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6

Abstract7

The diagnosis of heart disease is a significant and tedious task in medicine. The healthcare8

industry gathers enormous amounts of heart disease data that regrettably, are not ?mined? to9

determine concealed information for effective decision making by healthcare practitioners. The10

term Heart disease encompasses the diverse diseases that affect the heart. Cardiomyopathy11

and Cardiovascular disease are some categories of heart diseases. The reduction of blood and12

oxygen supply to the heart leads to heart disease. In this paper the data classification is based13

on supervised machine learning algorithms which result in accuracy, time taken to build the14

algorithm. Tanagra tool is used to classify the data and the data is evaluated using 10-fold15

cross validation and the results are compared.16

17

Index terms— Naive Bayes, k-nn, Decision List, Tanagra tool18

1 INTRODUCTION19

he term heart disease applies to a number of illnesses that affect the circulatory system, which consists of heart20
and blood vessels. It is intended to deal only with the condition commonly called ”Heart Attack” and the21
factors, which lead to such condition. Cardiomyopathy and Cardiovascular disease are some categories of heart22
diseases.The term -cardio vascular disease? includes a wide range of conditions that affect the heart and the23
blood vessels and the manner in which blood is pumped and circulated through the body. Cardiovascular disease24
(CVD) results in severe illness, disability, and death. Narrowing of the coronary arteries results in the reduction25
of blood and oxygen supply to the heart and leads to the Coronary heart disease (CHD). Myocardial infarctions,26
generally known as a heart attacks, and angina pectoris, or chest pain are encompassed in the CHD. A sudden27
blockage of a coronary artery, generally due to a blood clot results in a heart attack. Chest pains arise when the28
blood received by the heart muscles is inadequate. High blood pressure, coronary artery disease, valvular heart29
disease, stroke, or rheumatic fever/rheumatic heart disease are the various forms of cardiovascular disease. ? high30
blood pressure ? diabetes ? smoking ? high cholesterol ? family history of heart attacks at ages younger than31
60 years, one or more previous heart attacks, male gender ? obesity ? Postmenopausal women are at higher risk32
than premenopausal women. This is thought to be due to loss of the protective effects of the hormone estrogen33
at menopause. It was previously treated by hormone supplements (hormone replacement therapy, or HRT).34

T However, research findings have changed our thinking on HRT; long-term HRT is no longer recommended35
for most women. ? Use of cocaine and similar stimulants.36

2 III. EXTRACTION OF HEART DISEASE37

3 DATAWAREHOUSE38

The heart disease data warehouse contains the screening the data of heart patients. Initially, the data warehouse39
is preprocessed to make the mining process more efficient. In this paper Tanagra tool is used to compare the40
performance accuracy of data mining algorithms for diagnosis of heart disease dataset. The pre-processed data41
warehouse is then classified using Tanagra tool. The feature selection in the tool describes the attribute status42
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8 4) MANUSCRIPT DETAILS

of the data present in the heart disease. Using supervised machine learning algorithm such as Naive Bayes, k-nn43
and Decision list and the result are compared.Tanagra is a collection of machine learning algorithms for data44
mining tasks. The algorithms can be applied directly to a dataset. Tanagra contains tools for data classification,45
statistics, clustering, supervised learning, meta-supervised learning and visualization. It is also well suited for46
developing new machine learning schemes. This paper concentrates on functional algorithms like Naive Bayes,47
k-nn, and Decision list.48

IV.49

4 TANAGRA50

Tanagra is a data mining suite build around graphical user interface. Tanagra is particularly strong in statistics,51
offering a wide range of uni-and multivariate parametric and nonparametric tests. Equally impressive is its list of52
feature selection techniques. Together with a compilation of standard machine learning techniques, it also includes53
correspondence analysis, principal component analysis, and the partial least squares methods. Tanagra is more54
powerful, it contains some supervised learning but also other paradigms such as clustering, supervised learning,55
meta supervised learning, feature selection, data visualization supervised learning assessment, statistics, feature56
selection and construction algorithms.The main purpose of Tanagra project is to give researchers and students an57
easy-to-use data mining software, conforming to the present norms of the software development in this domain58
, and allowing to analyze either real or synthetic data. Tanagra can be considered as a pedagogical tool for59
learning programming techniques. Tanagra is a wide set of data sources, direct access to data warehouses and60
databases, data cleansing, interactive utilization.61

5 1) Classification62

The basic classification is based on supervised algorithms. Algorithms are applicable for the input data.63
Classification is done to know the exactly how data is being classified. Meta-supervised learning is also64
supported which shows the list of machine learning algorithms. Tanagra includes support for arcing, boosting,65
and bagging classifiers. These algorithms in general operate on a classification algorithm and run it multiple66
times manipulating algorithm parameters or input data weight to increase the accuracy of the classifier. Two67
learning performance evaluators are included with Tanagra. The first simply splits a dataset into training and68
test data, while the second performs cross-validation using folds. Evaluation is usually described by accuracy,69
error, precision and recall rates. A standard confusion matrix is also displayed, for quick inspection of how well70
a classifier works.71

6 2) Manifold machine learning algorithm72

The main motivation for different supervised machine learning algorithms is accuracy improvement. Different73
algorithms use different rule for generalizing different representations of the knowledge. Therefore, they tend74
to error on different parts of the instance space. The combined use of different algorithms could lead to the75
correction of the individual uncorrelated errors. as a result the error rate and time taken to develop the algorithm76
is compared with different algorithm.77

7 3) Algorithm selection78

Algorithm is selected by evaluating each supervised machine learning algorithms by using supervised learning79
assessment ( 10-fold cross-validation) on the training set and selects the best one for application on the test80
set. Although this method is simple, it has been found to be highly effective and comparable to other methods.81
Several methods are proposed for machine learning domain. The overall cross validation performance of each82
algorithm is evaluated.83

The selection of algorithms is based on their performance, but not around the test dataset itself, and also84
comprising the predictions of the classification models on the test instance. Training data are produced by85
recording the predictions of each algorithm, using the full training data both for training and for testing.86
Performance is determined by running 10-fold cross-validations and averaging the evaluations for each training87
dataset. Several approaches have been proposed for the characterization of learning domain. the performance of88
each algorithm on the data attribute is recorded. The algorithms are ranked according to their performance of89
the error rate.90

8 4) Manuscript details91

This paper deals with Naive Bayes, K-nn, Decision List algorithm . Experimental setup is discussed using 70092
data and the results are compared . The performance analysis is done among these algorithms based on the93
accuracy and time taken to build the model.94
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9 V. ALGORITHM USED A Bayes classifier is a simple prob-95

abilistic classifier based on applying96

Bayes theorem with strong (naive) independence assumptions. In simple terms, a naive Bayes classifier assumes97
that the presence (or absence) of a particular feature of a class is unrelated to the presence (or absence) of98
any other feature. Depending on the precise nature of the probability model, naive Bayes classifiers can be99
trained very efficiently in a supervised learning setting. In many practical applications, parameter estimation100
for naive Bayes models uses the method of maximum likelihood. The advantage of using naive bayes is that one101
can work with the naive Bayes model without using any Bayesian methods.Naive Bayes classifiers have works102
well in many complex real-world situations. An advantage of the naive Bayes classifier is that it requires a103
small amount of training data to estimate the parameters (means and variances of the variables) necessary for104
classification. Because independent variables are assumed, only the variances of the variables for each class need105
to be determined and not the entire covariance matrix.A decision list has only two possible outputs, yes or no106
(or alternately 1 or 0) on any input. a decision list is a question in some formal system with a yes-or-no answer,107
depending on the values of some input parameters . A method for solving a decision problem given in the form of108
an algorithm is called a decision procedure for that problem. The field of computational complexity categorizes109
decidable decision problem. Research in computability theory has typically focused on decision problems These110
inputs can be natural numbers, also other values of some other kind, such as strings of a formal language. Using111
some encoding, such as Godel numberings, the strings can be encoded as natural numbers. Thus, a decision112
problem informally phrased in terms of a formal language is also equivalent to a set of natural numbers. To113
keep the formal definition simple, it is phrased in terms of subsets of the natural numbers. Formally, a decision114
problem is a subset of the natural numbers. The corresponding informal problem is that of deciding whether a115
given number is in the set. Decision problems can be ordered according to many-one reducibility and related116
feasible reductions such as Polynomial-time reductions. Every decision problem can be converted into the function117
problem of computing the characteristic function of the set associated to the decision problem. If this function is118
computable then the associated decision problem is decidable. However, this reduction is more liberal than the119
standard reduction used in computational complexity (sometimes called polynomial-time many-one reduction).120
The k-nearest neighbor’s algorithm (k-NN) is a method for classifying objects based on closest training data in121
the feature space. k-NN is a type of instance-based learning. The function is only approximated locally and122
all computation is deferred until classification. The k-nearest neighbor algorithm is amongst the simplest of all123
machine learning algorithms. The same method can be used for regression, by simply assigning the property124
value for the object to be the average of the values of its k nearest neighbors. It can be useful to weight the125
contributions of the neighbors, so that the nearer neighbors contribute more to the average than the more distant126
ones The neighbors are taken from a set of objects for which the correct classification (or, in the case of regression,127
the value of the property) is known. This can be thought of as the training set for the algorithm, though no128
explicit training step is required. The k-nearest neighbor algorithm is sensitive to the local structure of the data129
. Nearest neighbor rules in effect compute the decision boundary in an implicit manner. It is also possible to130
compute the decision boundary itself explicitly, and to do so in an efficient manner so that the computational131
complexity is a function of the boundary complexity. The best choice of k depends upon the data; generally,132
larger values of k reduce the effect of noise on the classification, but make boundaries between classes less distinct.133
A good k can be selected by various heuristic techniques, for example, cross-validation. The special case where134
the class is predicted to be the class of the closest training sample (i.e. when k = 1) is called the nearest neighbor135
algorithm.The accuracy of the k-NN algorithm can be severely degraded by the presence of noisy or irrelevant136
features, or if the feature scales are not consistent with their importance. Much research effort has been put137
into selecting or scaling features to improve classification. In binary (two class) classification problems, it is138
helpful to choose k to be an odd number as this avoids tied votes.Using an appropriate nearest neighbor search139
algorithm makes k-NN computationally tractable even for large data sets. The nearest neighbor algorithm has140
some strong consistency results. As the amount of data approaches infinity, the algorithm is guaranteed to yield141
an error rate no worse than twice the Bayes error rate (the minimum achievable error rate given the distribution142
of the data. k-nearest neighbor is guaranteed to approach the Bayes error rate, for some value of k (where k143
increases as a function of the number of data points). Various improvements to k-nearest neighbor methods are144
possible by using proximity graphs.The training data set consists of 3000 instances with 14 different attributes.145
The instances in the dataset are representing the results of different types of testing to predict the accuracy of146
heart disease. The performance of the classifiers is evaluated and their results are analyzed.In general, tenfold147
cross validation has been proved to be statistically good enough in evaluating the performance of the classifier.148
The 10-fold cross validation was performed to predict the accuracy of heart disease. The purpose of running149
multiple crossvalidations is to obtain more reliable estimates of the risk measures. The basic crisis is to predict150
the accuracy of heart disease that can be stated as follows: particular dataset of heart disease with its appropriate151
attributes. The main aim is to get a accuracy by classifying algorithms.152

10 VI. EXPERIMENTAL SETUP153

The data mining method used to build the model is classification. The data analysis is processed using Tanagra154
data mining tool for exploratory data analysis, machine learning and statistical learning algorithms. The training155
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12 VII. CONCLUSION

data set consists of 3000 instances with 14 different attributes. The instances in the dataset are representing the156
results of different types of testing to predict the accuracy of heart disease. The performance of the classifiers is157
evaluated and their results are analysed. The results of comparison are based on 10 ten-fold cross-validations.158
According to the attributes the dataset is divided into two parts that is 70% of the data are used for training159
and 30% are used for testing.160

11 1) Description of dataset161

The dataset contains the following attributes: 1) id: patient identification number 2) age: age in year, 3) sex:162
sex (1 = male; 0 = female), 4) painloc: chest pain location (1 = substernal; 0 = otherwise), 5) painexer (1 =163
provoked by exertion; 0 = otherwise), 6)164

12 VII. CONCLUSION165

Data mining in health care management is unlike the other fields owing to the fact that the data present166
are heterogeneous and that certain ethical, legal, and social constraints apply to private medical information.167
Health care related data are voluminous in nature and they arrive from diverse sources all of them not entirely168
appropriate in structure or quality. These days, the exploitation of knowledge and experience of numerous169
specialists and clinical screening data of patients gathered in a database during the diagnosis procedure, has been170
widely recognized. This paper deals with the results in the field of data classification obtained with Naive Bayes171
algorithm, Decision list algorithm and k-nn algorithm, and on the whole performance made known Naive Bayes172
Algorithm when tested on heart disease datasets. Naive Bayes algorithm is the best compact time for processing173
dataset and shows better performance in accuracy prediction. The time taken to run the data for result is fast174
when compared to other algorithms. It shows the enhanced performance according to its attribute. Attributes175
are fully classified by this algorithm and it gives 52.33% of accurate result. Based on the experimental results176
the classification accuracy is found to be better using Naive Bayes algorithm compare to other algorithms. From177
the above results Naive Bayes algorithm plays a key role in shaping improved classification accuracy of a dataset178
VIII.
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chart that naive bayes algorithm shows the superior The above algorithms were used to predict the accuracy of
performance compared to other algorithms. heart disease.
Table Ii. Performance Study Of Accuracy 3) Performance study of Algorithms

The table I consists of secondary values of different
Algorithm Values Recall

1-
classifications. According to these values the accuracy is

used precision calculated and analyzed. It has 14 attributes for
Naïve Left vent 0.4828

0.4853
classification. Each one has a distinct value. Performance

Bayes hypertrophy can be determined based on the evaluation time of
Decision List normal St-t-abnormal Left vent hypertrophy normal 0.5705

0.4753
0.0000
1.0000
0.4897
0.4855
0.5705
0.4688

calculation and the error rates. Comparison is made among these classification algorithms out of which the naive bayes algorithm is considered as the better performance algorithm. Because it takes only some time to calculate the accuracy than other algorithms . Table I. Performance Study Of Algorithm

St-t-abnormal Left vent relrest (1 = relieved after rest; 0 = otherwise), 0.0000 1.0000 KNN 0.4552 0.5479 hypertrophy 7) cp: chest pain type normal 0.4765 0.5390 ? Value 1: typical angina 8) trestbps: resting blood pressure ? Value 4: asymptomatic ? Value 3: non-anginal pain abnormal ? Value 2: atypical angina St-t-0.0000 1.0000 Algorithm Used Naive List Decision Bayes Accuracy
52.33%
52%

Time
Taken
609ms
719ms

9) chol: serum cholestoral 10) famhist: family history of coronary artery disease KNN 45.67% 1000ms
(1 = yes; 0 = no)
11) restecg: resting electrocardiographic results
? Value 0: normal ? Value 1: having ST-T wave abnormality (T wave inversions and/or ST Naive bayes algorithm results in lower error ratios than decision list and knn algorithm that we have experimented with a training dataset.
? elevation or depression of > 0.05 mV)
? Value 2: showing probable or definite left ventricular hypertrophy ? by Estes’ criteria 12) ekgmo (month of exercise ECG reading) 13) thaldur: duration of exercise test in minutes 14) thalach: maximum heart rate achieved 15) thalrest: resting heart rate 16) num: diagnosis of heart disease (angiographic disease status) ? Value 0: < 50% diameter narrowing ? Value 1: > 50% diameter narrowing 17) (in any major vessel: attributes 59 through 68 are vessels) 2) Learning Algorithms This paper consists of three different supervised machine algorithms learning algorithms derived from the Tanagra data mining tool. Which include: 40.00% 55.00% 45.00%

50.00%
Naive
Bayes
Fig.2
Pre-
dicted
Ac-
cu-
racy
De-
ci-
sion
List
KNN

Series1

? naive bayes,
? k-nn,
? decision list

Figure 3:
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