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6

Abstract7

Due to the recent developments in the hand-held devices and communication enhancements in8

wireless networks like mobile ad-hoc network (MANETs), these networks are targeted for9

providing real time services like video streaming, video conferencing, VOIP etc. Although, the10

basic design of MANETs is not fully capable to provide multimedia services, therefore some11

sort of quality-of-service is required in these networks. In this paper, I have proposed a12

delay-aware routing protocol that discovers routes for a source-destination pair with the13

application provided delay constraints. The methodology is focused on using a reactive routing14

approach, AODV, to discover the delay-aware routes during its route discovery phase. In this15

way, we are able to provide the QoS to the requesting application in terms of delay metric.16

17

Index terms— MANETs, communication enhancements, ad-hoc network (MANETs), AODV.18

1 Introduction19

he popularity of wireless portable and computing capable devices has made possible the dream of ”Anytime20
and anywhere communication”. Users can remain connected to the world while being on the move. This is21
mobile computing or ubiquitous computing or nomadic computing. Mobile Ad-hoc Networks, popularly called as22
MANETs, are infrastructure-less, multihop networks without any physical connections. MANETs consists of a23
number of mobile hosts that are connected by means of wireless links. These MANET nodes acts as routers and24
are themselves responsible for forwarding packets within a MANET without the need of a centralized authority.25
The key feature of Mobile Ad-hoc Networks is its easiness of deployment. As a result, establishing a correct26
and efficient routing protocol for MANETs is quite a challenging task to accomplish since traditional routing27
protocols may not be suitable for MANETs. Routing protocol design for MANETs is therefore, an active field of28
research.29

2 II.30

3 Mobile ad-hoc Network31

A Mobile Ad-hoc Network is a network consisting of a number of mobile hosts, also called MANET nodes, which32
communicate with each other over wireless channels without the need of base stations or any other centralized33
authority. wireless communication that is highly mobile, spontaneous and robust [1] in scenarios where it’s not34
possible or quite difficult to provide centralized infrastructure, for example, Vehicle to vehicle networks (VANETs),35
battlefield communications, disaster recovery operations etc. MANET nodes are characterized by limited36
resources like limited battery, processing ability, memory, constrained bandwidth etc. [2]. Hence, designing37
a reliable routing strategy that efficiently uses these confined resources is quite a difficult task. In these networks,38
all nodes themselves act as routers and are responsible for forwarding and routing operations. MANET nodes39
have lower capacities compared to those in wired networks. Also, due to signal fading, noise and interference,40
the link capacity available is often lower than the total capacity of channel. Therefore, network congestions are41
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5 QUALITY OF SERVICE IN MANETS

more common phenomenon in these networks compared to fixed networks [3]. ii. Decentralized Architecture:42
Due to dynamic nature of MANETs, hosts are organized in a decentralized manner. Such architecture presents43
its usefulness by increasing ability to recover in case of breakdown and at the same time posing harder challenges44
in designing capable and effective protocols. iii. Continuous changing Topologies: MANET hosts can freely move45
and due to their arbitrary movement, their topology will be changed frequently and repeatedly.46

4 b) MANET Routing Taxonomy47

With these goals in mind, several strategies for routing have been designed for Mobile Ad-hoc Networks. The48
proposed routing protocols fall into two broad categories:49

? Reactive (On demand) approach ? Proactive (table driven) approach The Ad-hoc On-demand Distance50
Vector protocol is an ad-hoc network routing protocol that is purely reactive in nature because no routing tables51
are needed by the nodes to maintain any routing information. AODV is based upon DSDV and DSR routing52
protocols [2]. Being an on-demand protocol, AODV maintains information only ”active” routes.53

In AODV, a node can either be a source or a destination or an intermediate node. AODV inherits and enhances54
some of the typical features of DSDV protocol like periodic beaconing, multihop routing between participating55
nodes and sequence numbers. AODV accomplishes the complete process of routing through the following two56
mechanisms:? Route Discovery ? Route Maintenance i) Route Discovery57

AODV uses a combination of two messages for accomplishing route discovery in Mobile Ad-hoc Networks:?58
Route Request (RREQ) ? Route Reply (RREP)59

When a source node wants to establish a connection with a destination for data transmission, it sends the60
RREQ message to all its immediate neighbours. RREQ contains the IP address of the source and the destination,61
a pair of fields related to sequence numbers and a hop count field initialized to zero. Each RREQ message is62
uniquely identified by a RREQ ID which goes on increasing with each newly generated RREQ in the network63
[6]. If a node receives an already processed RREQ via some other neighbor node, it is discarded. The source64
broadcasts this RREQ to its immediate neighbours. The neighbor nodes on receiving the RREQ, generates a65
backward route to the initiating source. Also, the hop count (distance from source node) in RREQ message66
format is increased by one. On the other hand, if the node receiving the RREQ is itself the destination or it does67
have an unexpired route to the required destination with the sequence number of the path to that destination68
(indicated in node’s routing table) greater than or equal to the sequence number mentioned in the RREQ message,69
the node creates a Route Reply (RREP) message and transmit that on the backward route it created towards70
the node that sent RREQ. Hence, the backward node that was created during RREQ broadcast from source is71
now utilized for sending RREP back to the source node.72

5 Quality of Service in Manets73

With the proliferation of inexpensive and infrastructure-less mobile ad hoc networks (MANETs), research focus74
has shifted to issues related to security and quality of service (QoS) in these networks. MANETs are collections75
of mobile hosts (also called nodes), which are self-configurable, self-organizing, and selfmaintainable. The nodes76
communicate with each other through wireless channels with no centralized control. Mobile hosts can move, leave,77
and join the network whenever they want, and routes need to be updated frequently because of the dynamic78
network topology [7].79

In MANETs, one of the important issues is routing, that is, finding a suitable path from a source to a80
destination. Because of the rapid growth in the use of applications, such as online gaming, audio/video streaming,81
voice-over IP (VoIP), and other multimedia streaming applications in MANETs. It is mandatory to provide the82
required level of QoS for reliable delivery of data. In particular, it is important for routing protocols to provide83
QoS guarantees in terms of metrics, such as achievable throughput, delay, packet loss ratio, and jitter.84

Despite the large number of routing solutions available in MANETs, their practical implementation and use85
in the real world is still limited. Multimedia and other delay-or error-sensitive applications that attract a mass86
number of users toward the use of MANETs have led to the realization that best-effort routing protocols are87
not adequate for them. Because of the dynamic topology and physical characteristics of MANETs, providing88
guaranteed QoS in terms of achievable throughput, delay, jitter, and packet loss ratio is not practical. So QoS89
adaptation and soft QoS have been proposed instead [8]. Soft QoS means failure to meet QoS is allowed for90
certain cases, such as when a route breaks or the network becomes partitioned [8].91

QoS in MANETs is defined as a set of service requirements that should be satisfied by the network when a92
stream of packets is routed from a source to a destination [9]. A data session can be characterized by a set of93
measurable requirements, such as maximum delay, minimum bandwidth, minimum packet delivery ratio, and94
maximum jitter. All the QoS metrics are checked at the time of connection establishment, and once a connection95
is accepted, the network has to ensure that the QoS requirements of the data session are met throughout the96
connection duration [10].97

Delay aware protocols reckon delay as the chief QOS metric for discovering routes for a sourcedestination pair,98
i.e., the paths are selected based on delay constraints provided by the application. Delay can be in the form of99
routing delay, end to end delay, propagation delay, delay jitter etc. [11]. A major issue with the routing strategies100

2



in current scenario is that they are not designed to support QOS metrics, hence delay aware protocols comes into101
picture to deal with this problem.102

6 a) QOS provisioning in MANETs: Issues103

The performance of QOS based solutions is hugely influenced by several design issues. In earlier routing protocols,104
no provision for QOS support existed. For an application to be QOS enabled, a route with ample resources to105
fulfill rigid QOS demands should be used.106

7 b) Route Discovery107

In this section, we will elaborate the working of our proposed protocol DS-AODV, focusing mainly on the route108
discovery, since route maintenance operation in DS-AODV will be same as that in the traditional AODV routing109
protocol. The DS-AODV protocol searches all available routes between a source and destination that lies within110
the specified delay constraints. The applications running at source and destination specifies their maximum111
allowable delay thresholds in the RREQ and RREP messages respectively during the route discovery operation.112
This is specified in the extra added field ”max_delay” in both these message formats. We have shown in figure 5113
the process of initiating a route discovery operation in DS-AODV. The main purpose of DS-AODV is to discover114
delay bounded paths and hence provide QOS to the requesting application in terms of delay metric which is quite115
vital for multimedia applications. To achieve this goal, before searching any route towards the destination, the116
source node has to specify its maximum allowable delay bound in the RREQ message before sending it. The117
field offset_time is initialized to zero. Also, the session admission control process assigns a timer to the source118
application so that when it expires, route discovery can be attempted again. In DS-AODV, the routing table119
contains an additional field route_delay, as discussed earlier. Each intermediate node will update this entry on120
receiving the RREQ message.121

After initializing all the required fields, the RREQ message is created and broadcasted by the source node122
to its immediate neighbours. When a RREQ arrives at its destination, the destination creates a RREP packet123
by initializing all the fields including max_delay and offset_time and unicast it back towards the source Sthat124
originated the RREQ message.125

Algorithm 1 shows the detailed proposed protocol DS-AODV and how RREQ and RREP messages are handled126
at each node in the network. We will explain the working of this protocol with the help of an example discussed127
in the following text. Figure 5 is the MANET scenario that has been considered for this example. Suppose S is128
the source node and D is the destination node in an infrastructure less MANET scenario. When S receives a data129
packet from an application running on it, it searches its route_table for a valid route towards D. If S already has130
an entry in its route_table for destination D, S will send the data to D using the next hop given in the routing131
table. Whereas if S does not have an existing valid route to D, it initiates a route discovery process. In this case,132
the route discovery is initiated using DS AODV that will discover routes that satisfies delay constraints specified133
by source application.134

The source initiates the delay aware QOS routing by broadcasting the RREQ into the network to all its next135
hop nodes. RREQ is checked for duplicity as well as for whether the receiving node is itself the destination136
or not. When the source application first sends RREQ, it specifies its maximum supported delay constraint in137
max_delay field. Also, offset_time is initially set to zero which is updated by each node on arrival of RREQ.138

Let node 1 received RREQ from S. Node 1 will now calculate its offset_time and update this field in the139
received RREQ. For this, it will refer its route_table for the route_delay value stored in it for the receiving node140
S. The route_delay stored against node S in route_table of node 1 is added to the offset_time in RREQ to get141
offset_time of node 1. This is updated in RREQ and hence, forwarded by node 1 to all its immediate neighbours.142
The route_delay entry is also checked by node 1 for whether it is greater than max_delay in RREQ.\Now, let143
node 4 receives RREQ from node 1. Node 1 checks for RREQ duplicity as well as checks whether it is the required144
destination or not. It now checks its route_table for route_delay stored against node 1, this route_delay is added145
to offset_time field of Repeat steps 1 to 6 RREQ to get offset_time of node 4. This is updated in the offset_time146
field of RREQ which is broadcasted to its next hop nodes. Now, let it is received by destination D. D will again147
perform the checks for RREQ duplicity with the help of seen_table as well as whether it is the destination node148
or not by looking the destination IP field of RREQ. Since it is the required destination, it will not forward RREQ149
anymore. It will again calculate offset_time by adding route_delay from node D in the offset_time stored in150
RREQ to get offset_time of D which is actually the cumulative link delay in one direction and will be stored151
in offset_time field of RREP created by D. The destination will receive multiple RREQ messages but it will152
send RREP packet on that link only having the least link delay/ cumulative offset_time out of all its immediate153
neighbours. After receiving RREP, the source S checks whether the link delay it received in offset_time field is154
less than max_delay. If offset_time sent by D is within the max_delay, session request is accepted by source,155
else discarded. Hence, in this way, DS-AODV is able to find valid routes that can send the application traffic156
from S to D within the specified delay constraints.157
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8 IV.158

9 Simulation Results and Analysis159

This section will elaborate the performance evaluation of our proposed routing protocol DS-AODV based on the160
analysis of simulation results to validate its correctness and effectiveness.161

In our analytical part, we have used Exata Cyber Developer Version 2.0 to design MANET scenarios as well162
as for generating simulation results.163

10 a) Simulation Setup164

This section provides a extended explanation of the implementation details of this simulation study. This section165
has been divided into 4 subsections. In section 4.1.1, we will provide a brief introduction of the simulator that has166
been used to carry out simulations in this research. In section 4.1.2, an overview of the mobility model has been167
provided, that has been used in the simulations. Section 4.1.3 mentions the network scenario being considered168
for simulations along with several simulation parameters with their values that have been used while conducting169
simulations. Section 4.1.4 will describe the various metrics based on which we will evaluate our proposed protocol.170

i. Simulation Tool: Exata Cyber This section will briefly introduce the simulation tool that has been used to171
carry out the research in this paper. We have used the trial version of the industry used commercial scalable172
network simulator Exata cyber to create various MANET scenarios.173

Exata Cyber belongs to the breed of new software tool [12] developed specifically for incorporating in174
communication networks, cyber security capabilities ??12]. Hence, Exata Cyber is most suited to simulate175
wireless mobile ad-hoc network due to their Exata Cyber has simulation as well as emulation capabilities ??13].176
Using Exata Cyber, we can create different types of network scenarios, including mobile ad-hoc networks with177
different scenario parameters set to different values. It allows us to create Software Virtual Networks (SVNs) [14]178
by which it is possible to replicate physical networks in virtual space.179

11 ii. Mobility Model180

A mobility model denotes the pattern of movement of mobile nodes as well as variation in mobility speed and181
location over time. The role of mobility models is quite vital in performance evaluation of routing protocols since182
they simulate the movement of network’s real world application in a reasonable manner else the results could be183
misleading.184

The mobility model that has been considered for this simulation is the most common and widely used ”Random185
Waypoint Model”. This model is quite easier to simulate and simple to use. In this model, the mobile node waits186
for a definite pause time in the beginning of the simulation, after which it randomly chooses any target node in187
the simulation area. It also picks a random speed with a uniform distribution between 0m/s to 20 m/s.188

All the source-destination pairs are selected randomly in from the network. To model the source nodes as a189
data generating nodes we configure each source node in the network using the constant bit rate (CBR) application.190
The CBR generates data based on parameters like packet size, packet flow (packets per second) etc.191

All the simulations performed in this paper run for a time period equal to 500 simulated seconds. Each192
data point shown in the graphs and tables are averaged on three runs with similar traffic models, but different193
randomly generated mobility scenarios by using different seed values.194

12 iii. Network Scenario and Simulation Parameters195

The network scenario that we have used in our simulation is depicted in figure 7. We have used a terrain with196
dimensions of 1000x1000 and deployed 60 nodes in it. Random Waypoint Mobility model has been used during197
simulation that decides the movement of these nodes in any random direction.198

unprotected and mobile nature that makes them quite vulnerable. We have defined several parameters to199
evaluate the performance of our proposed protocol DS-AODV by comparing it with AODV.200

13 ( )201
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In table 1, we have mentioned various parameters for designing a typical MANET scenario that we have203

considered to carry out our simulation study. During the simulation, nodes start their movement from a source204
to a destination node, resulting in continuous changes in the network topology throughout the simulation [15].205
iv. Performance Metrics This section will provide an overview of the metrics that have been considered for206
evaluation of results produced by our study. This metric refers to the time interval difference between the times207
at which the destination receives a data packet from the time when it is sent by the source. This is calculated208
by the destination node on receiving the packet completely by the help of its send and receives timestamp. On209
completion of the simulation, total time of the packets received at the destination is divided by total number of210
received data packets, i.e.211

End to End Delay = delay of each successfully received packet/ total number of packets received.212
In other words, it is the time taken by the data packet to traverse from a source to a destination node.213
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14 b. Packet Delivery Ratio (PDR)214

It is defined as the ratio of total number of error free data packets received by the destination to the total number215
of packets sent by the source, i.e. , PDR = total number of packets received / total number of packets sent by216
CBR application c. Normalized routing Overhead (NRO)217

Normalized routing overhead is defined as the total number of control packets transmitted per data packet218
delivered successfully at the destination. It is calculated as the ratio of total number of routing control packets219
sent to the total number of data packets received by the destination.220

15 b) Simulation results221

In this section, we will evaluate the performance of our proposed routing protocol, DS-AODV, by comparing it222
with the traditional reactive routing protocol AODV over the three performance metrics discussed in previous223
section. The chief objective of this study is to demonstrate that DS-AODV will score above the reference protocol224
chosen here, i.e., AODV, in terms of varying scenario parameters like:? Number of data sessions ? Mobility of225
nodes226

The simulation results are calculated by averaging the values of 3 different runs. During simulation, initially227
we vary the number of sourcedestination pairs, i.e., number of CBR sessions keeping the node pause time constant228
and equal to 20 m/s. This is done to study the effect of varying network load in the network. We take values for229
number of data sessions equal to 2, 4, 6, 8, 10 and 12.230

Next, we vary the node mobility speed from 5 to 45 m/s keeping the number of CBR sessions constant at 4.231
We collect results for this simulation at pause times of 5, 15, 25, 35 and 45.232

16 i. Varying number of data sources233

In this section, we will present the simulation results for the network scenario in which we have chosen constant234
pause time of 20 m/s, whereas we vary the network load by increasing the number of sources.235

17 a. Normalized Routing Overhead236

The Normalized Routing Overhead of DS-AODV and AODV is depicted in figure 8. The graph shows that the237
Normalized Routing Overhead varies proportional to the network load. This is because increase in number of238
data sources increases the network congestion and therefore, the probability of packet collision also increases,239
thereby increasing the Normalized Routing Overhead. The graph in figure 8 supports the fact that DS-AODV240
has a lower Normalized Routing Overhead than AODV for moderate to high number of data sources. This is241
because DS-AODV avoids wrong admission of a new data flow into the network, hence preventing the network242
from being overloaded. The comparison of average end to end delay of DS-AODV and AODV is shown in figure243
8. It is quite evident that end to end delay of DS-AODV is quite lower than that of AODV and varies as a244
function of number of sources under all values of number of data sessions. This is due to the fact that DS-AODV245
is specifically meant for delay aware transmission of application data and due to additional delay oriented fields246
in request and reply messages, the discovered routes is bounded by a specific required delay. Hence the end to247
end delay of DS-AODV is drastically lower than that of AODV. The graph in figure 9 demonstrates the effect of248
varying number of sources on packet delivery ratio in DS-AODV protocol compared to AODV. The figure shows249
clearly that the on packet delivery ratio for AODV is quite lower than DS-AODV, with increasing network load.250
The AODV protocol drops a larger amount of packets with increase in number of sources. The on packet delivery251
ratio of DS-AODV decreases faster with larger number of sources but is found to be greater than almost 70%252
always. The reason behind this tradeoff is that a larger number of sources in the network increase the probability253
of congestion leading to packets being dropped.254

18 a. Normalized Routing Overhead255

The graph in figure 10 shows the variation of normalized routing overhead with changing node mobility for both256
protocols: DS-AODV and AODV. The normalized routing overhead is calculated as the ratio of total number257
of routing control packets sent to the total number of data packets received by the destination. This is quite a258
critical metric to estimate the efficiency of a routing protocol as well as scalability of the network by defining259
how much bandwidth is consumed by the control packets for a particular routing protocol. So this metric can be260
efficiently used to compare the performance of routing protocols.261

The graph in figure 10 shows that DS-AODV has a higher routing overhead than AODV for almost all values262
of node pause time. This is because of the fact that in DS-AODV, due to increased node mobility, larger number263
of link breakages will occur resulting in higher number of route discovery processes to initiate, causing larger264
overheads. This limitation of DS-AODV can be rectified in its future extensions. Figure 12 shows the variation265
of end to end delay with respect to change in node mobility. It can be clearly observed that average end to266
end delay is quite lower in DS-AODV, as compared to AODV. This is due to the fact that DS-AODV discovers267
routes within the delay requirements of the source application, hence, end to end delay cannot exceed beyond an268
acceptable limit, else the session would not have been admitted. The packet delivery ratio of the two protocols269
is depicted in figure 13. The graph shows the variation of packet delivery ratio with the changing node mobility270
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19 SUMMARY

values. The increase in nodes’ movement results in high probability of route breakages causing an increase in271
number of packets being dropped. DS-AODV has a better packet delivery ratio than AODV for all values of272
node pause time. The simulation study shows that more than 80% data packets are delivered by DS-AODV to273
the specified destination for all node mobility values. Hence, DS-AODV is found to be more robust than AODV.274

19 Summary275

In this context, we have analyzed the performance of our novel proposed routing protocol DS-AODV, based276
on various performance metrics. This reactive routing protocol has been specifically designed for mobile adhoc277
networks and is based on the traditional protocol Ad hoc On-demand Distance Vector. The simulation study278
performed in this context demonstrates that DS-AODV is able to perform fairly well over a range of node mobility279
and network load values. The simulations have been performed on Exata Cyber simulator. The results produced280
by the simulations have been represented graphically for a better analytical understanding. These results have281
been used for comparing the performance of DS-AODV with AODV over various performance metrics. The282
analysis supports that the performance of DS-AODV is quite better as compared to AODV protocol. timely283
manner; otherwise the data becomes obsolete if it is received after the specified time. Therefore, the concept of284
delay aware routing becomes a vital research domain in the field of Adhoc networking.285

In this paper, we have proposed and implemented a delay constrained reactive routing protocol based on286
AODV routing protocol. We have named it as DS-AODV (Delay Sensitive Adhoc Ondemand Distance Vector).287
The chief objective of this protocol is to discover valid routes that are constrained by a maximum delay value288
during route discovery phase. The application running at source that needs to initiate a date transmission with289
the destination will specify its maximum allowable delay prior to route discovery. This value will be used as290
the reference for discovering routes that lie within these delay bounds. Simulation results are developed using a291
powerful simulation tool called as ”Exata Cyber”. The analysis of these results shows that our proposed protocol292
DS-AODV is able to perform better than AODV by delivering lower end to end delay values.293

Looking at the future extensions in this research, we can try to implement this with node mobility models other294
than the random waypoint mobility model that we have followed in this paper. Also, in DS-AODV, route_delay295
values stored in routing tables of nodes may not always be up-to-date due to dynamic nature of mobile adhoc296
networks. A common synchronized update mechanism can be implemented to solve this problem.297

Also, the robustness of DS-AODV can be verified in case of congestion of network. Lastly, we recommend a298
performance comparison of DS-AODV, based on various parameters, with other QOS aware protocols that have299
been proposed in recent past to verify its performance further in terms of various parameters, other than delay.
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Figure 5: Performance

5

Figure 6: Figure 5 :

8



6

Figure 7: Figure 6 :

Figure 8:

9



19 SUMMARY

1

Simulation Tool Exata Cyber Developer
Version 2.0

Topology area 1000x1000m
Simulation Time 300 sec
Application Traffic type CBR (Constant Bit Rate)
Number of nodes 80
Node Placement model Uniform
Routing protocols under DS-AODV, AODV
study
MAC Layer protocol IEEE 802.11
Physical Layer protocol 802.11b
Data Rate 12 mbps
Node Mobility model Random Waypoint model
Packet size 512
Flow specification 50 packets/second
Node pause time 20 m/s (for constant network

load)

Figure 9: Table 1 :

2

Number of data DS-AODV AODV
sessions
2 0.14 0.13
4 0.46 0.44
6 0.59 0.58
8 0.61 0.67
10 0.64 0.69
12 0.73 0.84

Figure 10: Table 2 :

4

Number of data DS-AODV AODV
sessions
2 0.98 0.95
4 0.93 0.85
6 0.90 0.66
8 0.81 0.61
10 0.70 0.51
12 0.67 0.54

Figure 11: Table 4 :
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Year 2014
( D D D D ) E

Figure 12: Table 3 :

5

Node Speed DS-AODV AODV
(m/s)
5 0.35 0.34
15 0.33 0.32
25 0.30 0.31
35 0.29 0.27
45 0.25 0.23

Figure 13: Table 5 :

6

Node Speed DS-AODV AODV
(m/s)
5 0.05 0.08
15 0.08 0.12
25 0.10 0.15
35 0.12 0.17
45 0.14 0.23

Figure 14: Table 6 :

7

Node Speed DS-AODV AODV
(m/s)
5 0.90 0.88
15 0.87 0.84
25 0.85 0.82
35 0.83 0.80
45 0.81 0.73

Figure 15: Table 7 :
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