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Abstract7

The data generated contemporarily from different communication environments is dynamic in8

content different from the earlier static data environments. The high speed streams have huge9

digital data transmitted with rapid context changes unlike static environments where the data10

is mostly stationery. The process of extracting, classifying, and exploring relevant information11

from enormous flowing and high speed varying streaming data has several inapplicable issues12

when static data based strategies are applied. The learning strategies of static data are based13

on observable and established notion changes for exploring the data whereas in high speed14

data streams there are no fixed rules or drift strategies existing beforehand and the15

classification mechanisms have to develop their own learning schemes in terms of the notion16

changes and Notion Change Acceptance by changing the existing notion, or substituting the17

existing notion, or creating new notions with evaluation in the classification process in terms of18

the previous, existing, and the newer incoming notions. The research in this field has devised19

numerous data stream mining strategies for determining, predicting, and establishing the20

notion changes in the process of exploring and accurately predicting the next notion change21

occurrences in Notion Change. In this context of feasible relevant better knowledge discovery22

in this paper we have given an illustration with nomenclature of various contemporarily23

affirmed models of benchmark in data stream mining for adapting the Notion Change.24

25

Index terms— notion change, defencing notion change, conventional learning, supervised notion change26
acceptance, unsupervised notion change acceptance, data stream27

1 Introduction28

he data streams generated in real time are dynamic in content unlike the contemporary static data environments29
and involve huge volumes of data transmitted at great speeds. These dynamic data communication environments30
are used in various fields such as, real time surveillance and monitoring, web traffic internet networks, applications31
producing huge HTTP data requests, weather monitoring or environment systems, RFID and wireless sensor32
networks, retail transactions, real time media streaming processes, cloud automations systems, telephone33
networks, etc. e-mail : suneethachittineni@gmail.com34

The applications of data streams mining are many such as, financial analysis of stock market drifts, customer35
data transactions analysis, predicting customer preferences in retail or online shopping, telephone call records36
analysis, fraud prevention, social networks user content generation, internet networks traffic mining for knowledge37
exploration, in spam and intrusion detection, etc. The data generated by the World Wide Web in the year 2013 is38
stated to be around 4 zettabytes of data [1] and this is growing with magnified volumes and speed continuously. In39
this context and the many application areas of mining streaming data the research of real world data classification40
has acquired great importance both for researchers as well as for the business community.41
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7 I. MUTABLE TRAINING SET BASED LEARNERS

The incremental mining process has to be associated with an efficient strategy to handle the huge volume of42
dynamically changing data streams that do not have any established notions in Notion Change [2] [3] and the43
learning algorithm applied over the drifting data streams has to find context changes in terms of the drift. The44
process of Notion Change Acceptance in data streams involves the objects of the streaming data categorized in45
terms of a concept individually either as positive or as negative case concepts. The newer concepts are mined46
and analyzed with visible case concepts variables based on recent topology information with a learning algorithm47
for predicting each incoming streaming objects case concept. The learning process strategy of adapting to the48
notion change is either with a set of fixed notions called supervised learning, or uses the dynamic notion which49
is called as unsupervised learning strategy. The learning model in exploration and extraction of the information50
incorporates successful predictions and if the prediction is in contrast to the objects real case concept, it changes51
the existing model with deletion of the old concepts.52

The research in recent years has generated several strategies of benchmark Notion Change Acceptance. To53
further widen the scope of understanding and aiding future studies in this field we in this paper review existing54
strategies available in recent literature in terms of their, advantages, weaknesses, applicability, and compatibility55
with various domain streams and the wide scope of Notion Change influenced streaming data under different56
contexts of notion change. Also in this paper we review the notion progress in the process of adapting Notion57
Change and a description of the nomenclature of data stream mining.58

The remaining sections of the paper is structured as follows; Section 2 assesses the streaming data based59
mining nomenclature and the Notion Change impact; Section 3 reviews the models of benchmark devised and60
affirmed in contemporary literature. Section 4 gives conclusion of this paper with future research scope.61

2 II.62

The Streaming data and Notion Change Acceptance a) Incremental mining63
The data streams mining process involves processing, classifying the dynamic data where the concepts might64

change, appear or not appear again requiring constant adaptation according to the notion change and in65
accordance to the data influx speed for an efficient exploration and retrieval of hidden relevant contexts.66

3 b) Notion Change and the objective67

The objective of learning over streaming data must be for noticing the change of notion or Notion Change by68
applying efficient mining strategies with the learning mechanism. If we consider the content streaming sites a69
considerable notion change of viewer’s preferences alters the data streams in terms of the drift of concepts. Hence70
the principal aim in learning and mining of user preferences must be to recognize the notions changes.71

4 Notion Change Acceptance72

The notion change due to Notion Change based on a learning mechanism is adapted with appropriate learning73
model changes for mining efficiency and for significant data retrieval.74

5 i. Notion changeover frequency75

The frequency of notion change or ”speed of the Notion Change” in streaming data is the average recorded time76
for every Notion Change Acceptance occurrence. The learning mechanism of drift Acceptance is of 2 different77
kinds, regular Notion Change, and impulsive Notion Change. In regular Notion Change the Notion Change78
event is reflected in fixed time intervals for the probable prediction of the time of next Notion Change occurrence79
which is usually a recursive Notion Change that converts the data to earlier state. The impulsive Notion Change80
learning mechanism tries to replicate unexpected and irregular Notion Change occurrences.81

6 d) The taxonomy of Notion Change Acceptance strategies82

The strategies for adapting the Notion Change implement the learning mechanism in two stages; stage 1 involves83
determining the significant notion change which has importance towards the Notion Change, and stage 2 adapts84
the data streams newest state into the learning process. The Notion Change adaptation into the existing learning85
mechanism may be ordered and explained as below, e) Mutable learners An easy technique for Notion Changes86
Acceptance into the learning mechanism are the mutable learners which use supervised or semi supervised learning87
approaches for the data streams visible scope to be dynamically expanded or restricted in terms of the newer88
state of the data streamed for updating the learning model with deletion of obsolete data instances.89

7 i. Mutable Training set based Learners90

A type of Notion Change class which use a mutable training set in the learning process these learners use a91
strategy of unsupervised learning based on a window of a set records grouped by considering comparable notion,92
or comparable instance weights. The classifiers based on the windows newest notion or newest instances having93
comparable weights mute the existing training set and update the learning set applied over the data streams for94
Notion Change Acceptance.95

2



8 ii. Colle ctive Learners96

A strategy that applies multiple learners’ collectively is a well known standard data engineering approach for its97
realistically achievable efficiency. A learning mechanism based on diverse classifiers may be applied over streaming98
data with either unassigned notion changes or imbalanced data classes for achieving substantial variation in the99
learning process. The collective learner strategy may be applied over identical data to expand the achievable100
accuracy with the inclusion of a predictive classifier. A learning mechanism not based on multiple learners’101
experiences over fitting and decrease of performance.102

Another extensively important concept for leaning over Notion Changes prone data streams in the progression103
of new classes. This notion progression maybe further defined using two types of networks, internet networks104
using the learning mechanism for intrusion prevention, and social networks use for identifying initiation of new105
trends. In Internet networks the notion progression is visible in case we associate a class label to every kind of106
attack and when the traffic is under an entirely new type of attack it results in notion progression. The social107
networks data streams have class labels associated with trends and the origin of a new trend whose posts are108
unlike the earlier posts109

9 Notion Change Acceptance Strategies110

The decision trees is a type mutable learner’s model C4.5 [4] to be specific. The model Very Fast Decision Tree111
(VFDT) [5] is known as one of the initial models designed based on decision trees. The essentials of decision-112
tree learning are used in the design of the VFDT algorithm by which accurate and very fast decision trees are113
generated. These decision trees formed for data streams with the VFDT model are based on the application114
of the Hoeffding tree algorithm where a comparable notion subset is produced using Hoeffding bounds [6], [7].115
This model mines real time data streams which are imperfect or having uncertainty characteristics depicting the116
entire streams as a unique advanced model in which with the arrival of newer data the decision tree’s existing117
database is constantly updated making it more efficient in the prediction of drift in new incoming data.118

The problem with this model in incremental mining is mostly due to the noise in the data used for training119
which forms unnecessary tree branches causing over-fitting that is further complicated because of the run-time120
memory inadequacy in the total decision tree accommodation declining the prediction accuracy frequently. This121
affects the main reason for implementing this model which is the achievable reasonable accuracy. This need for122
rapidly adapting the Notion Change with precision has made the model undergo several revisions.123

The rule k Nearest Neighbor (kNN) is one of the earliest classification rules and also the easiest one that has124
been researched widely for numerous different objectives in various fields especially Notion Change Acceptance.125
The kNN algorithm is a type of incremental classifier which does not include any previous conventions of the126
data distribution and with the rapidly changing streaming data performs the learning and training continuously127
updating the classification model. The major difficulty with the approach however is it initiates the learning128
only during the time of prediction which increases the overhead in terms of time and cost especially in case129
of instances related to multi-label data. Also the approach is involved with computational complications when130
used with non-incremental type of base classifiers. A revision of the kNN based algorithm for streaming data by131
Alippi and Roveri [8] [9] in case of a streaming data not under Notion Change is based on choosing k samples132
from the data using the theory based outcomes by Fukunga [10] where these newer examples are added to the133
knowledge base and the kNN based classifier is updated. In case of Notion Change the approach retains all the134
newer examples and eliminates all the old examples from its knowledge base. For data streams drifting regularly135
at a lesser pace a revised model is presented later by the authors, called adaptive weighted kNN which uses the136
strategy of assigning weights to the examples based on their nearness to the present concept where older instances137
comparatively still have considerably higher weights associated.138

A Notion Change learning process for a streaming data is an algorithms capability of learning incrementally139
the newer incoming streaming information while maintaining the earlier data in the classification process. The140
research of Carpenter, G., Grossberg, S., Markuzon, et. al., of this difficult problem has led to the design of141
the Adaptive Resonance Theory (ART) model for effective classification and prediction of concept change with a142
model called ARTMAP (Adaptive Resonance Theory Map) [11] which is a strategy of unsupervised learning that143
recognizes from the data set all the different patterns incrementally with cluster formation and applies supervised144
learning over these clusters in the classification. The attributes of every cluster is used to map the cluster to a145
class considering class compatibility in terms of their labels. Carpenter, G., Grossberg, et. al., devised a Fuzzy146
ARTMAP [12] which applies fuzzy principals in the ARTMAP model with 2 variants of the ART model called147
ARTa and ARTb which are connected with an inter Adaptive Resonance module. The strategy of assessing148
the patterns recognized by the model is implemented with an unsupervised ART’s model and the prediction149
process is implemented with a supervised ART model in an incremental order. In this prediction process a class150
in ARTa is linked to a class in ARTb and this mapped field is used to form predictive classes in learning the151
class associations. In case of an incompatibility scenario with existing classes the search is either repeated or a152
new clusters is created for properly including the newer input patterns that are dissimilar to the earlier observed153
examples. The incremental rule pruning strategy for fuzzy ARTMAP by Andres-Andres, A., Gomez-Sanchez, E.,154
BoteLorenzo, M., in [13] extends the fuzzy ARTMAP models devised earlier. The model is based on updating155
fuzzy rules frequently with dynamic pruning the inactive and or obsolete fuzzy rules based on a pruning strategy156
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9 NOTION CHANGE ACCEPTANCE STRATEGIES

in the paper [14] which prunes the rules set in terms of their attributes, rule confidence, rule usage frequency and157
rule significance.158

These models of ARTMAP and Fuzzy ARTMAP are used widely in the process of incremental learning.159
However the problem with these models is with noisy training data where the performance becomes ineffective.160
The fuzzy ARTMAP model constructs maximum possible classes for learning the entire static training set and161
in the statistical assessment, which due to overfit leads to pending of parameter selection and the resulting162
generalization is ineffective. These problems are overcome with the strategy proposed in [13]. However an163
assessment of all the 3 models [11][12] [13], considering recursive concept impacted Notion Change of high164
frequency shows the rule update process to be computationally complex and redundant in comparison to other165
similar methods.166

The model AO-DCS (Attribute-oriented Dynamic Classifier) devised by Xingquan Zhu, Xindong Wu et.al.,167
[15] is a supervised learning approach based on a single best learning algorithm whose performance efficiency is168
far advanced in contrast to other collective learners currently existing. This approach instead of a CC (Classifier169
Combination) method uses a CS (Classifier Selection) technique called DCS (Dynamic Classifier Selection) to170
overcome the inefficiency of the Classifier Combination method in mining highly noisy data streams under171
dramatic Notion Changes. The dynamic classifier selection scheme uses attribute values of instances to partition172
the evaluation set into subsets. This approach uses instead of the clustering technique the attribute values of the173
evaluation set to classify the data set into a number of small sets and the new examples are used to find the final174
subsets. The existing base classifiers are applied on these subsets with new examples to evaluate the performance175
effectiveness of a base classifier in terms of a specific domain and determine the choice of a best classifier.176

The experiments are executed with 8 datasets of benchmark data streams of the UCI database repository177
comprising of synthetic and real time data. The experiments using a real time simulated scenario evaluates the178
systems performance for incremental mining under dramatic Notion Changes applying different DCS approaches179
with different factors like scalability, robustness and accuracy. In this process prior to data partitioning several180
levels of class noise or manual errors are fed into the data stream. The execution of every experiment is assessed181
with 10-fold cross-validation and the obtained average accuracy is used as the final result. The test outcomes show182
an enhanced performance with the devised DCS method compared to most other CC or CS based approaches183
like SAM, CVM, DCS_LA and Referee in mining real-time data streams. However a major problem with this184
approach is in case of high frequency Notion Changes and since the accuracy is inversely proportional to the185
Notion Change frequency, the learning factors of accuracy, scalability and robustness decrease the performance.186

A Notion Change Rule mining Tree (CDR-Tree), for exploring, finding and precisely assessing Notion Change187
rules by Chien-I Lee, Cheng-Jung Tsai, Jhe-Hao Wu, and Wei-Pang Yang [16] is a unique and different approach188
of determining the Notion Change causes. The previous approaches devised were based on the strategy of189
modifying the current database for accurately classifying the incoming data and not for finding the reasons for190
the drift occurrences. The authors of the CDR-Tree model represent the reasons of drift occurrences in terms of191
categorically ordered rules set based on which the examples of old data and the incoming newer data related to192
different time periods are coupled to create a CDR-Tree where IG (information Gain) is used to find the node’s193
split point in the process of forming the CDR-Tree structure. The defined Notion Change rules set is further194
defined by CDR-Tree with RS (Rule Support) and a RC (Rule Confidence) to screen less important instances195
with user specific threshold values that can be set for notable rules.196

The experiments were performed with Microsoft VC++ 6.0 to depict the CDR-Tree and IBM Data Generator197
is used for the generating the experimental data comprising of 1 Boolean target class and 9 basic attributes198
given by 4 random classification functions. Here 20 integrated data sets with 6 dissimilar drift levels are tested199
and the results show the proposed approach achieves high accuracy in all the 20 data sets considered. The200
devised approach overcomes the limitations of the earlier strategies which are unable to continue the node split201
process in case of real time streaming data. The model is able to correctly compute the drift in case of data202
streams truly under Notion Change. However the concept-drifting rules in case of higher cNotion Change levels203
make the CDR-Tree more complex affecting the accuracy of mining. To reduce the complexity of the CDR-Tree204
discretization algorithm are proposed which however fail in achieving the desired accuracy. Also the chances of205
tree construction are highly reduced in case of streaming data under recursive concepts based Notion Change.206

A stacking style ensemble-based strategy by Yang Zhang, Xue Li, [17] The experiments of this approach are207
implemented in Java simulated in WEKA with 1G memory with a dataset comprising of 20 newsgroup classes208
where each class has 1000 texts documents. The documents after preprocessing are vector represented with209
weights using the TFIDF algorithm. The simulations are done with 15 different scenarios where each scenario210
has 10 batches of text data. Each batch has 100 documents from each of the 20 different classes equaling to211
2000 text documents. The simulations test outcomes show that the classifier achieves good performance in212
classification and predicting the different types of Notion Changes occurring in every batch due to variations213
in the user interests and distribution of data. The stacking approach is a successfully strategy for managing214
data streams with recursive concepts based Notion Changes. The classification efficiency achieved is higher with215
the devised EN methodology compared to similar windowbased methods like single window (SW), fixed window216
(FW), and full memory (FM). However the problems with this approach are, in case of a high frequency of Notion217
Change the approach is unable to regulate the usage of memory where more number of stacks are required, and218
in case of noisy streaming data the complications associated with the process also increase.219
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A collective learner approach by Stephen H. Bach, Marcus A. Maloof in [18] adapts a learner pair for streaming220
data classification with better performance compared to other contemporary approaches. In an online learning221
task the Notion Change learners have to be reactive and stable for detecting the frequently occurring concept222
changes and this aspect is used in the devised PL-NB approach’s learning mechanism where a stable learner223
is paired with a reactive learner in the process of finding the Notion Change and securing the newly incoming224
target concept. The approach focuses on the most recent time period during which concept change has occurred225
in the streaming data. In this window of concept change the reactive learner has better accuracy for determining226
the Notion Change occurrence compared to the stable online learner which has better accuracy over the reactive227
learner in acquiring the target concept. The approach compares the performance of the two learners in a data228
stream under concept change occurrences for updating the existing stable learner based learning model with the229
newer instances gained from the reactive learner. The better performance of the reactive learner over the stable230
learner in predicting the Notion Change is because the stable learner strategy is based on using all the information231
learned in the classification process, while the reactive learner predicts considering only the information learned232
in training over a recent window of time during which the concept change occurs.233

The simulations experiments with WEKA of the proposed PL-NB algorithm is done by combining the paired234
learner with the base learner using the naïve Bayes online algorithm. The execution is done with 2 variations235
of the PL-NB algorithm using a similar online NB algorithm as stable learner and with dissimilar reactive236
learners. The scheme is assessed by comparing it with 4 different schemes, NB (single base learner), DWM237
(dynamic weighted majority), AWE (accuracy weighted ensemble), and streaming ensemble algorithm (SEA)238
with 2 synthetic problem concepts, the Stagger concepts and the SEA concepts, and with 3 data sets of real239
time, a meeting scheduling data set, a electricity prediction data set, and a malware detection data set. The240
tests outcomes indicate for the above problems, the approach of paired learners has an equivalent or an enhanced241
performance over other schemes as it uses only an ensemble of 2 learners where the other methods use an ensemble242
with a higher number of learners. The approach uses lesser space, time, and cost in contrast to the high overhead243
incurred with the other schemes. The efficiency achieved in mining unfamiliar type of class labels with paired244
learner classifier is also comparatively very high. However the problem with the devised paired learner scheme245
is that both the classifiers are inefficient in tracking the noise in the data streams which affects their accuracy of246
predicting the Notion Change.247

A unique framework of an ensemble classifier called WEAP-I by Zhenzheng Ouyang, Min Zhou, et. al., [19]248
is an approach developed based on the collective learning strategy. This design strategy combines the models249
of WE [31] and AP [32] for addressing the existing PL-NB approach constraints [18] in the enhancement of250
the performance of classifying noisy data streams. The averaging ensemble classifier AE has lesser probable251
occurrences of errors comparatively though in classification the accuracy is low as it is not based on future252
instances led alterations and evolution of concept in noisy data, and has a low stability as in training it doesn’t253
consider older data portions. The model weighted ensemble classifier WE is capable of handling noisy data though254
incapable of handling concept evolution constantly. These two issues in incremental mining are effectively handled255
by the WEAP-1 devised by integrating the structure of an online learner WE trained on the highest possible256
portions of data with a reactive learner AE trained on the most recently available portion of data. In the257
completion of this process all the base classifiers selected are joined to create the WEAP-I ensemble classifier.258

The experiments are executed in Weka with real time instruction detection data set KDDCUP’99 comprising259
of a series of TCP connection records which are of 2 types, one a normal connection, and the second is an260
instruction connection of 4 different attack types, DOS, U2R, R2L, and Probing. The tests are executed with 100261
data portions where each portion has 2000 sample data, first with a normal connection and second with an attack262
connection where the data is not replaced in between them. Next noise is added to approximately 30% of the data263
and the performance evaluated and then the tests are repeated by adding noise to each selected data portion.264
The basic classification algorithms DT (Weka J4.8 implementation) and SVM (Weka SMO implementation) are265
applied over these data sets and evaluated with the parameters of classified Algorithm L, Average Accuracy266
(Aacc), Average Ranking (AR) and Standard Deviation. The results of the WEAP-I model shows it is more267
robust and efficient in solving the learning and classification problems of real time data stream irrespective of the268
levels of noise in training data compared to the performance of averaging probability ensemble. The difficulty269
associated with this model is its inefficiency in the classification considering the context of the Notion Change270
and its incapability of handling recursive concepts based Notion Change.271

A unique E-Tree Indexing structure by Peng Zhang, Chuan Zhou et. al., in [20] is a collective learner based272
ensemble classifier. The approach is devised for handling cost and time impaired high speed real time data273
streams where the incurred constrains related overhead including process complexity increases with the data274
dimensionality. These problems deter a feasible ensemble learning and mining classification solution to be275
devised in terms of response time and overall performance efficiency. This distinct ensemble-tree or simply276
E-tree solution models or indexes the base classifiers to form an ensemble in an orderly way for fast decision277
making in the predictive process of classifying the newer instances with minimal complexity associated with278
the factors of time and related overhead. The strategy of this E-trees approach considers an ensemble of base279
classifiers as spatial databases by modeling every base classifier as a set of spatial data objects. The ensemble280
model E-tree is mapped to the spatial database that creates a spatial index supporting the search process of the281
spatial database and thus the predictive complexity associated with the new instance classification is effectively282
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9 NOTION CHANGE ACCEPTANCE STRATEGIES

minimized. In this classification approach the E-tree is searched for every new instance and from the leaf node(s)283
the decision rules related to the new instance are determined and merged for predicting its class label. A new284
classifier thus formed is merged with the E-tree structure and a new entry associated to this new classifier is285
created in the database and the retrieved decision rules are sequentially inserted and further connected in the tree286
structure. The classifiers that are old and inapplicable in terms of the newer instances in the classification due to287
overcapacity are removed from the E-tree ensemble which might otherwise lead to increase in the process cost.288
The E-trees ensemble model evolves with constant and automatic updating process which adds the incoming289
new classifiers and deletes the old inapplicable classifiers and adapts to the streaming data’s latest patterns and290
trends. The E-trees are devised for binary classification only whereas to a certain extent the multi-class problems291
are solved with an E-forests model that merges several E-trees.292

The experiments for assessed the E-trees performance is done in terms of prediction time, memory usage, and293
prediction accuracy with 3 real-time and synthetic data streams intrusion detection, spam detection, malicious294
url detection collected from the UCI repository. F-Score is used for feature selection and the devised approach295
is compared with 4 benchmark models Global E-tree (GE-tree), Local E-tree (LE-tree), Global Ensemble (G-296
Ensemble), and Local Ensemble (L-Ensemble) where the decision trees algorithms C4.5 is used for training and297
retrieving the data rules. The assessment of the online query traversal in the devised E-tree methods is analyzed298
and compared with 4 methods, the TS model, the fractal model, selectivity method, and the ERF model and299
is done with 3 measures, time-cost, memory cost, and accuracy with a decision rules set of total 200 rules used300
to quantify the average relative error. These benchmark approaches are compared with each other with varied301
ensemble size, node size and target indexing class and 10 data sets. The performance of our approach demonstrate302
that LE-tree outperforms all other methods, is faster with lesser prediction time, and occupies lesser memory303
with the exception compared to L-Ensemble approach where the proposed approach consumes more memory304
significantly. The method effectively contributes towards achieving accuracy of prediction comparatively and the305
approach may also be implemented with different other types of classifications not related to ensemble learning306
and for data analysis of spatial or temporal databases also. The model does not effectively describe the Notion307
Change supervision and prediction and lacks proper assessment of Notion Change and of the class labels temporal308
validity.309

An approach devised for solving the data stream classification problems is proposed in the paper [21] weighted310
majority method together with the method of adaptive sliding window for achieving the objective of achieving311
better and high classification accuracy over other models. In this model the approach polls a new example by all312
the ensembles algorithms considered experts. The predictions polled and the weights linked to the algorithms are313
combined, and in terms of the maximum accumulated weights it determines the global prediction of the labels of314
the class. The prediction accuracy is improved by incremental learning where incorrect predications by an expert315
has the related algorithms weight being reduced and the process repeated where experts with below the threshold316
values are deleted and new experts created. The performance is further improved by normalization of the weights317
where each expert is scaled according to the maximum weight so that the decision and prediction process is not318
totally influenced by the recently created experts. The weighted majority technique thus accurately classifies319
the Notion Changeing data streams mostly with noise. The accuracy in processing the fast streaming data is320
achieved with the sliding window concept which monitors the existing learning model and if the pace of change321
is greater than a set threshold value the windows obsolete sections are automatically removed from the strategy322
and the model gets updated by the base learners according to statistically determined distribution changes. This323
learning and classification is very fast in pace with the speed of the Notion Changing streaming data using sub324
linear memory325

The experiments are performed with existing models Oz a Bag, Oz a Boost, OC Boost, Oz a Bag ADWIN,326
AEBC, and the devised model. The datasets used in the experiments are synthetic datasets of two types’ hype327
plane and RBF where the Notion Change is synthetically applied and with real datasets of the UCIML repository.328
These approaches are tested with factors of accuracy, time, and memory. The devised model aims for better329
accuracy so in terms of classification accuracy it shows performance improvement compared to the other models.330

The study by G. R. Marrs ? M. M. Black et.al., of the streaming and Notion Change influenced data331
classification devise an approach [22] based on the latency of new instances arriving and the importance of332
the time stamp of the instances in the life cycle of the learning process. The authors apply a time stamp based333
learning strategy with latency applied arbitrarily on the data resulting in new rules of classification. The proposed334
model has 2 algorithms CDTC 1 and CDTC 2 which use the time stamp protocol or time of classification protocol335
for a latency impacted data classification with a proper definition given for the ordering of the instances selected336
in a temporal environment.337

The experiments with 4 online learners, the contemporary CD3 and CD5 algorithms and the time stamp based338
proposed meta data tagging protocol approaches CDTC version 1 and CDTC version 2 are implemented with339
different scenarios of latency based Notion Change influenced streaming data. The tests with a normal latency340
shows, the CDTC algorithms ver 1 and ver 2 are immediately affected by the drift and the recovery is much faster341
and the rate of classification achieved is much greater before occurrence of another drift. The approach shows342
equivalent performance with other domains such as binary class value, airplane arrival data and real protein343
data which validates the time stamp protocol performance overcoming the constraints of memory and time for344
different classification scenarios.345
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A new approach for data stream classification devised by Zohre Karimi, Hassan Abolhassani et. al? [23]346
handles batch data with discrete and continuous variables, the data streams of huge volume for reduced overhead347
incurrence. The devised approach is a batch classifier based on the harmony search algorithm called harmony-348
based classifier (HC) in which the every classifier is a potential solution determined by user specified parameter349
based rules for the selection of a class. A Harmony is defined by the user parameters set in terms of variables350
sourced from memory which can be changed as per user requirements and the fitness of a harmony is determined by351
its accuracy. The performance of an incoming classifier if is efficient compared to a least performing classifier in the352
memory it is substituted and the obtained classification model is used for class label prediction. The HC approach353
is not capable for handling streaming data where there is no pre-determined training data available and so is354
combined with the Stream Miner framework for a new classification model called IHC (Incremental Harmonybased355
Classifier). The evaluation of the fitness by the IHC is done by a detecting and incrementally learning mechanism356
over the Notion Change influenced data streams with n-time cross validation towards determining the classifiers357
accuracy and selecting the final classifier with maximum accuracy. The IHC approach is further improved for the358
method called IIHC (Improved incremental harmony-based classifier) for handling the overhead incurred due to359
computation of learning stable and recurring concepts and learning data with noise for increasing the robustness360
of the model.361

The experiments of the IIHC model are performed with 8 benchmark data sets of real world and synthetic362
datasets known for their accurateness in prediction The outcomes of the performed experiments prove that363
compared to other classifiers available for streaming data classification the speed and accuracy achieved with the364
IIHC classifier is improved for predicting the drift and is also robust in performance in data impacted by noise.365
However the issues of lesser important Notion Change and the recursive concepts based Notion Change are not366
properly assessed.367

An approach devised by Mayank Pal Singh in the paper [24] is a novel approach that uses a strategy of368
supervised adaptive learning with fixed window that identifies the Notion Change, trains, updates, and evolves369
the model continually in the classification process of the data. The experiments are performed with the WEKA370
simulation tool on lab collected real time dataset and on the KDD datasets. The classification is implemented371
with the complete dataset and also using the flow specific attributes with a training window ranging from a few372
hours to a couple of days depending on the data under drift. The drift is generated in the traffic by using a packet373
generator tool that injects in normal traffic a protocol based traffic which causes drift to occur. The analysis374
of the results show for a KDD dataset the model is able to correctly distinguish normal and anomalous traffic.375
The model may be used with other classifiers as a pre-processing tool for better classification. The models376
classification performance in terms of the cost incurred and the accuracy achieved may be further enhanced.377
However the model does not totally validate the importance of data streams characterized by capricious data.378

An unsupervised clustering framework that is an on-demand resources aware classification strategy defined by379
conditional rules called SRASTREAM is proposed in the paper [25] by Gansen Zhao, Ziliu Li, Fujiao Liu, et.al,.380
The methodologies available now focus on the accuracy or on the speed whereas the devised approach based on381
the resource available classifies the data streams. If there is no drifting of the concept the approach does not382
perform the clustering and if the Notion Change occurs then the cluster refining is done in terms of the drift383
detected which greatly reduces the time and cost overhead and makes possible the mining of huge streaming data384
in real-time. The devised framework combines different tasks such as clustering, computing, evolution detection385
and resource monitoring.386

The experiments performed are 3 comparison tests with the devised approach and existing approach CluStream.387
The datasets used are the KDDCUP99 data and synthetic dataset. The results of the tests show clustering388
performance with the proposed approach is capable of specifically clustering data of huge data size. The proposed389
results of the approach do not specifically validate the approach and the model is unable to completely address390
the issue of recursive concept based Notion Change.391

A new ensemble classifier called Rot-SiLA by Muhammad Shaheryar, Mehrosh Khalid and Ali Mustafa Qamar392
[26] is a collective learner approach which has Rotation Forest algorithm [30] integrated with the Similarity393
Learning Algorithm (SiLA) ( [29]. The classification strategy of the approach is devised based on similarity394
where relevant similarity metrics are used instead of the distance measure. The Rotation Forest classifier can395
be used with different selections of base classifiers and is a feature extraction based strategy which uses the396
PCA (Principal Component Analysis) technique to divide the feature set into K subsets and maintains all397
the principal components information in the process of classification.The Similarity Learning Algorithm (SiLA398
approach strategy is built by integrating kNN (k nearest neighbor) algorithm with Voted Perceptron technique399
and the learning strategy for classifying any kind of data uses the related similarity metrics instead of the400
distances. The assigning of an example by the Rot-SiLA algorithm to a specific nearest class has the similarity401
associated to a class equal to the total all the similarities existing among an example being classified and all the402
k nearest neighbors in the class.403

The experiments are done with a fourteen UCI benchmark datasets of different domains such as medical,404
biology, and materials classified first with SiLA using kNN-A and SkNN-A and then with the ensemble learner405
Rot-SiLA kNNA and Rot-SiLA SkNN-A algorithms. The learning schemes classification accuracies gained with406
the Rot-SiLA ensemble learners are compared with the SiLA kNNA and SiLA SkNN-A and also with the Rotation407
Forest ensemble which has various integrations with dissimilar base classifiers. The test outcomes show the408
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devised models is optimal compared to the other existing approaches. However as the extracted feature set is409
first separated into subsets with the PCA technique the devised models accuracy is defined by the accuracy of410
the variance matrix formation in the principal component analysis process.411

The SA-Miner strategy proposed by Chao-Wei Li , Kuen-Fang Jea in the paper [27] for incremental mining412
models the frequently occurring item sets by their frequency relationships with a support approximation strategy413
for definitively characterizing the data streams in terms of concepts. This devised model is tested and evaluated414
with a number of experiments and performance compared with many approximate algorithmic methods such as415
Stream Mining, Loss-Counting, DSCA, and SWCA. The test data used in the experiments uses synthetic as well416
as real-life datasets with 3 type’s metrics, space efficiency, time efficiency, and mining quality. The criteria of the417
tests performed are set as maximum or satisfactory in terms of efficiency in achieving accuracy in mining with418
least memory usage. The approach achieves better classification accuracy compared to the other streaming data419
classification strategies.420

The density-based unsupervised learning approaches reviewed in the paper [28] are capable of learning data421
comprising of undefined cluster shapes as well with noise. This density based model for robustness and scalability422
combines 2 algorithms, one called microcluster formation algorithm and second the grid formation algorithm.423
The model does not use any previous clusters number information explores the Notion Changes influenced data424
streams. The paper reviews the important density based clustering algorithms for streaming data classification425
and the issues faced with these algorithms. The algorithms are classified into two type’s micro-cluster and grid426
algorithms by the authors.427

The simulation experiments of the different algorithms are done to evaluate their performance using real life428
data sets and with different metrics for cluster quality. The density based algorithms are able to mine data429
with different clusters those without any particular shape in terms of robust and scalable performance factors.430
However the performance of the density based algorithms is dependent on a large number of parameters and only431
a few algorithms are able to handle high dimensional data streams or complex clustering processes, or different432
other types of data streams.433

IV.434

10 Conclusion435

The objective of the paper is taxonomy and systematic review over incremental mining under the influence of436
Notion Change. The information retrieval and knowledge discovery progression from the strategies based on437
static data volumes has moved to the streaming data scenario where the notion change is not available, the438
established concept is not static but due to changes in the environment drifts with time, where the existing static439
data classification approaches are not applicable. The growth in the research in the data stream mining field has440
been propelled with the rapid developments in computing and communications where numerous organizations441
have varied interests in information exploration, extraction and knowledge discovery. The focus of these research442
activities in recent years has been for devising Notion Change Acceptance strategies for high speed and noisy data443
streams considering factors of higher accuracy, lower time complexity, scalability and robustness in the mining444
process and among these devised strategies a considerable number of them have materialized as benchmark445
strategies. These models of benchmark have been reviewed in this paper with their merits and demerits giving a446
better perception of these models for Notion Change and their algorithms for assessing their performance. The447
domain of research which is reviewed in this paper offers many new and superior strategies for mining streaming448
data under the influence of Notion Change. The research scope in this field is still huge as these existing models449
are not comprehensive and also not totally compatible with the many different types and domain contexts of450
streaming data influenced by diverse scenarios of Notion Change and notion changes. The factors like Notion451
Change context, temporal validity of Notion Change, and recursive concepts based Notion Change are not given452
the needed importance. Based on these factors the research for devising newer strategies and models for Notion453
Change Acceptance in data stream mining has wide opportunities. These opportunities will be the focus of our454
future research and design of newer models and strategies for Notion Change Acceptance. 1 2455

1© 2016 Global Journals Inc. (US) 1
2© 2016 Global Journals Inc. (US)
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