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6

Abstract7

In Data mining and Knowledge Discovery hidden and valuable knowledge from the data8

sources is discovered. The traditional algorithms used for knowledge discovery are bottle9

necked due to wide range of data sources availability. Class imbalance is a one of the problem10

arises due to data source which provide unequal class i.e. examples of one class in a training11

data set vastly outnumber examples of the other class(es). Researchers have rigorously studied12

several techniques to alleviate the problem of class imbalance, including resampling13

algorithms, and feature selection approaches to this problem. In this paper, we present a new14

hybrid frame work dubbed as Majority Under-sampling based on Cluster Disjunct15

(MAJOR_CD) for learning from skewed training data. This algorithm provides a simpler and16

faster alternative by using cluster disjunct concept. We conduct experiments using twelve UCI17

data sets from various application domains using five algorithms for comparison on six18

evaluation metrics. The empirical study suggests that MAJOR_CD have been believed to be19

effective in addressing the class imbalance problem.20

21

Index terms— classification, class imbalance, cluster disjunct, under sampling, MAJOR_CD.22

1 Introduction23

dataset is class imbalanced if the classification categories are not approximately equally represented. The level of24
imbalance (ratio of size of the majority class to minority class) can be as huge as 1:99 [1]. It is noteworthy that25
class imbalance is emerging as an important issue in designing classifiers [2], [3], [4]. Furthermore, the class with26
the lowest number of instances is usually the class of interest from the point of view of the learning task [5]. This27
problem is of great interest because it turns up in many real-world classification problems, such as remote-sensing28
[6], pollution detection [7], risk management [8], fraud detection [9], and especially medical diagnosis [10]- [13].29

There exist techniques to develop better performing classifiers with imbalanced datasets, which are generally30
called Class Imbalance Learning (CIL) methods. These methods can be broadly divided into two categories,31
namely, external methods and internal methods. External methods involve preprocessing of training datasets32
in order to make them balanced, while internal methods deal with modifications of the learning algorithms in33
order to reduce their sensitiveness to class imbalance [14]. The main advantage of external methods as previously34
pointed out, is that they are independent of the underlying classifier.35

Whenever a class in a classification task is under represented (i.e., has a lower prior probability) compared to36
other classes, we consider the data as imbalanced [15], [16]. The main problem in imbalanced data is that the37
majority classes that are represented by large numbers of patterns rule the classifier decision boundaries at the38
expense of the minority classes that are represented by small numbers of patterns. This leads to high and low39
accuracies in classifying the majority and minority classes, respectively, which do not necessarily reflect the true40
difficulty in classifying these classes. Most common solutions to this problem balance the number of patterns in41
the minority or majority classes.42
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5 LITERATURE REVIEW

Resampling techniques can be categorized into three groups. Under-sampling methods, which create a subset43
of the original data-set by eliminating instances (usually majority class instances); oversampling methods, which44
create a superset of the original dataset by replicating some instances or creating new instances from existing45
ones; and finally, hybrids methods that combine both sampling methods. Among these categories, there exist46
several different proposals; from this point, we only center our attention in those that have been used in under47
sampling. Either way, balancing the data has been found to alleviate the problem of imbalanced data and48
enhance accuracy [15], [16], [17]. Data balancing is performed by, e.g., oversampling patterns of minority classes49
either randomly or from areas close to the decision boundaries. Interestingly, random oversampling is found50
comparable to more sophisticated oversampling methods [17]. Alternatively, under-sampling is performed on51
majority classes either randomly or from areas far away from the decision boundaries. We note that random52
under-sampling may remove significant patterns and random oversampling may lead to over-fitting, so random53
sampling should be performed with care. We also note that, usually, selective under sampling of majority classes54
is more accurate than oversampling of minority class. In this paper, we are laying more stress to propose an55
external class imbalance learning method for solving the class imbalance problem by performing selective under56
sampling of majority class.57

This paper is organized as follows. Section II presets the problem of cluster disjuncts. Section III briefly58
reviews the data balancing problems and its measures and in Section IV, we discuss the proposed method of59
MAJOR_CD (Majority Under-sampling based on Cluster Disjunct) for class imbalance learning. Section V60
presents the imbalanced datasets used to validate the proposed method, while In Section VI, we present the61
experimental setting and In Section VII discuss, in detail, the classification results obtained by the proposed62
method and compare them with the results obtained by different existing methods and finally, in Section VIII63
we conclude the paper.64

2 II.65

3 Problem of Cluster Disjunct66

In Class Imbalance learning, the numbers of instances in the majority class are outnumbered to the number of67
instances in the minority class. Furthermore, the minority concept may additionally contain a sub concept with68
limited instances, amounting to diverging degrees of classification difficulty [18][19]. This, in fact, is the result of69
another form of imbalance, a within-class imbalance, which concerns itself with the distribution of representative70
data for sub concepts within a class [20][21] ??22].71

The existence of within-class imbalances is closely intertwined with the problem of small disjuncts, which72
has been shown to greatly depreciate classification performance [20][21] ??22][23]. Briefly, the problem of small73
disjuncts can be understood as follows: A classifier will attempt to learn a concept by creating multiple disjunct74
rules that describe the main concept [18][19], [23]. In the case of homogeneous concepts, the classifier will75
generally create large disjuncts, i.e., rules that cover a large portion (cluster) of examples pertaining to the main76
concept. However, in the case of heterogeneous concepts, small disjuncts, i.e., rules that cover a small cluster77
of examples pertaining to the main concept, arise as a direct result of underrepresented sub concepts [18][19],78
[23]. Moreover, since classifiers attempt to learn both majority and minority a concept, the problem of small79
disjuncts is not only restricted to the minority concept. On the contrary, small disjuncts of the majority class80
can arise from noisy misclassified minority class examples or underrepresented subconcepts. However, because81
of the vast representation of majority class data, this occurrence is infrequent. A more common scenario is that82
noise may influence disjuncts in the minority class. In this case, the validity of the clusters corresponding to83
the small disjuncts becomes an important issue, i.e., whether these examples represent an actual subconcept or84
are merely attributed to noise. To solve the above problem of cluster disjuncts we propose the method cluster85
disjunct minority oversampling technique for class imbalance learning.86

4 III.87

5 Literature Review88

In this section, we first review the major research about clustering in class imbalance learning and explain why89
we choose under-sampling as our technique in this paper.90

The different imbalance data learning approaches are as follows: [25] have proposed a method named91
EPLogCleaner that can filter out plenty of irrelevant items based on the common prefix of their URLs.92

M.S.B. PhridviRaj et al. [26] have proposed an algorithm for finding frequent patterns from data streams by93
performs only one time scan of the database initially and uses the information to find frequent patterns using94
frequent pattern generation tree. Chumphol Bunkhumpornpat et al. ??27] have a new over-sampling technique95
called DBSMOTE is proposed. DBSMOTE technique relies on a density-based notion of clusters and is designed96
to oversample an arbitrarily shaped cluster discovered by DBSCAN. DBSMOTE generates synthetic instances97
along a shortest path from each positive instance to a pseudo centroid of a minorityclass cluster. Matías Di98
Martino et al. [28] have presented a new classifier developed specially for imbalanced problems, where maximum99
F-measure instead of maximum accuracy guide the classifier design.100
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V. Garcia et al. [29] have investigated the influence of both the imbalance ratio and the classifier on the101
performance of several resampling strategies to deal with imbalanced data sets. The study focuses on evaluating102
how learning is affected when different resampling algorithms transform the originally imbalanced data into103
artificially balanced class distributions. Table 2 presents recent algorithmic advances in class imbalance learning104
available in the literature. Obviously, there are many other algorithms which are not included in this table. A105
profound comparison of the above algorithms and many others can be gathered from the references list.106

María Dolores Pérez-Godoy et al. [30] have proposed CO2RBFN, a evolutionary cooperativecompetitive107
model for the design of radial-basis function networks which uses both radial-basis function and the evolutionary108
cooperative-competitive technique on imbalanced domains. CO2RBFN follows the evolutionary cooperative-109
competitive strategy, where each individual of the population represents an RBF (Gaussian function will be110
considered as RBF) and the entire population is responsible for the definite solution.111

This paradigm provides a framework where an individual of the population represents only a part of the112
solution, competing to survive (since it will be eliminated if its performance is poor) but at the same time113
cooperating in order to build the whole RBFN, which adequately represents the knowledge about the problem114
and achieves good generalization for new patterns. ??————————————————————————–115
RUSBoost A new hybrid sampling/boosting [29] Algorithm.116

6 CO2RBFN117

A evolutionary cooperative-competitive [30] model for the design of radial-basis function networks which uses118
both radial-basis function and the evolutionary cooperative-competitive technique.119

7 Improved120

Adapt the 2-tuples based genetic tuning [33] FRBCSs approach to classification problems showing the good121
synergy between this method and some FRBCSs.122

8 BSVMs123

A model assessment of the interplay [37] between various classification decisions using probability, corresponding124
decision costs, and quadratic program of optimal margin classifier.125

Der-Chiang Li et al. [31] have suggested a strategy which over-samples the minority class and under-samples the126
majority one to balance the datasets. For the majority class, they build up the Gaussian type fuzzy membership127
function and a-cut to reduce the data size; for the minority class, they used the mega-trend diffusion membership128
function to generate virtual samples for the class. Furthermore, after balancing the data size of classes, they129
extended the data attribute dimension into a higher dimension space using classification related information to130
enhance the classification accuracy.131

Enhong Che et al. [32] have described a unique approach to improve text categorization under class imbalance132
by exploiting the semantic context in text documents. Specifically, they generate new samples of rare classes133
(categories with relatively small amount of training data) by using global semantic information of134

9 Global Journal of Computer Science and Technology135

Volume XIV Issue VII Version I classes represented by probabilistic topic models. In this way, the numbers of136
samples in different categories can become more balanced and the performance of text categorization can be137
improved using this transformed data set. Indeed, this method is different from traditional re-sampling methods,138
which try to balance the number of documents in different classes by re-sampling the documents in rare classes.139
Such re-sampling methods can cause overfitting. Another benefit of this approach is the effective handling of noisy140
samples. Since all the new samples are generated by topic models, the impact of noisy samples is dramatically141
reduced.142

Alberto Fernández et al. [33] have proposed an improved version of fuzzy rule based classification systems143
(FRBCSs) in the framework of imbalanced data-sets by means of a tuning step. Specifically, they adapt the144
2-tuples based genetic tuning approach to classification problems showing the good synergy between this method145
and some FRBCSs. The proposed algorithm uses two learning methods in order to generate the RB for the146
FRBCS. The first one is the method proposed in [34], that they have named the Chi et al.’s rule generation. The147
second approach is defined by Ishibuchi and Yamamoto in [35] and it consists of a Fuzzy Hybrid Genetic Based148
Machine Learning (FH-GBML) algorithm.149

J. Burez et al. [36] have investigated how they can better handle class imbalance in churn prediction. Using150
more appropriate evaluation metrics (AUC, lift), they investigated the increase in performance of sampling (both151
random and advanced under-sampling) and two specific modeling techniques (gradient boosting and weighted152
random forests) compared to some standard modeling techniques. They have advised weighted random forests,153
as a cost-sensitive learner, performs significantly better compared to random forests.154

Che-Chang Hsu et al. [37] have proposed a method with a model assessment of the interplay between various155
classification decisions using probability, corresponding decis ion costs, and quadratic program of optimal margin156
classifier called: Bayesian Support Vector Machines (BSVMs) learning strategy. The purpose of their learning157
method is to lead an attractive pragmatic expansion scheme of the Bayesian approach to assess how well it is158
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13 EVALUATION METRICS

aligned with the class imbalance problem. In the framework, they did modify in the objects and conditions of159
primal problem to reproduce an appropriate learning rule for an observation sample. In [38] Alberto Fernández et160
al. have proposed to work with fuzzy rule based classification systems using a preprocessing step in order to deal161
with the class imbalance. Their aim is to analyze the behavior of fuzzy rule based classification systems in the162
framework of imbalanced data-sets by means of the application of an adaptive inference system with parametric163
conjunction operators. Jordan M. Malof et al. [39] have empirically investigates how class imbalance in the164
available set of training cases can impact the performance of the resulting classifier as well as properties of the165
selected set. In this K-Nearest Neighbor (k-NN) classifier is used which is a well-known classifier and has been166
used in numerous case-based classification studies of imbalance datasets.167

The bottom line is that when studying problems with imbalanced data, using the classifiers produced by168
standard machine learning algorithms without adjusting the output threshold may well be a critical mistake.169
This skewness towards minority class (positive) generally causes the generation of a high number of falsenegative170
predictions, which lower the model’s performance on the positive class compared with the performance on the171
negative (majority) class.172

IV.173

10 Methodology174

In this section, we follow a design decomposition approach to systematically analyze the different imbalanced175
domains. We first briefly introduce the framework design for our proposed algorithm.176

The working style of under-sampling tries to remove selective majority instances. Before performing selective177
under-sampling on the majority subset, the main cluster disjuncts has to be identified and the borderline and178
noise instances around the cluster disjuncts are to be removed. The number of instances eliminated will belong179
to the ’k’ cluster disjuncts selected by visualization technique. The remaining cluster disjunct instances of the180
majority subset have to combined with minority set to form improved dataset. Credit History (d). Housing181

The algorithm 1: MAJOR_CD can be explained as follows,182
The inputs to the algorithm are majority subclass ”p” and minority class ”n” with the number of features j.183

The output of the algorithm will be the average measures such as AUC, Precision, F-measure, TP rate and TN184
rate produced by the MAJOR_CD methods. The algorithm begins with initialization of k=1 and j=1, where j185
is the number of cluster disjuncts identified by applying visualization technique on the subset ”n” and k is the186
variable used for looping of j cluster disjuncts. The ’j’ value will change from one dataset to other, and depending187
upon the unique properties of the dataset the value of k can be equal to one also i.e no cluster disjunct attributes188
can be identified after applying visualization technique on the dataset.189

In another case attributes related cluster disjunct oversampling can also be performed to improve the skewed190
dataset. In any case depending on the amount of minority examples generated, the final ”strong set” can or191
cannot be balanced i;e number of majority instances and minority instances in the strong set will or will not be192
equal.193

The presented MAJOR_CD algorithm is summarized as below. The datasets is partitioned into majority194
and minority subsets. As we are concentrating over sampling, we will take minority data subset for further195
visualization analysis to identify cluster disjuncts.196

11 b) Improve cluster disjunct by removing noisy and border-197

line instances198

Minority subset can be further analyzed to find the noisy or borderline instances so that we can eliminate those.199
For finding the weak instances one of the ways is that find most influencing attributes or features and then remove200
ranges of the noisy or weak attributes relating to that feature.201

How to choose the noisy instances relating to that cluster disjunct from the dataset set? We can find a range202
where the number of samples are less can give you a simple hint that those instances coming in that range or203
very rare or noise. We will intelligently detect and remove those instances which are in narrow ranges of that204
particular cluster disjunct. This process can be applied on all the cluster disjuncts identified for each dataset.205

12 c) Forming the strong dataset206

The minority subset and majority subset is combined to form a strong and balance dataset, which is used for207
learning of a base algorithm. In this case we have used C4.5 or Naïve Bayes as the base algorithm.208

V.209

13 Evaluation Metrics210

To assess the classification results we count the number of true positive (TP), true negative (TN), false positive211
(FP) (actually negative, but classified as positive) and false negative (FN) (actually positive, but classified as212
negative) examples. It is now well known that error rate is not an appropriate evaluation criterion when there213
is class imbalance or unequal costs. In this paper, we use AUC, Precision, F-measure, TP Rate and TN Rate as214
performance evaluation measures.215
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Let us define a few well known and widely used measures:216
The Area under Curve (AUC) measure is computed by equation ( ??), (1) The Precision measure is computed217

by equation( 2),218
The F-measure Value is computed by equation( 3),219

14 Experimental Framework220

In this study MAJOR_CD are applied to twelve binary data sets from the UCI repository [40] with different221
imbalance ratio (IR). Table ?? summarizes the data selected in this study and shows, for each data set, the222
number of examples (#Ex.), number of attributes (#Atts.), class name of each class (minority and majority) and223
IR. In order to estimate different measure (AUC, precision, Fmeasure, TP rate and TN rate) we use a tenfold224
cross validation approach, that is ten partitions for training and test sets, 90% for training and 10% for testing,225
where the ten test partitions form the whole set. For each data set we consider the average results of the ten226
partitions.227

15 Table 3 : Summary of benchmark imbalanced datasets228

To validate the proposed MAJOR_CD algorithm, we compared it with the traditional Support Vector Machines229
(SVM), C4.5, Functional Trees (FT), SMOTE (Synthetic Minority Oversampling TEchnique) and CART230
algorithm.231

16 VII.232

17 Results233

For all experiments, we use existing prototype’s present in Weka [41]. We compare the following domain234
adaptation methods: The True Negative Rate measure is computed by equation ( ??),235

The True Positive Rate measure is computed by equation ( ?? We compared proposed method MAJOR_CD236
with the SVM, C4. ?? [42], FT, SMOTE [43] and CART state-of -the-art learning algorithms. In all the237
datasets using proposed MAJOR_CD learning algorithm. Second, we compare the classification performance of238
our proposed MAJOR_CD algorithm with the traditional and class imbalance learning methods based on all239
datasets.240

Following, we analyze the performance of the method considering the entire original algorithms, without241
pre-processing, data sets for SVM, C4.5, FT and CART. we also analyze a pre-processing method SMOTE for242
performance evaluation of MAJOR_CD. The complete table of results for all the algorithms used in this study243
is shown in Table 4 to 9, where the reader can observe the full test results, of performance of each approach244
with their associated standard deviation. We Table 4, 5, 6, 7, 8 and 9 reports the results of AUC, Precision,245
F-measure, TP Rate, TN Rate and 9 provide both the numerical average performance (Mean) and the standard246
deviation (SD) results. If the proposed technique is better than the compared technique then ’?’ symbol appears247
in the column. If the proposed technique is not better than the compared technique then ’?’ symbol appears in248
the column. The mean performances were significantly different according to the T-test at the 95% confidence249
level. The results in the tables show that MAJOR_CD has given a good improvement on all the measures of250
class imbalance learning. This level of analysis is enough for overall projection of advantages and disadvantages of251
MAJOR_CD. A two-tailed corrected resampled paired t test is used in this paper to determine whether the results252
of the cross-validation show that there is a difference between the two algorithms is significant or not. Difference253
in accuracy is considered significant when the p-value is less. algorithm. The method achieves competitive or254
better results compared to state-of-the-art baselines. We emphasize that our approach is learnerindependent:255
visualization can be used in conjunction with many of the existing algorithms in the literature. Furthermore, the256
fact that we select samples in the model space, as opposed to the feature space, is novel and sets it apart from257
many previous approaches to transfer learning (for both classification and ranking). This allows us to capture258
the ”functional change” assumption and incorporate labeled information in the transfer learning process.259

Finally, we can say that MAJOR_CD are one of the best alternatives to handle class imbalance problems260
effectively. This experimental study supports the conclusion that a cluster disjunct approach for cluster detections261
and elimination can improve the class imbalance learning behavior when dealing with imbalanced data-sets, as262
it has helped the MAJOR_CD method to be the best performing algorithms when compared with four classical263
and well-known algorithms: SVM, C4.5, FT and CART and a wellestablished pre-processing technique SMOTE.264

18 VIII.265

19 Conclusion266

Class imbalance problem have given a scope for a new paradigm of algorithms in data mining. The traditional267
and benchmark algorithms are worthwhile for discovering hidden knowledge from the data sources, meanwhile268
class imbalance learning methods can improve the results which are very much critical in real world applications.269
In this paper we present the class imbalance problem paradigm, which exploits the cluster disjunct concept in270
the supervised learning research area, and implement it with C4.5 as its base learners. Experimental results show271
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that MAJOR_CD have performed well in the case of multi class imbalance datasets. Furthermore, MAJOR_CD272
is much less volatile than C4.5.273

In our future work, we will apply MAJOR_CD to more learning tasks, especially high dimensional feature274
learning tasks. Another variation of our approach in future work is to analyze the influence of different base275
classifier effect on the quality of synthetic minority instances generated.276
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Figure 2: Figure 2 :
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Figure 3: Algorithm 1 :

Figure 4:
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1

? SAMPLING METHODS
? BASIC SAMPLING METHODS
? Under-Sampling
? Over-Sampling
? ADVANCED SAMPLING METHODS
? Tomek Link
? The SMOTE approach
? Borderline-SMOTE
? One-Sided Selection OSS
? Neighbourhood Cleaning Rule (NCL)
? Bootstrap-based Over-sampling
(BootOS)
? ENSEMBLE LEARNING METHODS
? BAGGING
? Asymmetric bagging, SMOTE Bagging
? Over Bagging, Under Bagging
? Roughly balanced bagging
? Lazy Bagging
? Random features selection
? BOOSTING
? Adaboost
? SMOTEBoost
? DataBoost-IM
? RANDOM FORESTS
? Balanced Random Forest BRF
? Weighted Random Forest WRF
? COST-SENSITIVE LEARNING
? Direct cost-sensitive learning methods
? Methods for cost-sensitive meta-learning
? Cost-sensitive meta-learning
? Thresholding methods

Figure 5: Table 1 :
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2

ALGORITHM _____________________________________________DESCRIPTION REFERENECE
DCEID Combining

en-
sem-
ble
learn-
ing

[27]

with
cost-
sensitive
learn-
ing.

Figure 6: Table 2 :

4

Datasets SVM C4.5 FT SMOTE CART MAJOR_CD

Figure 7: Table 4 :
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5

An under-Sampled Approach for Handling Skewed Data Distribution using Cluster Disjuncts
experiments we estimate AUC, Precision, F-measure, TP
rate and TN rate using 10-fold cross-validation. We
experimented with 12 standard datasets for UCI accuracy respectively for fifteen UCI datasets. Tables 4-
repository; these datasets are standard benchmarks
used in the context of high-dimensional imbalance
learning. Experiments on these datasets have 2 goals.
First, we study the class imbalance properties of the

Year
2014
7

______________________________________________________________________________________________________________________________________________________________________________________________________________must emphasize the good results achieved by MAJOR_CD, as it obtains the highest value among all algorithms. Volume
XIV
Is-
sue
VII
Ver-
sion
I

Breast 67.21±7.28?74.28±6.05? 68.58±7.52? 69.83±7.77?70.22±5.19?72.42±6.32 D
D
D
D
D
D
D
D
)
c

Datasets Breast_w Colic Credit-g Diabetes Hepatitis Ionosphere Kv-rs-kp Labor Mushroom Sick Sonar _______________________________________________________________________________________________________SVM C4.5 FT SMOTE CART MAJOR_CD 96.75±2.00? 95.01±2.73? 95.45±2.52? 96.16±2.06? 94.74±2.60 94.61±2.39 79.78±6.57? 85.16±5.91 79.11± 6.51? 88.53±4.10? 85.37±5.41 85.00±5.97 68.91±4.46? 71.25±3.17? 71.88±3.68? 76.50±3.38? 73.43±4.00? 70.39±4.19 76.55±4.67? 74.49±5.27? 70.62± 4.67? 76.08±4.04? 74.56±5.01? 73.45±5.07 81.90±8.38? 79.22±9.57? 81.40±8.55? 78.35±9.09? 77.10±7.12? 75.29(8.95) 90.26±4.97? 89.74±4.38? 87.10±5.12? 90.28±4.73? 88.87±4.84 88.70(5.31) 99.02±0.54 99.44±0.37 90.61±1.65? 99.66±0.27 99.35±0.43 99.41(0.49) 92.40±11.07? 78.60±16.58? 84.30±16.24? 80.27±11.94 80.03±16.67 80.60(17.16) 100.0±0.00 100.0±0.00 100.0±0.000 100.0±0.00 99.95±0.09 100.00( 0.00) 99.26±0.04? 98.72±0.55? 96.10±0.92? 97.61±0.68? 98.85±0.54 98.68( 0.55) 75.46±9.92? 73.61±9.34? 86.17±8.45? 82.42±7.25? 70.72±9.43? 71.70( 9.00) ______________________________________________________________________________________________________________________________________________________________________________________________________________Breast 0.586±0.102? 0.606±0.087? 0.604±0.082? 0.717±0.084? 0.587±0.110? 0.611±0.095 Breast_w 0.977±0.017? 0.957±0.034? 0.949±0.030? 0.967±0.025? 0.950±0.032? 0.954±0.030 (
Global
Jour-
nal
of
Com-
puter
Sci-
ence
and
Tech-
nol-
ogy

Colic 0.802±0.073? 0.843±0.070? 0.777±0.072? 0.908±0.040?0.847±0.070?0.850±0.065
Credit-g 0.650±0.075? 0.647±0.062? 0.655±0.044? 0.778±0.041?0.716±0.055?0.656±0.065
Diabetes 0.793±0.072? 0.751±0.070 0.668±0.051? 0.791±0.041?0.743±0.0710.743±0.067
Hepatitis 0.757±0.195? 0.668±0.184? 0.678±0.139? 0.798±0.112?0.563±0.126?0.631(0.182)
Ionosphere 0.900±0.060? 0.891±0.060? 0.831±0.067? 0.904±0.053?0.896±0.059?0.885(0.070)
Kr-vs-kp 0.996±0.005? 0.998±0.003 0.906±0.017? 0.999±0.0010.997±0.004?0.998(0.002)
Labor 0.971±0.075? 0.726±0.224? 0.844±0.162? 0.833±0.127?0.750±0.248?0.802(0.200)

© 2014 Global Journals Inc. (US)

[Note: _______________________________________________________________________________________________________]

Figure 8: Table 5 :
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Datasets SVM C4.5 FT SMOTE CART MAJOR_CD

Figure 9: Table 6 :

7

Datasets SVM C4.5 FT SMOTE CART MAJOR_CD

Figure 10: Table 7 :
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8

_______________________________________________________________________________________________________
1.000±0.00 1.000±0.00 1.000±0.00 1.000±0.00 0.999±0.001 1.000±0.00

Sick 0.990±0.014? 0.952±0.040? 0.795±0.053? 0.962±0.025?0.954±0.043? 0.948(0.042)
Sonar _______________________________________________________________________________________________________0.771±0.103? 0.753±0.113? 0.859±0.086? 0.814±0.090? 0.721±0.106? 0.725(0.100)
_______________________________________________________________________________________________________
_______________________________________________________________________________________________________
Breast 0.745±0.051? 0.753±0.042? 0.762±0.051? 0.710±0.075?0.728±0.038? 0.732±0.043

Year
2014

Breast_w 0.988±0.019? Colic 0.845±0.060? Credit-g 0.776±0.033? Diabetes 0.793±0.037? 0.965±0.026?
0.851±0.055?
0.767±0.025?
0.797±0.045?

0.964±0.026?
0.839±0.062?
0.791±0.027?
0.764±0.036?

0.974±0.025?
0.853±0.057?
0.768±0.034?
0.781±0.064?

0.968±0.026?
0.853±0.053?
0.779±0.030?
0.782±0.042

0.961±0.027
0.843±0.061
0.758±0.030
0.782±0.048

8 Hepatitis Ionosphere 0.906±0.080? 0.895±0.084 0.604±0.271? 0.510±0.371? 0.546±0.333?
0.938±0.073?

0.709±0.165?
0.934±0.049?

0.232±0.334?
0.868±0.096?

0.429(0.325)
0.894(0.080)

Volume
XIV
Is-
sue
VII
Ver-
sion
I

Kr-vs-kp Labor Mushroom 1.000±0.000 0.991±0.008? 0.915±0.197? Sick 0.997±0.003? Sonar 0.764±0.119? _______________________________________________________________________________________________________0.994±0.006 0.905±0.021? 0.996±0.005? 0.993±0.007? 0.994(0.006) 0.696±0.359? 0.802±0.250? 0.871±0.151? 0.715±0.355? 0.738(0.300) 1.000±0.000 1.000±0.000 1.000±0.000 0.999±0.002 1.000±0.000 0.992±0.005 0.975±0.007? 0.983±0.007? 0.992±0.005 0.992(0.005) 0.728±0.121? 0.883±0.100? 0.863±0.068? 0.709±0.118? 0.715(0.108) Breast 0.781±0.059? 0.838±0.040? 0.776±0.057? 0.730±0.076? 0.813±0.038? 0.823±0.043 Breast_w 0.965±0.019? 0.962±0.021? 0.975±0.016? 0.960±0.022? 0.959±0.020 0.958±0.019 ______________________________________________________________________________________________________________________________________________________________________________________________________________

D
D
D
D
)
c

Colic 0.833±0.055? 0.888±0.044? 0.838±0.054? 0.880±0.042? 0.890±0.040? 0.883±0.046

(
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Datasets Credit-g Diabetes Hepatitis Ionosphere 0.787±0.098? SVM 0.802±0.027 0.778±0.037? 0.469±0.265? Kv-rs-kp 0.911±0.016? Labor 0.794±0.211? Mushroom 1.000±0.000 Sick 0.979±0.005? Sonar 0.844±0.099? _______________________________________________________________________________________________________C4.5 FT SMOTE CART MAJOR_CD 0.805±0.022? 0.779±0.034? 0.787±0.034? 0.820±0.028? 0.794±0.032 0.806±0.044? 0.827±0.038? 0.741±0.046? 0.812±0.040? 0.794±0.041 0.409±0.272? 0.557±0.207? 0.677±0.138? 0.179±0.235? 0.375(0.258) 0.850±0.066? 0.855±0.079? 0.905±0.048? 0.841±0.070? 0.843(0.078) 0.995±0.004 0.991±0.005? 0.995±0.004 0.994±0.004 0.994(0.005) 0.636±0.312? 0.879±0.195? 0.793±0.132? 0.660±0.316? 0.734(0.280) 1.000±0.000 1.000±0.000 1.000±0.000 0.999±0.001 1.000±0.000 0.993±0.003? 0.996±0.003? 0.987±0.004? 0.994±0.003 0.993(0.003) 0.716±0.105? 0.753±0.102? 0.861±0.061? 0.672±0.106? 0.704(0.105) ______________________________________________________________________________________________________________________________________________________________________________________________________________Breast 0.806±0.091? 0.947±0.060? 0.815±0.095? 0.763±0.117? 0.926±0.081? 0.941±0.061 Breast_w 0.967±0.025? 0.959±0.033? 0.962±0.029? 0.947±0.035? 0.952±0.034? 0.956±0.032 Colic 0.832±0.075? 0.931±0.053? 0.835±0.077? 0.913±0.058? 0.932±0.050 0.931±0.062 Credit-g 0.815±0.041? 0.847±0.036? 0.783±0.052? 0.810±0.058? 0.869±0.047? 0.835±0.055 Diabetes 0.795±0.054? 0.821±0.073? 0.868±0.065? 0.712±0.089? 0.848±0.066? 0.811±0.067

Hepatitis 0.448±0.273? 0.374±0.256? 0.573±0.248? 0.681±0.188?0.169±0.236? 0.371(0.272)
Ionosphere 0.689±0.131? 0.821±0.107? 0.820±0.114? 0.881±0.071?0.830±0.112? 0.807(0.115)
Kv-rs-kp 0.916±0.021? 0.995±0.005 0.990±0.007? 0.995±0.006 0.995±0.006 0.994(0.007)
Labor 0.845±0.243? 0.640±0.349? 0.885±0.234? 0.765±0.194?0.665±0.359? 0.775(0.321)
Mushroom 1.000±0.000 1.000±0.000 1.000±0.000 1.000±0.000 1.000±0.000 1.000±0.000
Sick 0.984±0.006? 0.995±0.004 0.995±0.004 0.990±0.005?0.996±0.003? 0.994(0.004)
_______________________________________________________________________________________________________Sonar 0.820±0.131? 0.721±0.140? 0.757±0.136? 0.865±0.090? 0.652±0.137? 0.708(0.147)

Figure 11: Table 8 :
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9

_______________________________________________________________________________________________________
Datasets _______________________________________________________________________________________________________SVM C4.5 FT SMOTE CART MAJOR_CD
Breast 0.260±0.1410.335±0.166? 0.151±0.164? 0.622±0.137?0.173±0.164?0.259±0.134
Breast_w 0.932±0.052?0.977±0.037? 0.931±0.060? 0.975±0.024?0.940±0.051?0.928±0.053
Colic 0.717±0.119? 0.734±0.118? 0.731±0.121? 0.862±0.063?0.720±0.114?0.727±0.125
Credit-g 0.398±0.085? 0.469±0.098? 0.371±0.105? 0.713±0.056?0.421±0.102?0.419±0.092
Diabetes 0.603±0.111?0.574±0.095? 0.567±0.105? 0.807±0.077?0.554±0.113?0.601±0.117
Hepatitis 0.900±0.097?0.882±0.092? 0.942±0.093? 0.837±0.109?0.928±0.094?0.867(0.100)
Ionosphere 0.940±0.055? 0.949±0.046? Kv-rs-kp 0.993±0.007? 0.990±0.009? Labor 0.865±0.197? 0.945±0.131? Mushroom 1.000±0.000 1.000±0.000 0.933±0.063?

0.987±0.010?
0.843±0.214?
1.000±0.000

0.928±0.057?
0.998±0.003?
0.847±0.187?
1.000±0.000

0.921±0.066?
0.992±0.008?
0.877±0.192?
0.999±0.002

0.936(0.054)
0.994(0.007)
0.827(0.192)
1.000±0.000

Year
2014

Sick Sonar _______________________________________________________________________________________________________0.875±0.071 0.974±0.026? 0.846±0.080? 0.872±0.053? 0.876±0.078? 0.874(0.074) 0.749±0.134? 0.752±0.148? 0.762±0.145? 0.752±0.113? 0.756±0.121? 0.724(0.122) 9
than 0.05 (confidence level is greater than 95%). In discussion of results, if one algorithm is stated to be better or worse than another then it is significantly better or worse at the 0.05 level. We can make a global analysis of results combining the results offered by Tables from 4-9: ? Our proposal, MAJOR_CD are the best performing one when the data sets are no preprocessed. outperforms the pre-processing SMOTE methods and this hypothesis is confirmed by including standard deviation variations. We have considered a Volume

XIV
Is-
sue
VII
Ver-
sion
I

complete competitive set of methods and an improvement of results is expected in the (
D
D
D
D
D
D
D
D
)
c

benchmark algorithms i;e SVM, C4.5, FT and CART. However, they are not able to outperform MAJOR_CD. In this sense, the competitive edge of MAJOR_CD can be seen. ? Considering that MAJOR_CD behaves similarly or not effective than SMOTE shows the unique properties of the datasets where there is scope of improvement in minority subset and not in majority subset. Our MAJOR_CD can only consider improvements in majority subset which is not effective for some unique property datasets. The contributions of this work are twofold: A general strategy to handle class imbalance problem: This is scalable, flexible, and modular, allowing the many existing supervised methods to be as a base Global
Jour-
nal
of
Com-
puter
Sci-
ence
and
Tech-
nol-
ogy

Figure 12: Table 9 :
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