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6

Abstract7

This paper explored the contemporary affirmation of the recent literature in the context of8

face recognition systems, a review motivated by contradictory claims in the literature. This9

paper shows how the relative performance of recent claims based on methodologies such as10

PCA and ICA, which are depend on the task statement. It then explores the space of each11

model acclaimed in recent literature. In the process, this paper verifies the results of many of12

the face recognition models in the literature, and relates them to each other and to this work.13

14

Index terms— Face recognition, PCA, ICA, LDA, LPP.15

1 Introduction16

ace recognition is the mainly demanding work of the explore persons of the year of 1990’s. The researchers gave17
acceptable results for the motionless images i.e., Images are in use under the forbidden conditions. If the image18
enclose the problems like elucidation, pose variation, aging, hair enclosure then the concert of the recognition19
progression leads to poor. Most of the researchers are absorbed on the real time submission. Many reviews are20
carried out on the issue of face recognition [9][63] [19] [19] [49][20] they identify various existing method for feature21
extraction and the face acknowledgment process. Generally face acknowledgment is classified as the procedure22
of face detection, characteristic extraction and face acknowledgment. Image preprocessing work as eradicate the23
background information and normalize the image of revolution, scaling, resizing of the unique image is carried out24
before the face recognition process. The face recognition is to detect the face of the standardize image, then the25
feature mining process is used to extract the skin from the detected face and lastly the face recognition procedure26
is to recognize the face contrast with a face database which is previously stored [9][63] [19] [19][49] [20]. Figure27
1 denotes the procedure of face recognition. It is not possible to directly deal with raw information while the28
quantity of information is increased. Dimension diminution is the task to solve the above difficulty of extracting29
the prepared information and remove the redundant information. If the training images are augmented then the30
matrix of image also augmented then it is called as a difficulty of ”Curse of dimensionality” which is resolved by31
dimensionality decline techniques [15] states that there two types of dimensionality decline techniques as linear32
and nonlinear dimensionality decline. The linear dimensionality diminution techniques are PCA, LDA, LPP, etc.33
And the nonlinear dimensionality methods are ISOMAP, LLE, and so on.34

The aim of this paper is to give emerging procedure for the dimensionality decline in linear as well as nonlinear35
methods. It can be arranged as chase, section 2 contains the in sequence about the dimensionality decline. Section36
3 have the the current state of the art in face recognition methods that are using using Component Analysis and37
section 4 enclose the conclusion of this paper.38

2 II.39

3 Dimensionality reduction techniques a) Overview40

The most significant problem in face acknowledgment is the curse of dimensionality difficulty. The methods are41
useful to condense the dimension of the considered space. When the system starts to commit to memory the42
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6 LOCALITY PRESERVES PROJECTIONS (LPP)

high dimensional information then it causes over fitting difficulty and also computational density becomes the43
important task. This curse of dimensionality difficulty is reduced by dimensionality decrease techniques [15]. The44
author [66] says that the various methods exist for resolving the problem of curse of dimensionality. Out of those45
techniques some are linear methods and others are nonlinear. Linear technique is to transform statistics from46
high dimensional subspace into small dimensional subspace by linear map but it fails to work on the nonlinear47
statistics structure where as non linear methods are easily worked on the compound nonlinear statistics structure.48
Compared to linear methods, nonlinear methods are very capable while processing the problematic image like49
hair addition, lighting state and so on. Principal constituent Analysis (PCA), Linear Discriminant Analysis50
(LDA) and Locality protect Projections (LPP) are some accepted linear methods and nonlinear methods include51
Isometric Mapping (ISOMAP) & Locally Linear Embedding (LLE)52

According to the writer [93], Feature range is to find a subset of the original variables. Two approaches are53
filtered (e.g. Information gain) and wraps (e.g. Genetic algorithm) approaches. It occurs sometimes that data54
examination such as decay or classification can be done in the reduced space extra accurately than in the unique55
space. Quality extraction is relay a mapping of the multidimensional space into a liberty of fewer dimensions.56
This means that the unique feature space is transformed by concern a linear transformation. The brief prologue57
of feature extraction techniques is illustrated in the next section.58

4 b) Linear Feature Extraction of Dimensionality Reduction59

Techniques60

Usually the face acknowledgment process is divided into 3 areas such as Holistic way use the unique image as an61
input for the face acknowledgment system. The examples of holistic methods are PCA, LDA, and an ICA and62
so on. In a Feature based way, the local characteristic point such as eye, nose, and mouth are first taken out,63
then it will be sent to the classifier. Finally, a cross method is used to identify both the local feature and whole64
face region [9][63] ??19][19][49] [20].65

In Dimensionality decrease, Feature removal is an important task to collect the set of features from a picture.66
The feature alteration may be a linear or nonlinear mixture of original features. This review provides some of67
the significant linear and nonlinear methods are listed as follows.68

i. Principal Component Analysis (Pca) PCA is one of the well-liked technique for both dimensionality decrease69
and face acknowledgment since 1990’s. Eigen faces [17] built with the PCA technique is introduced by M. A.70
Turk and A. P. Pentland. It is a holistic move toward where the input image is straight used for the process. PCA71
algorithm can be used to discover a subspace whose basis vectors marks to the maximum variation directions in72
the original n dimensional freedom. PCA subspace can be used for appearance of data with minimum error in73
renovation of original data. More survey papers are providing the information for PCA techniques [9] ii. Linear74
Discriminant Analysis (Lda) LDA is one of the most famed linear techniques for dimensionality reduction and75
data organization. The main objective of the LDA consists in the judgment a base of vectors providing the finest76
discrimination among the classes, trying to exploit the between-class difference, minimize the within-class ones77
by using spread matrices. It also suffers from the small sample size trouble which exists in higher dimensional78
pattern acknowledgment task where the number of available models is smaller than the dimensionality of the79
samples. D-LDA, R-LDA, and KDDA are variations of LDA. This technique also discusses in more survey papers80
[20] iii. Singular Value Decomposition (Svd) SVD is a significant factor in the field of signal dispensation and81
statistics. It is the best linear dimensionality decrease technique based on the covariance medium. The main82
aim is to reduce the dimension of the information by finding a few orthogonal linear combinations of the original83
variables with the largest variation [66]. Most of the researches have also used this technique for face gratitude.84

5 iv. Independent Component Analysis (Ica)85

ICA is a geometric and computational technique for informative the hidden factors that underlie sets or chance86
variables, measurements, or signals. ICA is apparently related to principal component analysis and factors87
examination. The ICA algorithm aims at finding S component as self-governing as possible so that the set of88
experimental signals can be spoken as a( D D D D ) F 201289

Year linear combination of statistically independent components. It uses cosine measures to perform the90
covariance matrix and also it is improved than the PCA and LDA performance. v.91

6 Locality preserves Projections (Lpp)92

LPP can be seen as an option to Principal constituent Analysis (PCA). When the high dimensional data deceit93
on a low dimensional manifold set in the ambient space, the position protects Projections are obtained by finding94
the optimal linear approximation for the Eigen purpose of the Laplace Beltrami operator on the various. As a95
result, LPP shares many of the data symbol properties of nonlinear techniques such as Laplacian Eigenmaps or96
Locally Linear embeds [15]. vi.97
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7 Multi Dimensional Scaling (Mds)98

Multidimensional scaling (MDS) is a loaner copy for dimensionality reduction. MDS generates low dimensional99
code placing emphasis on preserving the couple wise distances between the data points. If the rows and the100
discourse of the data matrix D both have mean zero, the bulge produced by MDS will be the same as that101
produced by PCA. Thus, MDS is a linear Model for dimensionality decrease having the same limitations as PCA.102

vii.103

8 Partial Least Squares104

Partial smallest amount squares are a classical arithmetical learning method. It is widely used in chemo metrics105
and Bioinformatics etc. In new years, it is also applied in face acknowledgment and human detection. It can106
avoid the small sample size problem in linear discriminant analysis (LDA). Therefore it is used as an alternative107
method of LDA.108

9 c) Non Linear Feature Extraction of Dimensionality Reduc-109

tion Techniques110

Non-linear way can be broadly confidently into two groups: a mapping (either from the high dimensional space111
to lower dimensional embed or vice versa), it can be viewed as a beginning feature extraction step and image112
is based on neighbor’s data such as distance measurements. Investigate on nonlinear dimensionality reduction113
method has been explored widely in the last few years. In the following, a brief opening to several non-linear114
dimensionality reduction techniques will be given. i. Kernel Principle Component Analysis (Kpca) Kernel PCA115
(KPCA) is the reformulation of customary linear PCA in a high-dimensional gap that is constructed using a116
kernel function. In recent existence, the reformulation of linear technique using the ’kernel trick’ has led to the117
suggestion of winning techniques such as kernel ridge decay and Support Vector machinery. Kernel PCA computes118
the principal eigenvectors of the kernel matrix, slightly than those of the covariance matrix. The reformulation119
of usual PCA in kernel space is clear-cut, since a kernel matrix is similar to the in product of the data points in120
the highdimensional gap that is constructed using the kernel function. The application of PCA in kernel space121
provides Kernel PCA the possessions of constructing nonlinear mappings.122

ii. Isometric Mapping (Isomap) Often of the linear methods do not take the neighboring information end123
into an account. ISOMAP is a technique that resolves this problem by efforts to preserve pairwise geodesic (or124
curvilinear) distance between data points. The estimate of geodesic distance divides into two classes. For, adjacent125
points, Euclidean distance in the input space provides a good approximation to geodesic distance and faraway126
points, geodesic space can be approximated by adding up a sequence of ”short hops” between neighboring points.127
ISOMAP shares some recompense with PCA, LDA, and MDS, such as computational efficiency and asymptotic128
meeting guarantees, but with more agility to learn a broad class of nonlinear manifolds [15].129

10 iii. Locally Linear Embedding130

Locally linear establish (LLE) is another approach which addresses the problem of nonlinear dimensionality131
decrease by computing low dimensional, neighborhood preserving embedding of highdimensional data. It is132
a method that is similar to ISOMAP in that it also constructs a chart representation of the data points. It133
describes the local property of the manifold in the region of a data point x i by writing the data point as a134
linear combination we (the so-called rebuilding weights) of its k nearest neighbors xij and attempts to retain the135
reconstruction weights in the linear combinations as well as possible [101] [102].136

11 iv. Laplacian Eigenmaps137

A directly related approach to locally linear embed is Laplacian eigenmaps. Given t point in «dimensional space,138
the Laplacian eigenmaps Method (LEM) start by constructing a biased graph with t nodes and a set of edges139
among adjacent points. Similar to LLE, the area graph can be constructed by finding the k nearest neighbors. The140
final objectives for both LEM and LLE contain the same form and change only in how the matrix is constructed141
[101].142

12 v. Stochastic Neighbor Embedding143

Stochastic Neighbor Embedding (SNE) is a probable move toward that maps high dimensional data tip into a144
low dimensional subspace in a way that conserve the relative distances to near neighbors. In SNE, alike objects145
in the high dimensional space will be put near in the low dimensional space, and dissimilar objects in the high146
dimensional space will usually be put distant apart in the low dimensional gap [102]. A Gaussian distribution147
centered on a point in the tall dimensional gap is used to define the probability sharing that the data point chooses148
other data points as its neighbors. SNE is better to LLE in observance the relative distances between every two149
data points. vi. Semi Definite Embedding (Sde) Semi definite Embedding (SDE), can be seen as a variation150
of KPCA and an algorithm is base on semi definite training. SDE learns a kernel matrix by maximizing the151
variance in feature space while preserving the space and angles among nearest neighbors. It has some interesting152
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13 III.

property: the main optimization is convex and sure to preserve certain aspects of the local geometry; the system153
always yields a semi positive definite kernel matrix; the eigen spectrum of the kernel matrix provides a guess of154
the basic manifold’s dimensionality; also, the system does not rely on guess geodesic distances between far away155
points on the manifold. This scrupulous combination of recompense appears unique to SDE.156

13 III.157

Contemprary affirmation of the recent literature a) Face recognition using 2 Dimensional PCA Sirovich and158
Kirby [2], [3] first used PCA to proficiently symbolize pictures of character faces. They dispute that any facial159
image could be renovated approximately as a prejudiced sum of a small group of images that define a facial160
origin (eigen images), and a mean representation of the face. Within this circumstance, Turk and Pentland [4]161
accessible the wellknown Eigen faces technique for face recognition in 1991. Since subsequently, PCA has been162
widely investigated and has turned into one of the most successful move toward in face recognition [5], [6], [7],163
[8]. Penev and Sirovich [9] converse the problem of the dimensionality of the ”face space”while Eigen faces are164
used for demonstration. Zhao and Yang [10] tried to describe for the arbitrary possessions of illumination in165
PCA-based apparition systems by generating a diagnostic closed form prescribed of the covariance matrix for the166
container with a special lighting circumstance and then generalizing to a random illumination via an illumination167
equation. However, Wiskott et al. [11] piercing out that PCA could not confine still the simplest invariance168
unless this in sequence is explicitly offered in the training information. They projected a technique known as169
expandable bunch graph matching to defeat the weaknesses of PCA.170

Recently, two PCA-related technique independent constituent analysis (ICA) and kernel principal component171
analysis (Kernel PCA) contain been of wide apprehension. Bartlett et al. [12] and Draper et al. [13] projected172
using ICA for face demonstration and found that it was enhanced than PCA when cosines were used as the173
comparison measure (however, their presentation was not considerably different if the Euclidean detachment is174
used). Yang [14] used Kernel PCA for face characteristic extraction and acknowledgment and showed that the175
Kernel Eigen faces technique outperforms the traditional Eigen faces method. However, ICA and Kernel PCA176
are together computationally more exclusive than PCA. The untried results in [14] demonstrate the ratio of the177
working out time required by ICA, Kernel PCA, and PCA is, on standard, 8.7: 3.2: 1.0.178

In the PCA-based face acknowledgment technique, the 2D face representation matrices must be formerly179
transformed into 1D representation vectors. The consequential image vectors of faces frequently lead to a high180
dimensional representation vector space, where it is complicated to assess the covariance matrix accurately owed181
to its large size and the comparatively small number of preparation samples. Fortunately, the eigenvectors (Eigen182
faces) can be considered efficiently via the SVD techniques [2], [3] and the procedure of generating the covariance183
matrix is essentially avoided. However, this does not involve that the eigenvectors can be assessed accurately in184
this way since the eigenvectors are statistically resolute by the covariance matrix, no substance what method is185
adopted to gain them.186

In this circumstance Jian Yang et al [1] developed a straightforward representation projection procedure, called187
two-dimensional principle component analysis (2DPCA) for representation feature extraction. As contrasted to188
conventional PCA, 2DPCA is the pedestal on 2D matrices slightly than 1D vectors. That is, the representation189
matrix does not require to be previously altered into a vector. Instead, a representation covariance prevailing190
conditions can be constructed openly using the original representation matrices. In contrast to the covariance191
matrix of PCA, the dimension of the image covariance matrix via 2DPCA is much smaller. As a consequence,192
2DPCA has two significant advantages over PCA. First, it is easier to assess the covariance matrix precisely.193
Second, less time is necessary to determine the equivalent eigenvectors.194

Observation: A new procedure for image feature withdrawal and demonstration two-dimensional principal195
constituent analysis (2DPCA) was urbanized. 2DPCA has many rewards over conventional PCA (Eigen faces).196
In the primary place, since 2DPCA is pedestal on the image matrix, it is simpler and further straight onward to197
use for image feature withdrawal. Second, 2DPCA is enhanced than PCA in terms of gratitude accuracy in all198
research. Although this trend appears to be consistent for dissimilar databases and conditions, in some research199
the differences in the presentation were not statistically momentous. Third, 2DPCA is computationally further200
efficient than the PCA and it can pick up the speed of image attribute extraction considerably. However, it201
must be pointed out that 2DPCA-based image demonstration was not as capable as a PCA in terms of storage202
necessities, since 2DPCA requires further coefficients for image demonstration than PCA. There are tranquil203
some aspects of 2DPCA that earn further study. When a diminutive number of the primary components of204
PCA are worn to represent a representation, the mean square error (MSE) among the approximation and the205
unique pattern is negligible. Does 2DPCA have a comparable property? In accumulation, 2DPCA needs extra206
coefficients for image demonstration than PCA. Although, as a sufficient alternative to contract with this difficulty207
is to use PCA after2DPCA for extra dimensional reduction, it is motionless unclear how the width of 2DPCA208
could be summarized directed.209

IV.210

4



14 Face recognition using kernel based PCA211

Popular demonstration methods for face acknowledgment include Principle Component Analysis (PCA) [16],212
[17], [18], shape and consistency (’shapefree’ representation) of faces [10], [5], [21], [22], [23], and Gabor wavelet213
demonstration [24], [25], [26], [27], [28]. The discrimination technique often tries to achieve the function of214
high separability among the different model in whose classification one is concerned [18], [29]. Commonly used215
intolerance methods contain Bayes classifier and the MAP rule [30], [28], Fisher Linear Discriminant (FLD) [31],216
[4], [33], [23], and further recently kernel PCA technique [34], [38], [35], [36].217

Chengjun Liu et al [1] offered a novel Gaborbased kernel principle Component Analysis (PCA) technique by218
integrating the Gabor wavelet demonstration of face images and the kernel PCA technique for face recognition.219
Gabor wavelets [25], [37] principle derives attractive facial features distinguish by spatial frequency, spatial220
locality, and direction selectivity to cope with the dissimilarity due to illumination and facial appearance changes.221
The kernel PCA technique [38] is then extended to include a fractional power polynomial replica for enhanced222
face recognition presentation. A fractional power polynomial, though, does not necessarily describe a kernel223
function, as it may not define a constructive semi-definite Gram matrix. Note that the sigmoid kernels , one of224
the three modules of widely used kernel occupation (polynomial kernels, Gaussian kernels, and sigmoid kernels),225
do not essentially define a constructive semi-definite Gram matrix, either [38]. Nevertheless, the sigmoid kernels226
contain been effectively used in practice, such as in edifice support vector machines. In regulate to derive real227
kernel PCA skin, we apply only those kernel PCA eigenvectors that are connected with constructive eigenvalues.228

Observation: Chengjun Liu et al [1] initiate a novel Gabor-based kernel PCA technique with fractional229
supremacy polynomial models for forward and poseangled face acknowledgment. Gabor wavelets first obtain230
desirable facial features distinguish by spatial frequency, spatial neighborhood, and orientation selectivity to231
survive with the variations due to clarification and facial appearance changes. The kernel PCA technique is232
then extended to comprise fractional power polynomial models for superior face recognition presentation. The233
feasibility of the Gabor-based kernel PCA technique with fractional power polynomial replica has been effectively234
tested on both fore and poseangled face recognition, via two data sets from the FERET catalog and the CMU235
PIE catalog, respectively.236

V.237

15 Gabor filters and KPCA for Face Recognition238

Over the previous ten years, many approaches enclose been attempted to decipher the face recognition difficulty239
[40] - [52]. One of the very flourishing and popular face acknowledgment methods is based on the principle240
components psychiatry (PCA) [40]. In 1987, Sirovich and Kirby [40] demonstrate that if the eigenvectors241
equivalent to a set of training face images are achieved, any image in that database can be optimally modernized242
using a linear weighted grouping of these eigenvectors. Their exertion explored the demonstration of human faces243
in a lowerdimensional subspace. In 1991, Turk and Pentland [17] worn these eigenvectors (or Eigen faces as they244
are identified) for face acknowledgment. PCA was used to yield shelf directions that exploit the total scatter245
across all faces in the preparation set. They also extended their loom to the real time acknowledgment of a246
moving face illustration in a video sequence [53]. Another admired scheme for the dimensionality decline in face247
recognition is owing to Belhumeur et al. [4], Etemad and Chellappa [48], and Swets and Weng [31]. It is a pedestal248
on Fisher’s linear discriminant (FLD) analysis. The FLD uses division membership in sequence and develops249
a set of attribute vectors in which variations of dissimilar faces are emphasized while dissimilar instances of a250
face due to clarification conditions, facial expressions and orientations are de-emphasized. The FLD technique251
deals directly with inequity among classes whereas the eigen face acknowledgment (EFR) method deals with252
the information in its entirety without paying any exacting attention to the underlying class organization. It is253
generally supposed that algorithms pedestal on FLD are better to those based on PCA when adequate training254
samples are accessible. But as exposed in [54] this is not constantly the case.255

Methods such as EFR and FLD exertion quite well offer the input test pattern is a countenance, i.e., the face256
representation has already been harvested out of a scene. The difficulty of recognizing faces in motionless images257
with a cluttered setting is more general and complicated as one does not recognize where a face pattern might258
emerge in a given representation. A good face recognition scheme must own the following two properties. It259
should: 1) Detect and distinguish all the faces in a prospect, and 2) No tainted classification of localized patterns260
as faces.261

Since faces are frequently sparsely dispersed in images, even a hardly any false alarms will cause to be the262
scheme ineffective. Also, the performance must not be too receptive to any threshold selection. Some effort to263
address this condition is discussed in [17], [30] wherever the use of reserve from eigen face spaces (DFFS) and264
reserve in eigen face gaps (DIFS) are suggested to distinguish and eliminate unrelated faces for vigorous face265
recognition in a muddle. In this revise, we show that DFFS and DIFS by themselves (in the non appearance of266
any in sequence about the background) are not adequate to discriminate against random background patterns.267
If the porch is set high, conventional EFR invariably ends up absent faces. If the threshold is subordinate to268
capture the face, the procedure incurs many counterfeit alarms. Thus, the proposal is quite susceptible to the269
option of the threshold value.270

One possibility looms to handle muddle in still images is to use a superior face detection component to find face271
prototype and then feed only these prototype as inputs to the traditional EFR proposal. Face detection is a study272
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15 GABOR FILTERS AND KPCA FOR FACE RECOGNITION

problem in itself and different approaches exist in the prose [55], [56], [57]. Most of the work imagines the pose to273
be forward. For a recent and inclusive survey of face recognition techniques, see [58], [59]. Rajagopalan et al [39]274
projected a new methodology inside the PCA framework to robustly distinguish faces in a given test representation275
with background muddle (see figure 2). Toward this end, assemble an ”eigen background space” which symbolize276
the distribution of the conditions images equivalent to the given analysis image. The background is educated277
”on the fly” and provides a resonance basis for eradicating false alarms. An appropriate outline classifier is278
resulting and the eigen conditions space together with the eigen face gap is used to concurrently detect and279
distinguish faces. Linear subspace analysis, which regard as a feature space as a linear arrangement of a set of280
bases, has been extensively used in face acknowledgment applications. This is generally due to its usefulness and281
computational efficiency for aspect extraction and demonstration. Different criteria will construct different bases282
and, accordingly, the transformed subspace will also have dissimilar properties. Principal constituent analysis283
(PCA) [16], [17] is the most admired technique; it produces a set of orthogonal bases that confine the directions of284
maximum discrepancy in the training information, and the PCA coefficients in the subspace are not associated.285
PCA can preserve the global configuration of the image gap, and is optimal in terms of demonstration and286
reconstruction. Because simply the second-order addiction in the PCA coefficients are abolished, PCA cannot287
capture even the simplest invariance except this in sequence is explicitly offered in the training information [64].288
Independent constituent analysis (ICA) [65], [28] can be considered a simplification of the PCA, which aims289
to find some selfgoverning basis by methods receptive to high-order statistics. However, [67], [68] description290
that ICA gave the same, occasionally even a little worse, acknowledgment accuracy as PCA. Linear discriminant291
psychiatry (LDA) [4] seeks to find a linear conversion that maximizes the between-class distribute and minimizes292
the within-class distribute, which preserve the discriminating in sequence and is suitable for acknowledgment.293
However, this method needs further than one image per person as a preparation set; furthermore, [54] shows that294
PCA can better LDA when the training set is small, and the previous is less sensitive to different preparation295
sets. Locality preserving protuberance (LPP) [71] obtains a face subspace that finest detects the necessary face296
manifold structure, and conserve the local in sequence about the image gap. When the proper aspect of the297
subspace is selected, the acknowledgment rates using LPP are enhanced than those using PCA or LDA, based(298
D D D D ) F 2012299

Year on dissimilar databases. However, this termination is achieved only if multiple preparation samples from300
each person are obtainable; otherwise, the LPP will give a comparable performance level as PCA. With the301
Cover’s theorem, nonlinearly distinguishable patterns in an effort space will become linearly distinguishable with302
a high prospect if the input space is transformed nonlinearly into a high-dimensional characteristic space [72]. We303
can, therefore, map a contribution image into a highdimensional characteristic space, so that linear discriminant304
methods can then be engaged for face acknowledgment. This mapping is usually recognized via a kernel function305
[38] and, according to the technique used for recognition in the high-dimensional characteristic space, we have a306
set of kernel-based technique, such as the kernel PCA (KPCA) [38], [34], [36], [76] or the kernel Fisher discriminant307
psychiatry (KFDA) [77], [78], [79], [80]. KPCA and KFDA are linear in the high-dimensional characteristic space,308
but nonlinear in the low-dimensional representation space. In other expressions, these methods can determine309
the nonlinear structure of the face descriptions, and encode higher order information [76]. Although kernel-based310
technique can overcome many of the confines of a linear transformation, [71] piercing out that none of these311
methods openly consider the structure of the various on which the face images perhaps reside. Furthermore, the312
kernel purpose used are devoid of explicit physical connotation, i.e., How and why a kernel purpose is suitable313
for an outline of a human face, and how to gain a nonlinear organization useful for discrimination.314

In this context, Xudong Xie et al [60] projected a novel method for face acknowledgment, which uses only315
image per person for training, and is vigorous to lighting, expression and perception variations. In this technique,316
the Gabor wavelets [28], [81], [82] are worn to extract facial skin, then a Doubly nonlinear plot Kernel PCA317
(DKPCA) is proposed to complete the feature conversion and face recognition. Doubly nonlinear plot means318
that, besides the predictable kernel purpose, a new mapping purpose is also defined and used to accentuate those319
features having superior statistical probabilities and spatial significance of face images. More purposely, this320
new mapping function regard as not only the statistical allocation of the Gabor features, but also the spatial in321
sequence about human faces. After this nonlinear plot, the transformed features have a superior discriminating322
power, and the significance of the feature adapts of the spatial significance of the face images. Therefore, it has323
the capability to reduce the effect of characteristic variations owing to illumination, appearance and perspective324
interruption.325

Observation: Xudong Xie et al [60] dispute that in the context of facial expressions as features to distinguish326
faces PCA based face acknowledgment models are not constant. Hence projected a novel especially nonlinear327
mapping Gabor-based KPCA for human countenance recognition. In this loom, the Gabor wavelets are used328
to mine facial features, then a particularly nonlinear mapping KPCA is projected to perform feature conversion329
and face recognition. Compared with the conservative KPCA, an additional nonlinearly mapping is carried out330
in the original space. Our new nonlinear plot not only considers the arithmetical property of the input skin331
texture, but also adopts an eigen mask to accentuate those features derived from the significant facial feature332
points. Therefore, after the mappings, the distorted features have a higher discriminant supremacy, and the333
significance of the feature adapts of the special significance of the face image. In categorize to improve the face334
recognition accurateness Jie ZOU et al [61] proved that merge multi-scale Gabor features or multiresolution LBP335
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skin generally achieves higher categorization accuracy than the character feature sets, which is not measured in336
the model projected by Xudong Xie et al [60], also not measured that Gabor features are susceptible to high337
incline and their orientations.338

16 VI.339

17 ICA and PCA compatibility for Face Recognition340

Recently, a technique closely related to PCA, self-governing component analysis (ICA) [83], has acknowledged341
wide attention. ICA can be observed as a generalization of PCA, while it is concerned not only with second-order342
addiction between variables but also with high-order dependencies among them. PCA makes the information343
un-correlated while ICA makes the information as independent as potential. Generally, there are two influences344
for using ICA for face demonstration and recognition. First, the high-order associations between image pixels345
may hold information that is important in acknowledgment tasks. Second, ICA seeks to find the guidelines such346
that the projections of the information into those directions contain maximally ”non-Gaussian” distributions.347
These ridges may be interesting and useful in categorization tasks [83], [86]. ??artlett et al. [84], [65] here along348
with the first to apply ICA to face representation and appreciation. They used the Infomax algorithm [87], [88]349
to realize ICA and recommended two ICA architectures (i.e., ICA Architectures I and II) for face demonstration.350
Both architectures were appraised on a subset of the FERET face record and were found to be successful for351
face recognition [65]. Yuen and Lai [90], [91] assume the fixed-point algorithm [89] to attain the independent352
mechanism (ICs) and used a householder transform to increase the least square solution of a face representation353
for representation. Liu and Wechsler [92], [28], [94] worn an ICA algorithm given by frequent [100] to perform ICA354
and assessed its presentation for face recognition. All of these researchers maintain that ICA outperforms PCA355
in face acknowledgment. Other researchers, though, reported differently. Baek et al. [95] description that PCA356
outperforms ICA as Moghaddam [36] and Jin and Davoine [97] reported no major performance difference between357
the two methods. Socolinsky and Selinger [98] description that ICA outperforms PCA on observable images but358
PCA outperforms ICA on infrared descriptions. [99] endeavor to account for these actual contradictory results.359
They retested ICA and PCA on the FERET face catalog with 1196 individuals and completed a comprehensive360
assessment of the performances of the two techniques and found that the relative presentation of ICA and PCA361
generally depends on the ICA architecture and the detachment metric. Their investigations consequences showed362
that: 1) ICA Architecture II with the cosine detachment significantly outperforms PCA with L1 (city wedge),363
L2 (Euclidean), and cosine detachment metrics. This is dependable with Bartlett and Liu’s results; 2) PCA with364
the L1 detachment outperforms ICA Architecture I. This is an errand of Baek’s results; and 3) ICA was planning365
II with L2 still significantly outperforms PCA with L2, even if the degree of consequence is not as great as in366
the ICA Architecture II with cosine over PCA. Moreover, it must be noted that this last consequence is still367
inconsistent among Moghaddam and Jin’s results. An interesting by merchandise of comparative examine into368
ICA and PCA is the finding that dissimilar versions of ICA algorithms seem to execute equally in facerecognition369
errands. Moghaddam [36] show that the basis images resulting from Hyvärinen’s fixed-point algorithm is very370
similar to those from Cardoso’s JADE algorithm [104]. Draper et al. [99] substantiate that the presentation371
dissimilarity between Infomax algorithm [87] and FastICA [89], [103] is irrelevant.372

The preceding researchers [84], [99] usually use standard PCA as the baseline algorithm to assess ICA-based373
face-recognition scheme. This, however, begs the difficulty as to whether typical PCA is a good choice for374
appraising ICA. The ICA process, as exposed in Fig. 1, involves not only a PCA procedure but also a whitening375
treads. After the whitening tread, we get the whitened PCA skin tone of information. How is the presentation of376
these whitened PCA features in disparity to standard PCA features and ICA features? This concern has not been377
addressed yet. The purpose of the whitening step, mainly its potential effect on the recognition presentation,378
is still unclear. In the container where the performance of ICA is considerably different from that of PCA, it379
is critically significant to determine what causes this dissimilarity, whether it is the whitening procedure or the380
succeeding pure ICA projection.381

If the whitened PCA skin texture can perform as well as ICA features, it is definitely unnecessary to use382
a computationally exclusive ICA projection for additional processing. It seems that typical PCA is not as an383
appropriate baseline algorithm as ”PCA + Whitening” (whitened PCA) for assessing ICA.384

In this circumstance, Jian Yang et al [82] evaluate two ICA-based image representation architectures (see385
figure 3) and get that ICA Architecture I involves a vertically centered PCA progression (PCA I), while ICA386
planning II involves a whitened flat centered PCA progression (PCA II). Therefore, it is usual to use these two387
PCA descriptions as baseline algorithms to check the performance of ICA-based face-recognition scheme. It388
should be confirmed that in this correspondence, our objective is not to find whether ICA or PCA is enhanced389
but to investigate first what position the PCA whitening stride and centering mode cooperate in the ICA-based390
face recognition scheme and second what effect the pure ICA protuberance has on the presentation of face391
recognition. We also consider how the performances of two ICA architectures depend on their correlated PCA392
versions. It is hoped that this examination may clarify why ICA outperforms PCA in some cases and why not393
in additional cases. Observation: By examining two ICA-based image depiction architectures and establish that394
Ist ICA Architecture absorb a vertically centered PCA process (PCA I), while IInd ICA Architecture involves395
a whitened flat centered PCA process (PCA II). In this procedure then used these two PCA descriptions as396
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20 FACE SKETCHES RECOGNITION

baseline algorithms to reconsider the performance of ICA-based face-recognition scheme. From the testing results397
explored, it is considerable to conclude that ? First, there is no important performance dissimilarity between398
ICA Architecture I (II) and PCA I (II), though in some cases, there is a significant dissimilarity between ICA399
Architecture (II) and typical PCA. ? Second, the presentation of ICA strongly depends on the PCA procedure400
that it involves. Pure ICA outcrop seems to have only a trivial effect on presentation in face recognition. ? Third,401
the centering manner and the whitening step in the PCA I (or II) play a vital role in inducing the presentation402
differs among ICA Architecture I (II) and typical PCA.403

The added selective power of the ”independent features” fashioned by the pure ICA ledge is not so satisfying.404
Therefore, the prospect task is to explore successful ways to attain more power self-governing features for face405
demonstration.406

18 VII.407

Super-resolution as a feature in Face recognition408
Super-resolution is flattering gradually more important for several multimedia applications [106]. It refers to409

the process of rebuilding a high-resolution image from low-resolution frames. Most techniques [107], [108], [109],410
[110], [111] assume knowledge of the statistical warp of each study and the nature of the blur. However, the411
efficiency of such rebuilding-based super-resolution algorithms, that do not include any exact previous information412
concerning the image being super-resolved, has been exposed to be inherently partial [112], [113]. A learning-413
based method has been recommended in [112] to super-resolve face images. It uses a prioritized based on the fault414
among the gradient values of the corresponding high-resolution pixel in the training image and in the expected415
image. But this makes it sensitive to image arrangement, scale, and noise. Gunturk et al. [114] perform super-416
resolution in the eigen face spaces. Since their aim is face recognition, they rebuild only the weights along the417
principal components in its place of trying to make a high-resolution approximation that is visually superior.418
In [115], a method exists which super-resolves face by first finding the finest fit to the comments in the eigen419
face domains. A patch-based Markov network is then used to attach remaining high-frequency content. Some420
additional learning-based approaches are discussed in [116], [117], [118].421

In this environment a substantial model referred as ”learning-based method for super-resolution of faces that422
uses kernel principal component analysis (PCA) to get previous knowledge concerning the face class” introduced423
by Ayan Chakrabarti et al [105]. Kernel PCA is a nonlinear extension of traditional PCA for capturing higher-424
order correlations in a data set. The proposed model is using kernel PCA to take out valuable previous information425
in a computationally well-organized manner and shows that it can be used within a maximum a posteriori (MAP)426
framework along with the observation model for improving the quality of the super-resolved face image.427

Observation: Ayan Chakrabarti et al [105] proposed a learning-based method for super-resolution of face images428
that use kernel PCA to construct a previous model for frontal face images. This model is used to normalize the429
rebuilding of high-resolution face images from blurred and noisy low-resolution remarks. By nonlinearly mapping430
the face images to a higherdimensional characteristic space and performing PCA in the characteristic space,431
we capture higher-order correlations there in face images. The presentation of the proposed Kernel-base face432
hallucination is required to be confirmed by competing with low resolution (LR) face image and the rebuild high433
resolution (HR) image recognition models. This method is based on global approaches in the sense that processing434
is done on the entire of LR images concurrently. This inflicts the constraint that all of the training images should435
be internationally similar, which terminate that they should be a similar class of objects. Therefore, the global436
approach is appropriate for images of an exacting class such as facial images and fingerprint images. However,437
since the global approach needs the supposition that all of the training images are in the same class, it is hard to438
apply it to arbitrary images. In the similar context, an application of the Hebbian algorithm is described, where439
kernel PCA is used for image zooming by prognostic an interpolated version of the low-resolution image onto the440
high-resolution principal subspace. The method is, however, partial to using a single image and does not include441
any knowledge of the imaging process.442

19 VIII.443

20 Face sketches recognition444

Face sketching is a forensic method that has been regularly used in criminal investigations [120], [121]. The445
achievement of using face sketches to recognize and capture fugitives and criminal suspects has often been446
revealed in the media coverage, mainly for high-profile cases [122], [123]. As a special forensic art, face sketching447
is usually done manually by police sketch artists. As an effect of fast advancements in computer graphics,448
realistic animations, human computer interaction, visualization, and face biometrics, complicated facial composite449
software tools have been manufacturing and utilized in law enforcement agencies. A latest national survey has450
pointed out that about 80% of state and local police departments in the U.S. have used the facial composite451
software, and about 43% of them still relied on trains forensic artists [124].452

However, there are concerns regarding the correctness of face sketches, mainly those generated by software.453
Studies have shown that software kits were lower to well-trained artists [125], [126]. One of the disadvantages of454
composite systems is that they follow a ”piecemeal” approach by adding up facial features in a remote manner.455
In contrast, artists tend to use a more ”holistic” plan that highlight the overall structure. Considerable hard work456
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has been made to put together holistic dimensions into composite systems, using rated psychological parameters457
and clever to develop face models [127], [128]. Recently, a caricaturing procedure has been employed to additional458
progress the presentation of facial composite systems [129]. The quality of a sketch (whether by software or an459
artist) is dependent upon a lot of factors such as an artist’s drawing skill and experience, the exposure time for460
a face, and uniqueness of a face, as well as the memory and emotional position of eyewitnesses or victims [120],461
[121], [125], [130], [131]. The impacts of these factors on sketch excellence and their complex interrelationships462
have not been well understood on a quantitative basis.463

Sketch-recognition research is powerfully provoked by its forensic applications. The previous works include464
a study of matching police sketches to mugshot photographs [132]. Sketches were first altered into pseudo465
photographs through a sequence of standardizations and were then evaluated with photographs in an eigenspace.466
Tang and Wang [133] reported a further complete investigation on hand-drawn face sketch recognition. They467
developed a photographto-sketch alteration method that synthesizes sketches from the original photographs. The468
method improves the resemblance between the sketches drawn by artists and the synthesized sketches. They also469
establish that the algorithms performed competitively with humans using those sketches. In [134] and [135], they470
further proposed an altered function that treats the shape and texture individually and a multi scale Markov471
random field model for sketch synthesis. Recently, a study on searching sketches in mugshot databases has472
been reported [136]. Sketch-photograph identical was performed using a set of extracting local facial features473
and global capacity. Sketches were drawn with composite software, and no alteration was applied to sketches474
or photographs. Along a a little different research line of using caricature model for face representation and475
recognition, Wechsler et al. [137] provided a framework based on the self-organization characteristic map and476
found that caricature maps can improve the differences between subjects and hence, enhance the recognition rate.477

Information fusion is a significant method for improving the presentation of various biometrics [138], [62], [85],478
including face, fingerprint, voice, ear, and gait. Bowyer et al. [69] have established that a multi sample approach479
and a multimodal approach can accomplish the same level of performance. Large increases in face-recognition480
correctness were also reported in studies of multiple video frame fusion [47], [32], [42]. In research of evaluating481
face composite recognition [96], it was establish out that the mixture of four composite faces through morphing482
was rated improved or as good as the best individual face. Therefore, it is natural to argue that the fusion of483
multiple sketches may also add to the chance of finding a correct sketch-photograph match. Multi sketch fusion484
can be carried out using the sketches from the similar artist or the sketches from different artists.485

Yong Zhang et al [119] motivated by face composite recognition [96] suitable to its potentiality to offer more486
diverse information regarding a face. And then performed a qualitative approach to analyze Hand-Drawn Face487
Sketch Recognition by Humans and a PCA-Based Algorithm for Forensic Applications. Another issue that488
subjective the work carried out by Yong Zhang et al [119] is, if the sketches resultant from different eyewitnesses489
are assumed to be mostly non correlated, multi sketch fusion may cancel out definite recognition errors.490

With these influencing factors Yong Zhang et al [119] study the efficiency of hand-drawn sketches by comparing491
the performances of human volunteers and a principle component analysis (PCA) -based algorithm. In the process492
of making simpler the task, the sketches were obtained under an ”ideal” condition:493

Artists drew sketches by looking at the faces in photographs without a time constraint. This type of sketches494
permits us to address some basic issues that are of interest to both criminal investigators and researchers in495
biometrics and cognitive psychology: 1) Does the face sketch recognition rate alter very much from one artist to496
another? If so, we may harness the inter artist difference through a multi sketch fusion method; 2) The ideal497
sketches can be used to set up a recognition baseline to benchmark the performance of sketches that are drawn498
under a more forensically sensible condition; and 3) In a sketch-photograph matching, does human vision use a499
certain sketch or photo metric cues more power than a computer algorithm, or vice versa? What kinds of sketch500
features are more informative to human vision or the algorithm? How can the forensic artists and composite501
software developers advantage of the findings?502

Volume XII Issue XIII Version I Observation: By the qualitative study explored by Yong Zhang et al [119],503
we can observe that 1) There is a big inter artist difference in terms of sketch recognition rate, which is likely504
associated with the drawing styles of artists rather than their talent. 2) Since multi sketch fusion can considerably505
develop the recognition rate as being observed in both PCA tests and human evaluations, using multiple artists506
in a criminal investigation is suggested. 3) Other than the correctness of major sketch lines, pictorial details such507
as shadings and skin textures are also helpful for recognition. 4) Humans showed a better performance with the508
cartoon like sketches (considered as more difficult), given the particular data set used in this study. However,509
considering the fact that a PCA algorithm is more sensitive to intensity difference, it is not clear whether human510
vision is more broadminded about face degradation in general. More study efforts are wanted, mainly those511
that use shape information extracted by an active appearance model. 5) Human and PCA performances seem512
gently correlated, based on the correlation analysis results, although experiments relating more artists and sketch513
samples are required. 6) Score level fusion with the sum rule seems efficient in combining sketches of dissimilar514
styles, at least for the case of a small number of artists. 7) PCA did a better job in recognizing sketches of less515
characteristic features, while humans utilized tonal cues more professionally. However, cautions should be taken516
when commerce with sketches that have been processed by advanced alteration functions [133], [134] because517
those functions may alter the textures and hence, the tonality of a sketch considerably. 8) It is value mentioning518
that sketch-photograph matching is more demanding than photographphotograph matching because a sketch is519
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21 CONCLUSION

not a simple copy of a face but rather the one apparent and rebuild by an artist. Therefore, we may have much520
more to increase by examining how humans and computer recognize sketches and caricatures. 9) One significant521
issue is that the sketches that are drawn based on the verbal descriptions of eyewitnesses may effect in a much522
inferior recognition rate because of the uncertainties related to the memory loss of eye witnesses. Therefore,523
more thorough investigations are wanting to address different issues related to sketching recognition under a524
forensically realistic setting, such as the impact of target delay [45]. In [45], face building was conducted with a525
two-day delay, and the manually generated sketches have been found526

to be outperformed other traditional face build methods. 10) Another talented research direction is to rebuild527
a 3-D sketch model from the original 2-D sketches.528

Using the 3-D model, a series of 2-D sketches of dissimilar view angles can be generated to make easy the529
identified purpose. This 3-D modeling approach can be helpful in the cases where a subject was non cooperative530
and observed at a distance [41].531

IX.532

21 Conclusion533

One of the face recognition methodology is the holistic approach that takes the whole face image as a raw data534
and recognizes the face. In other methodology referred as feature based approach, the objectives of a face like535
mouth, nose and eyes are extracted and then attempt to recognize the face. The third methodology labelled as536
hybrid approach is the combination of both the Holistic and feature based methods. This paper concentrated537
on the contemporary affirmation of the recent literature on face recognition techniques. The three processes538
necessarily are done are face detection, dimensionality reduction and face recognition. The dimensionality539
reduction is used to solve the curse of dimensionality. It can be divided into two parts they are Feature Extraction540
and Feature Selection. The feature extraction process can be broadly classified into four types they are linear541
method, nonlinear methods, Multi linear methods and tensor space methods. Here in this paper we reviewed the542
information about the various methods included in the linear and nonlinear feature extraction process.543

PCA, LDA and ICA are the most well known linear feature extraction process for the past more than 10 years544
whereas KPCA, ISOMAP, LLE are the famous technique in non linear feature extraction. Now the researchers545
are concentrating on combining both linear and nonlinear methods to reduce the dimensionality reduction and546
also for feature extraction methods. The contribution of this paper is to identify the research scope in face547
recognition methods and given details about the models that are cited in recent literature. Though There are548
so many techniques available, still there are issues such as higher level dimensionality, resolution changes and549
divergent expressions, which is an evidence of future research scope in face recognition systems. The future work550
will concentrate on the issues claimed. 1 2

1

Figure 1: Figure 1 :

10



Figure 2: F

2

Figure 3: Figure 2 :
551

1© 2012 Global Journals Inc. (US)Global Journal of Computer Science and Technology
2© 2012 Global Journals Inc. (US)

11



21 CONCLUSION

Figure 4:

Figure 5:

2

Figure 6: Fig. 2 :

1

Figure 7: Fig. 1 :

12



2

Figure 8: Fig. 2 :

13



21 CONCLUSION

14



[Yang] , Jian Yang .552

[Chakrabarti] , Ayan Chakrabarti .553

[Zhang] , Yong Zhang .554

[Imageprocessing ()] , Imageprocessing . 2001. 10 p. .555

[ Comput. Graphics Applicat ()] , Comput. Graphics Applicat 2002. 2 p. .556

[Comput and Vis (2003)] , Comput , Vis . Image Underst Jul. 2003. 91 (1/2) p. .557

[ Appl. Perception (2004)] , Appl. Perception Jul. 2004. 1 (1) p. .558

[Liu ()] ‘A Bayesian discriminating features method for face detection’. C Liu . IEEE Trans. PatternAnalysis559
and Machine Intelligence 2003. 25 (6) p. .560

[Socolinsky and Selinger ()] ‘A comparative analysis of face recognitionperformance with visible and thermal561
infrared imagery’. D Socolinsky , A Selinger . Proc. Int.Conf. Pattern Recog, (Int.Conf. Pattern RecogQuebec562
City, QC, Canada) 2002. p. .563

[Zou et al. ()] ‘A comparative study of local matching approach for face; recognition’. J Zou , Q Ji , G Nagy .564
IEEE Transactions on Image Processing 2007. 16 p. .565

[Nguyen et al.] ‘A computationally efficient super resolution image reconstruction algorithm’. N Nguyen , M566
Milanfar , G Golub . IEEE Trans567

[Hyvärinen and Oja (1997)] ‘A fast fixed-point algorithm for independent component analysis’. A Hyvärinen , E568
Oja . Neural Comput Oct. 1997. 9 (7) p. .569

[Frowd et al. (2005)] ‘A forensically valid comparison offacial composite systems’. C D Frowd , D Carson , H570
Ness , J Richardson , L Morrison , S Mclanaghan , P J B Hancock . Psychol., Crime Law Mar. 2005. 11 (1)571
p. .572

[Uhl and Lobo ()] ‘A framework for recognizing a facial imagefrom a police sketch’. R G Uhl , N V Lobo . Proc.573
Conf. Comput. Vis. Pattern Recog, (Conf. Comput. Vis. Pattern RecogSan Francisco, CA) 1996. p. .574

[Min ()] A Non-linear Dimensionality Reduction Method for Improving Nearest Neighbour Classification,575
Renqiang Min . 2005.576

[Pickup et al. ()] ‘A sample texture priorfor image super-resolution’. L C Pickup , S J Roberts , A Zisserman .577
Advances in Neural Info. Proc. Systems(NIPS), S Thrun, L Saul, B Schölkopf (ed.) (Cambridge, MA) 2003.578
MIT Press.579

[Liu and Wechsler ()] ‘A shape and texture based enhanced fisher classifier for face recognition’. C Liu , H580
Wechsler . IEEE Trans. on Image Processing 2001. 10 (4) p. .581

[Barrett ()] ‘A Survey of Face Recognition Algorithms and TestingResults’. William A Barrett . Proceedings of582
the IEEE, (the IEEE) 1998.583

[Liu et al. ()] ‘A two-step approach to hallucinating faces: Global parametric model and local non-parametric584
model’. C Liu , H Shum , Z Zhang . Proc. IEEE Computer Society Conf. Computer Vision and PatternRecog.585
(CVPR), (IEEE Computer Society Conf. Computer Vision and PatternRecog. (CVPR)) 2001. 1 p. .586

[Frowd et al. (2007)] ‘An application of caricature: How to improve the recognition of facial composites’. C D587
Frowd , V Bruce , D Ross , A Mcintyre , P J B Hancock . Vis. Cogn Nov. 2007. 15 (8) p. .588

[Frowd et al. (2007)] ‘An evaluation of US systems for facial composite production’. C D Frowd , D Mcquiston-589
Surrett , S Anandaciva , C E Ireland , P J B Hancock . Ergonomics Dec. 2007. 50 (12) p. .590

[Bell and Sejnowski (1995)] ‘An informationmaximization approach toblind separation and blind deconvolution’.591
A J Bell , T J Sejnowski . Neural Comput Nov. 1995. 7 (6) p. .592

[Cristianini and Shawe-Taylor ()] An Introduction to Support Vector Machines and other kernel-based learning593
methods, N Cristianini , J Shawe-Taylor . 2000. Cambridge University Press.594

[Chui ()] An Introduction to Wavelets, C K Chui . 1992. Boston, MA: Academic.595

[Kirby and Sirovich ()] ‘Application of the Karhunen-Loeve procedure for the characterization of human faces’.596
M Kirby , L Sirovich . IEEE Trans. Pattern Analysis and Machine Intelligence 1990. 12 (1) p. .597

[Lanitis et al. ()] ‘Automatic interpretation and coding of face imagesusing flexible models’. A Lanitis , C J598
Taylor , T F Cootes . IEEE Trans. Pattern Analysis and Machine Intelligence 1997. 19 (7) p. .599

[Rajagopalan et al. (2005)] ‘Background learning for robust face recognition with PCA in the presence of clutter’.600
A N Rajagopalan , R Chellappa , N T Koterba . doi: 10.1109/ TIP. 2005. 847288. IEEE Transactions on601
June 2005. 14 (6) p. . (Image Processing)602

[Veerabhadrappa and Rangarajan (2010)] ‘Bi-level dimensionality reduction methods using feature selection and603
feature extraction’. Lalitha Veerabhadrappa , Rangarajan . International Journal of Computer Applications604
July 2010. 4 (2) p. .605

15



21 CONCLUSION

[Wells et al. (2005)] ‘Building face composite scan harm lineup identification performance’. G L Wells , S D606
Charman , E A Olson . J. Exp. Psychol.: Appl Sep. 2005. 11 (3) p. .607

[Sandhu and Budhiraja] Combination of Nonlinear Dimensionality Reduction Techniques for Face Recognition608
System, S K Sandhu , Sumit Budhiraja . (published in IJERA)609

[Liu and Wechsler ()] ‘Comparative assessment of independent component analysis for face recognition’. C Liu ,610
H Wechsler . Proc. 2nd Int. Conf. Audio and Video-Based Biometric Person Authentication, (2nd Int. Conf.611
Audio and Video-Based Biometric Person AuthenticationWashington, DC) Mar. 22-24, 1999. p. .612

[Jiang and Guo ()] ‘Comparative Studies of Feature Extraction Methods with Application to Face Recognition’.613
Yunfei Jiang , Ping Guo . IEEE 2007.614

[Dagan ()] ‘Complete discrete 2-D Gabor transforms by neural networks for image analysis and compression’. J615
G Dagan . IEEE Trans. Pattern Analysis and Machine Intelligence 1988. 36 (7) p. .616

[Zhang and Jing-Yu (2007)] ‘Constructing PCA Baseline Algorithms to Reevaluate ICA-Based Face-Recognition617
Performance’. D Zhang , Yang Jing-Yu . 10.1109/TSMCB.2007.891541. Systems, Man, and Cybernetics Aug.618
2007. 37 (4) p. . (IEEE Transactions)619

[Frowd et al. (2005)] ‘Contemporary composite techniques: The impact of a forensically-relevant target delay’.620
C D Frowd , D Carson , H Ness , D Mcquiston , J Richardson , H Baldwin , P J B Hancock . Legal Criminol.621
Psychol Feb. 2005. 10 (1) p. .622

[Yang et al. (2002)] ‘Detecting faces in images: A survey’. M Yang , D J Kriegman , N Ahuja . IEEE Trans.623
Pattern Anal. Mach. Intell Jan. 2002. 24 (1) p. .624

[Ghodsi ()] Dimensionality Reduction AShort Tutorial, Ali Ghodsi . 2006.625

[Shylaja and Murthy Ands Natarajan ()] ‘Dimensionality Reduction Techniques for Face Recognition’. S S626
Shylaja , K N Balasubramanya Murthy Ands Natarajan . IJACSA) International Journal of Advanced627
Computer Science and Applications 2011.628

[Etemad and Chellappa ()] ‘Discriminant analysis for recognition of human face images’. K Etemad , R Chellappa629
. J. Opt. Soc. Am. A 1997. 14 p. .630

[Etemad and Chellappa ()] ‘Discriminant analysis for recognition ofhuman face images’. K Etemad , R Chellappa631
. J. Opt. Soc. Amer. A 1997. 14 p. .632

[Zhao et al. ()] ‘Discriminant analysis of principal components for face recognition’. W Zhao , A Krishnaswamy ,633
R Chellappa , D L Swets , J Weng . Face Recognition: From Theory to Applications, H Wechsler, P J Phillips,634
V Bruce, F F Soulie, T S Huang (ed.) (New York) 1998. Springer-Verlag. p. .635

[Lades et al. ()] ‘Distortion invariant object recognition in the dynamic link architecture’. M Lades , J C636
Vorbruggen , J Buhmann , J Lange , C Der Malsburg , R P Wurtz , Konen . IEEETrans. Computers637
1993. 42 p. .638

[Draper et al.] B A Draper , K Baek , M S Bartlett , J R Beveridge . Recognizingfaces with PCA and ICA,639

[Gunturk et al. ()] ‘Eigen face-domain super-resolution for face recognition’. B K Gunturk , A U Batur , Y640
Altunbasak , M H Hayes , R M Mersereau . IEEE Trans. Image Processing 2003. 12 p. .641

[Turk and Pentland ()] ‘Eigen faces for recognition’. M Turk , A Pentland . Journal of Cognitive Neuroscience642
1991. 13 (1) p. .643

[Belhumeur et al. ()] ‘Eigen faces vs. Fisher faces: Recognition using class specific linear projection’. P N644
Belhumeur , J P Hespanha , D J Kriegman . IEEE Trans. Pattern Analysis and Machine Intelligence 1997.645
19 (7) p. .646

[Liu (2004)] ‘Enhanced independent component analysis and its application to content based face image retrieval’.647
C Liu . Man, Cybern. B, Cybern Apr. 2004. 34 (2) p. . (IEEE Trans. Syst.)648

[Sakthivel ()] ‘enhancing face recognition using improved dimensionality reduction and feature extraction649
algorithms -an evaluation with orl database’. S Sakthivel . international journal of engineering science and650
technology 2010.651

[Burr et al. ()] ‘Evidence for edge and bar detectors in human vision’. D Burr , M Morrone , D Spinelli . Vision652
Research 1989. 29 (4) p. .653

[Frowd et al.] EvoFIT: A holistic evolutionary facial imaging technique for creating composites, C D Frowd , P654
J B Hancock , D Carson . Trans: ACM.655

[Liu and Wechsler ()] ‘Evolutionary pursuit and its application to face recognition’. C Liu , H Wechsler .656
IEEETrans. Pattern Analysis and Machine Intelligence 2000. 22 (6) p. .657

[Liu and Wechsler (2000)] ‘Evolutionary pursuit and its application to face recognition’. C Liu , H Wechsler .658
IEEE Trans. Pattern Anal. Mach. Intell Jun. 2000. 22 (6) p. .659

[Sung and Poggio (1998)] ‘Example-based learning for view-based human face detection’. K Sung , T Poggio .660
IEEE Trans. Pattern Anal. Mach. Intell Jan. 1998. 20 (1) p. .661

16

http://dx.doi.org/10.1109/TSMCB.2007.891541


[Freeman et al.] ‘Example-basedsuper-resolution’. W T Freeman , T R Jones , E C Pasztor . IEEE Trans662

[Schultz and Stevenson ()] ‘Extraction of high-resolutionframes from video sequences’. R R Schultz , R L663
Stevenson . IEEE Trans. Image Processing 1996. 5 p. .664

[Daugman ()] ‘Face and gesture recognition: Overview’. J Daugman . IEEE Trans. Pattern Analysis and Machine665
Intelligence 1997. 19 (7) p. .666

[Hjelmas and Low ()] ‘Face detection: A survey’. E Hjelmas , B K Low . Comput. Vision Image Understanding667
2001. 83 p. .668

[Wang and Tang (2009)] ‘Face photo-sketch synthesis and recognition’. X Wang , X Tang . IEEE Trans. Pattern669
Anal. Mach. Intell Nov. 2009. 31 (11) p. .670

[Zhao et al. ()] ‘Face Recognition : A Literature Survey’. W Zhao , R Chellapa , A Rosenfield , P J Philips .671
ACM proceedings, 2003.672

[Face Recognition Algorithms ()] Face Recognition Algorithms, 2010. (Ion Marqu´es)673

[Blanz and Vetter ()] ‘Face recognition based on fitting a 3d morphable model’. V Blanz , T Vetter . IEEETrans.674
Pattern Analysis and Machine Intelligence 2003. 25 (9) p. .675

[Chen Cai-Ming et al. ()] ‘Face Recognition Based on MPCA’. Zhang Chen Cai-Ming , Chen Shi-Qing , Yuefen676
. 2nd International Conference on Industrial Mechatronics and Automation, 2010.677

[Wiskott et al. (1997)] ‘Face recognition by elastic bunch graph matching’. L Wiskott , J M Fellous , N Krüger678
, C Malsburg . IEEE Trans. Pattern Anal.Mach. Intell Jul. 1997. 19 (7) p. .679

[Wiskott et al. ()] ‘Face recognition by elasticbunch graph matching’. L Wiskott , J M Fellous , N Kruger , C680
Von , Malsburg . IEEE Trans. Pattern Analysis and Machine Intelligence 1997. 19 (7) p. .681

[Canavan et al. ()] ‘Face recognition by multi-frame fusion of rotating headsin videos’. S J Canavan , M P Kozak682
, Y Zhang , S R Sullins , M A Shreve , . B Goldgof . Proc. IEEE Int. Conf. BTAS, (IEEE Int. Conf.683
BTASWashington, DC) Sep. 27-29,2007. p. .684

[Tana et al. ()] Face recognition from a single image perperson: Asurvey, Xiaoyang Tana , Songcan Chena , C ,685
* Zhi-Huazhoub , Fuyan Zhangb . 2006. (Published in Elseiver)686

[Yang et al. (2000)] ‘Face recognition using kernel Eigen faces’. M H Yang , N Ahuja , D Kriegman . Proc. IEEE687
International Conference on Image Processing, (IEEE International Conference on Image essingVancouver,688
Canada) September, 2000.689

[He et al. (2005)] ‘Face recognition using laplacianfaces’. X He , S Yan , Y Hu , P Niyogi , H.-J Zhang . IEEE690
Trans. Pattern Anal. Mach. Intell Mar. 2005. 27 (3) p. .691

[Brunelli and Poggio ()] ‘Face recognition: Features vs. templates’. R Brunelli , T Poggio . IEEE Trans.692
PatternAnalysis and Machine Intelligence 1993. 15 (10) p. .693

[Bartlett et al. (2002)] ‘Face recognitionby independent component analysis’. M S Bartlett , J R Movellan , T J694
Sejnowski . IEEE Trans. Neural Netw Dec 2002. 13 (6) p. .695

[Bowyer et al. (2006)] ‘Face recognitionusing 2-D, 3-D and infrared: Is multimodal better than multisample?’. K696
W Bowyer , K Chang , P J Flynn , X Chen . Proc. IEEE, (IEEE) Nov. 2006. 94 p. .697

[Yuen and Lai (2002)] ‘Face representation using independent component analysis’. P C Yuen , J H Lai . Pattern698
Recognit Jun. 2002. 35 (6) p. .699

[Tang and Wang (2004)] ‘Face sketch recognition’. X Tang , X Wang . IEEE Trans. CircuitsSyst. Video Technol700
Jan. 2004. 14 (1) p. .701

[Tang and Wang ()] ‘Face sketch synthesis and recognition’. X Tang , X Wang . Proc. IEEE Int. Conf. Comput.702
Vis, (IEEE Int. Conf. Comput. Vis) 2003. p. .703

[Gibson and Mills ()] Faces of Evil: Kidnappers, Murderers, Rapistsand the Forensic Artist Who Puts Them704
Behind Bars, L Gibson , D F Mills . 2006. Liberty Corner, NJ: New Horizon Press.705

[Wells and Hasel (2007)] ‘Facial composite production by eyewitnesses’. G L Wells , L E Hasel . Current706
Directions Psychol. Sci Feb. 2007. 16 (1) p. .707

[Hyvärinen (1999)] ‘Fast and robust fixed-point algorithms for independent component analysis’. A Hyvärinen .708
IEEE Trans. Neural Netw May 1999. 10 (3) p. .709

[Farsiu et al. ()] ‘Fast and robustmulti-frame super-resolution’. S Farsiu , D Robinson , M Elad , P Milanfar .710
IEEE Trans. Image Processing 2004. 13 p. .711

[Mika et al. (1999)] ‘Fisher discriminant analysis with kernels’. S Mika , G Rätsch , J Weston , B Schölkopf ,712
K.-R Müller . Proc. IEEE Int. Workshop Neural Networks for Signal Processing IX, (IEEE Int. Workshop713
Neural Networks for Signal essing IX) Aug. 1999. p. .714

[Taylor ()] Forensic Art and Illustration, K T Taylor . 2000. Boca Raton, FL: CRC Press.715

17



21 CONCLUSION

[Gibson ()] Forensic Art Essentials: A Manual for Law Enforcement Artists, L Gibson . 2007. New York:716
Academic.717

[Bruce et al. (2002)] ‘Four heads are better than one: Combining face composites yieldsZHANG et al.: HAND-718
DRAWN FACE SKETCH RECOGNITION 485 improvements in face likeness’. V Bruce , H Ness , P J719
Hancock , C Newman , J Rarity . J. Appl. Psychol Oct. 2002. 87 (5) p. .720

[Lin and Shum ()] ‘Fundamental limits of reconstruction-basedsuper-resolution algorithms under local transla-721
tion’. Z Lin , H Y Shum . IEEE Trans. PatternAnal. Machine Intell 2004. 26 p. .722

[Xie and Lam (2006)] ‘Gabor-based kernel PCA with doubly nonlinear mapping for face recognition with a single723
face image’. Xudong Xie , ; Kin-Man Lam . doi: 10.1109/ TIP.2006. 877435. IEEE Transactions on Sept.724
2006. 15 (9) p. . (Image Processing)725

[Liu (2004)] ‘Gabor-based kernel PCA with fractional power polynomial models for face recognition’. Chengjun726
Liu . doi: 10.1109/ TPAMI. 2004.1273927. IEEE Transactions on May 2004. 26 (5) p. . (Pattern Analysis727
and Machine Intelligence)728

[Liu (2004)] ‘Gabor-based kernel PCA with fractional power polynomialmodels for face recognition’. C Liu .729
IEEE Trans. Pattern Anal. Mach. Intell May 2004. 26 (5) p. .730

[Baudat and Anouar ()] ‘Generalized discriminant analysis usinga kernel approach’. G Baudat , F Anouar .731
Neural Comput 2000. 12 (10) p. .732

[Mccullough et al. (2010)] ‘Hand-Drawn Face Sketch Recognition by Humans and a PCA-Based Algorithm for733
Forensic Applications’. C Mccullough , J R Sullins , C R Ross . 10.1109/TSMCA.2010.2041654. Systems, Man734
and Cybernetics, Part A: Systems and Humans, May 2010. 40 p. .735

[Ross et al. ()] Handbook of Multibiometrics, A A Ross , K Nandakumar , A K Jain . 2006. New York: Springer-736
Verlag.737

[Haykin ()] S Haykin . Neural Networks-A Comprehensive Foundation, (New York) 1999. Prentice-Hall. (2nd ed)738

[Cardoso (1999)] ‘High-order contrasts for independent component analysis’. J.-F Cardoso . Neural Comput Jan.739
1999. 11 (1) p. .740

[Samaria and Young ()] ‘HMM-based architecture for face identification’. F Samaria , S Young . Image Vis.741
Comput 1994. p. .742

[Chellappa et al. ()] ‘Human and machine recognition of faces: Asurvey’. R Chellappa , C L Wilson , S Sirohey743
. Proc. IEEE, (IEEE) 1995. 83 p. .744

[Yuen and Man (2007)] ‘Human face image searching system usingsketches’. P C Yuen , C H Man . IEEE Trans.745
Syst., Man, Cybern. A, Syst., Humans Jul. 2007. 37 (4) p. .746

[Back et al. ()] ‘ICA:A comparison on the FERET data set’. K Back , B A Draper , J R Beveridge , K She .747
Proc. Int. Conf. Computer Vision, Pattern Recognition and Image Processing, (Int. Conf. Computer Vision,748
Pattern Recognition and Image essingDurham, NC) 2002. p. . (PCA vs)749

[Medioni et al. (2009)] ‘Identifying non cooperative subjects at a distance using face images and inferred three750
dimensional face models’. G Medioni , J Choi , C.-H Kuo , D Fidaleo . IEEE Trans. Syst., Man, Cybern. A,751
Syst., Humans Jan. 2009. 39 (1) p. .752

[Sun et al. ()] ‘Image hallucination with primal sketch priors’. J Sun , N.-N Zheng , H Tao , H.-Y Shum .753
Proc. IEEE Computer Society Conf.Computer Vision and Pattern Recog. (CVPR), (IEEE Computer Society754
Conf.Computer Vision and Pattern Recog. (CVPR)) 2003. 2 p. .755

[Frowd et al. (2006)] ‘Implementing holistic dimensions for a facial composite system’. C D Frowd , V Bruce , A756
Mcintyre , D Ross , S Fields , Y Plenderleith , P J B Hancock . J. Multimedia Jun. 2006. 1 (3) p. .757

[Liu et al. (2004)] ‘Improving kernel fisher discriminant analysis for face recognition’. Q Liu , H Lu , S Ma . IEEE758
Trans. Circuits Syst. Video Technol Jan. 2004. 14 (1) p. .759

[Hyvärinen et al. ()] Independent Component Analysis, A Hyvärinen , J Karhunen , E Oja . 2001. New York:760
Wiley.761

[Yuen and Lai (2000)] ‘Independent component analysis of faceimages’. P C Yuen , J H Lai . Proc. IEEE Int.762
Conf. Biological Motivated Comput. Vis, (IEEE Int. Conf. Biological Motivated Comput. Vis) May 2000. p. .763

[Liu and Wechsler ()] ‘Independent component analysis of Gabor features for face recognition’. C Liu , HWechsler764
. IEEE Trans. on Neural Networks 2003. 14 (4) p. .765

[Comon (1994)] ‘Independent component analysis: A new concept’. P Comon . Signal Process, Apr. 1994. 36 p. .766

[Hyvärinen and Oja (2000)] ‘Independent component analysis: Algorithmsand applications’. A Hyvärinen , E767
Oja . Neural Netw May/Jun. 2000. 13 (4/5) p. .768

[Bartlett and Sejnowski (1997)] ‘Independent components of faceimages: A representation for face recognition’.769
M S Bartlett , T J Sejnowski . Proc. 4th Annu, (4th AnnuPasadena, CA) May 17, 1997.770

18

http://dx.doi.org/10.1109/TSMCA.2010.2041654


[Hardie et al. ()] ‘Joint MAP registration and high-resolution image estimation using a sequence of under sampled771
images’. R C Hardie , K Barnard , E E Armstrong . IEEE Trans. Image Processing 1997. 6 p. .772

[Yang et al. (2005)] ‘KPCA plus LDA:A complete kernel fisher discriminant framework for feature extractionand773
recognition’. J Yang , A F Frangi , J Yang , D Zhang , Z Jin . IEEE Trans. Pattern Anal. Mach. Intell Feb.774
2005. 27 (2) p. .775

[Scholkopf and Smola ()] Learning with Kernels: Support Vector Machines, Regularization, Optimization and776
Beyond, B Scholkopf , A Smola . 2002. MIT Press.777

[Baker and Kanade ()] ‘Limits on super-resolution and how tobreak them’. S Baker , T Kanade . IEEE Trans.778
Pattern Anal. Machine Intell 2002. 24 p. .779

[Huang and Yin ()] linear and nonlinear dimensionality reduction for face recognition, Wailing Huang , Hujun780
Yin . 2009. IEEE.781

[Vetter and Poggio ()] ‘Linear object classes and image synthesis from a single exampleimage’. T Vetter , T782
Poggio . IEEE Trans. Pattern Analysis and Machine Intelligence 1997. 19 (7) p. .783

[Rajagopalan et al. ()] ‘Locating human faces in a cluttered scene’. A N Rajagopalan , K S Kumar , J Karlekar784
, R Manivasakan , M M Patil , U B Desai , P G Poonacha , S Chaudhuri . Graph. Models Image Process785
2000. 62 p. .786

[Pentland (2000)] ‘Looking at people: Sensing for ubiquitous and wearable computing’. A Pentland . IEEE Trans.787
Pattern Anal. Mach. Intell Jan. 2000. 22 (1) p. .788

[Sirovich and Kirby ()] ‘Low-dimensional procedure for the characterization of human faces’. L Sirovich , M Kirby789
. J. Opt. Soc. Amer. A 1987. 4 p. .790

[Marcelja ()] ‘Mathematical description of the responses of simple cortical cells’. S Marcelja . Journal Opt. Soc.791
Amer 1980. 70 p. .792

[Thomas et al. ()] ‘Multiframe approachesto improve face recognition’. D Thomas , K W Bowyer , P J Flynn .793
Proc. IEEE Workshop Motion Video Comput, (IEEE Workshop Motion Video ComputAustin, TX) 2007. p.794
19.795

[Rowley et al. (1998)] ‘Neural network-based face detection’. H A Rowley , S Baluja , T Kanade . IEEE Trans.796
Pattern Anal. Mach. Intell Jan. 1998. 20 (1) p. .797

[Scholkopf et al. ()] ‘Nonlinear component analysis as a kernel eigen value problem’. B Scholkopf , A Smola , K798
Muller . Neural Computation 1998. 10 p. .799

[Kittler et al. (1998)] ‘On combining classifiers’. J Kittler , M Hatef , R P W Duin , J Matas . IEEE Trans.800
Pattern Anal.Mach. Intell Mar. 1998. 20 (3) p. .801

[Jin and Davoine (2004)] ‘Orthogonal ICA representation of images’. Z Jin , F Davoine . Proc. 8th Int. Conf.802
Control, Autom., Robot. and Vis, (8th Int. Conf. Control, Autom., Robot. and VisKunming, China) Dec. 6-9,803
2004. p. .804

[Baker et al. ()] ‘Parametric feature detection’. S Baker , S K Nayar , H Murase . International Journalof805
Computer Vision, 1998. 27 p. 18.806

[Patil et al. ()] A M Patil , S R Kolhe , P Patil . 2DFace Recognition Techniques: ASurvey, 2010.807

[Martinez and Kak (2001)] ‘PCA versus LDA’. A M Martinez , A C Kak . IEEE Trans. Pattern Anal. Mach.808
Intell Feb. 2001. 23 (2) p. .809

[Baek et al. ()] ‘PCA vs ICA:A comparison on the FERET data set’. K Baek , B A Draper , J R Beveridge , K810
She . Proc. Joint Conf, (Joint ConfDurham, NC) 2002. p. .811

[Boylan ()] ‘Portraits of Guilt: The Woman Who Profiles the Faces of America’s Deadliest Criminals’. J Boylan812
. Pocket Star 2001.813

[Moghaddam ()] Principal Manifolds and Bayesian Subspaces for Visual Recognition Mitsubishi Electric Res.814
Lab, B Moghaddam . 1999. p. . (Tech. Rep)815

[Moghaddam ()] ‘Principal manifolds and probabilistic subspaces for visual recognition’. B Moghaddam . IEEE816
Trans. Pattern Analysis and Machine Intelligence 2002. 24 (6) p. .817

[Moghaddam and Pentland ()] ‘Probabilistic visual learning for object representation’. B Moghaddam , A818
Pentland . IEEE Trans. Pattern Analysis and Machine Intelligence 1997. 19 (7) p. .819

[Kim et al. ()] ‘Recursive reconstruction of high resolution image from noisy under sampled multiframes’. S P820
Kim , N K Bose , H M Valenzuela . IEEETrans. Acoust., Speech, Signal Processing 1990. 38 p. .821

[Wechsler ()] Reliable Face Recognition Methods, System Design, Implementation and Evaluation, H Wechsler .822
2007. New York: Springer-Verlag.823

[Atick et al. ()] ‘Statistical approach to shape from shading: Reconstructionof three-dimensional face surfaces824
from single two-dimensional images’. J J Atick , P A Griffin , A N Redlich . NeuralComputation 1996. 8 (6)825
p. .826

19



21 CONCLUSION

[Thomas et al. ()] ‘Strategies for improving face recognition from video’. D Thomas , K W Bowyer , P J Flynn .827
Advances in Biometrics: Sensors, Systems andAlgorithms, N Ratha, V Govindaraju (ed.) (New York) 2007.828
Springer-Verlag.829

[Kittler and Alkoot (2003)] ‘Sum versus vote fusion in multiple classifier systems’. J Kittler , F M Alkoot . IEEE830
Trans. Pattern Anal. Mach. Intell Jan. 2003. 25 (1) p. .831

[Rajagopalan and Rama Chellappa (2007)] ‘Super-Resolution of Face Images Using Kernel PCA-Based Prior’.832
A N Rajagopalan , Rama Chellappa . 10.1109/TMM.2007.893346. Multimedia, IEEE Transactions on, June833
2007. 9 p. .834

[Altunbasak et al. ()] ‘Super-resolution stilland video reconstruction from MPEG-coded video’. Y Altunbasak ,835
A J Patti , R M Mersereau . IEEE Trans. CircuitsSyst. Video Technol 2002. 12 p. .836

[Bell and Sejnowski (1997)] ‘The ’independent components’of naturalscenes are edge filters’. A J Bell , T J837
Sejnowski . Vis. Res Dec. 1997. 37 (23) p. .838

[Craw and Tock ()] ‘The computer understanding of faces’. I Craw , D Tock . Processing Images of Faces, V839
Bruce, M Burton (ed.) (essing Images of Faces) 1992. Ablex Publishing Corporation.840

[Phillips et al. (2000)] ‘The FERET evaluation methodology for facerecognition algorithms’. P J Phillips , H841
Moon , S A Rizvi , P J Rauss . IEEE Trans. Pattern Anal. Mach. Intell Aug. 2000. 22 (8) p. .842

[Daugman ()] ‘Two-dimensional spectral analysis of cortical receptive field profiles’. J G Daugman . VisionRe-843
search 1980. 20 p. .844

[Daugman ()] ‘Two-dimensional spectral analysis of cortical receptive field profiles’. J G Daugman . Vision845
Research 1980. 20 p. .846

[Daugman ()] ‘Uncertainty relation for resolution in space, spatial frequency, and orientation optimized by two-847
dimensional cortical filters’. J G Daugman . Journal Opt. Soc. Amer 1985. 2 (7) p. .848

[Mcquiston-Surrett et al. (2006)] ‘Use of facial composite systems in U.S. law enforcement agencies’. D849
Mcquiston-Surrett , L D Topp , R S Malpass . Psychol., CrimeLaw Oct. 2006. 12 (5) p. .850

[Swets and Weng ()] ‘Using discriminant eigen features for image retrieval’. D L Swets , J Weng . IEEE Trans.851
Pattern Analysis and Machine Intelligence 1996. 18 (8) p. .852

[Beymer ()] ‘Vectorizing face images by interleaving shape and texture computations’. D Beymer . Artificial853
Intelligence Laboratory 1995. MIT. (A.I.memo No. 1537)854

[Pentland et al. ()] ‘Viewbased and modul are igen spaces for face recognition’. A Pentland , B Moghaddam ,855
T Starner . Proc. IEEE Int. Conf. Computer Vision and Pattern Recognition, (IEEE Int. Conf. Computer856
Vision and Pattern Recognition) 1994. p. .857

20

http://dx.doi.org/10.1109/TMM.2007.893346

	1 Introduction
	2 II.
	3 Dimensionality reduction techniques a) Overview
	4 b) Linear Feature Extraction of Dimensionality Reduction Techniques
	5 iv. Independent Component Analysis (Ica)
	6 Locality preserves Projections (Lpp)
	7 Multi Dimensional Scaling (Mds)
	8 Partial Least Squares
	9 c) Non Linear Feature Extraction of Dimensionality Reduction Techniques
	10 iii. Locally Linear Embedding
	11 iv. Laplacian Eigenmaps
	12 v. Stochastic Neighbor Embedding
	13 III.
	14 Face recognition using kernel based PCA
	15 Gabor filters and KPCA for Face Recognition
	16 VI.
	17 ICA and PCA compatibility for Face Recognition
	18 VII.
	19 VIII.
	20 Face sketches recognition
	21 Conclusion

