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1. Introduction
ocial networking sites like Facebook Orkut, Blog Catalog, Twitter, etc are making powerful build up of social networks or different connections among persons who are interested to make friends, share valuable interests and innovative in activities. By using social networking sites, people can interact with each other, sharing and discussing information using many types of media such as their photos, videos, and always doing several of activities provided by these social networking sites. Social media networks having many forms of, including kind of blogs, user forums, tags bookmarks social networking, review process, online content sharing, etc. people can lead to use every, different activity for their needs. Social media becoming a very effective and crucial part of our living. These networks are now a useful for maintaining relationships of each priority. Social media turned new way for communication and interaction, sharing cooperation, thinking with other people. In social media networks, the connections and relationships of the same network are heterogeneous i.e. people are belonging to different groups. These relations are mixed with number of connections. e. g one user can connect to his family or friend [1].
These different connections have some limitation of effectiveness. A model is proposed to get solution on this issue of heterogeneity. This framework put the idea of social dimensions for extraction on the view of network information based on connectivity. The advantages of this model over other methods are studied efficiently on some of the social network data. Social media produces large amount of data which gives many opportunities, challenges to acquire collective behavior learning on a large area. In this research, predict collective behavior in social media network is the first goal. By observing behavior information about some person, how can get the behavior of unobserved person which is in the same network II.















Figure 1. S
[image: Global Journal of Computer Science and TechnologyVolume XIV Issue VI Version I]

Figure 2. Figure 1 :
1[image: Figure 1 : Architecture of Scalable Learning of Collective Behavior [1] Figure 1 show proposed system architecture, Firstly data sets of different social networking sites are entered as input. Various extraction techniques are used to achieve supervised learning. After social dimension extraction, discriminative and prediction occurs. The outcome of this, gives predicted labels in social networks.In proposed work, first analyzed the results of extended edge-centric based method for the extraction of social dimensions .Large social network datasets are used for this[1]. As per the problem stated, Existing edge-centric clustering approach is extended to change the object heterogeneity. Proposed approach improves the prediction performance for social networks (multimode networks)[19].]
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3[image: Figure 3 : Connected Nodes in a network The Edge-centric structure of the network data is given as below:Table 1 : Edge View Structure of Network]

Figure 5. Figure 4 :
4[image: Figure 4 : Cluster formationOn the basis of edge clustering scenario, social dimensions can be obtained as per given in below table II and this is the final output of this algorithm:]
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Figure 10. Table 2
2	: desired social dimension(s)
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Figure 12. Table 3 :
3	Proportion of Labeled	10%	20%	30%	40%	50%	60%	70%	80%	90%
		Nodes								
	Micro-	Extended	37.43 40.91	37.15	41.97	41.20	41.24	41.75	42.55	43.54
	F1 (%)	EdgeCluster								
		EdgeCluster	27.94 30.76	31.85	32.99	34.12	35.00	34.63	35.99	36.29
		BiComponents	16.54 16.59	16.67	16.83	17.21	17.26	17.04	17.76	17.61
		NodeCluster	18.29 19.14	20.01	19.80	20.81	20.86	20.53	20.74	20.78
	Macro-	Extended	18.51 22.31	21.27	23.52	26.27	28.70	30.86	32.72	34.41
	F1 (%)	EdgeCluster								
		EdgeCluster	16.16 19.16	20.48	22.00	23.00	23.64	23.82	24.61	24.92
		BiComponents	2.77	2.80	2.82	3.01	3.13	3.29	3.25	3.16	3.37
		NodeCluster	7.38	7.02	7.27	6.85	7.57	7.27	6.88	7.04	6.83




Figure 13. Table 4 :
4	Proportion of Labeled	10%	20%	30%	40%	50%	60%	70%	80%	90%
		Nodes									
	Micro-	Extended	37.43	30.78	29.83	30.21	31.09	32.24	33.55	34.96	36.42
	F1 (%)	EdgeCluster									
		EdgeCluster	25.75	28.53	29.14	30.31	30.85	31.53	31.75	31.76	32.84
		BiComponents	16.45	16.46	16.45	16.49	16.49	16.49	16.48	16.55	16.55
		NodeCluster	22.94	24.09	25.42	26.53	28.18	28.32	28.58	28.70	28.93
	Macro-	Extended	20.00	22.31	21.27	23.52	26.27	28.70	30.86	32.72	34.41
	F1 (%)	EdgeCluster									
		EdgeCluster	10.52	14.10	15.91	16.72	18.01	18.54	19.54	20.18	20.78
		BiComponents	0.45	0.46	0.46	0.46	0.46	0.46	0.46	0.47	0.47
		NodeCluster	7.90	9.99	11.42	11.10	12.33	12.29	12.58	13.26	12.79




Figure 14. Table 5 :
5	Proportion of Labeled	10%	20%	30%	40%	50%	60%	70%	80%	90%
		Nodes									
	Micro-	Extended	36.99	40.00	44.36	42.00	46.00	46.20	45.81	46.31	47.07
	F1 (%)	EdgeCluster									
		EdgeCluster	23.90	31.68	35.53	36.76	37.81	38.63	38.94	39.46	39.92
		BiComponents	23.09	24.51	24.80	25.39	25.20	25.42	25.24	24.44	25.62
		NodeCluster	20.83	24.57	26.91	28.65	29.56	30.72	31.15	31.85	31.29
	Macro-	Extended	20.54	26.31	29.27	30.52	32.27	35.70	36.86	36.72	38.41
	F1 (%)	EdgeCluster									
		EdgeCluster	19.48	25.01	28.15	29.17	29.82	30.65	30.75	31.23	31.45
		BiComponents	6.80	7.05	7.19	7.44	7.48	7.58	7.61	7.63	7.76
		NodeCluster	17.91	21.11	22.38	23.91	24.47	25.26	25.50	26.02	26.44
	b) Sparsity Comparison									
		Table 6 : sparsity comparison on blog catalog network			
		Methods	Time Space Density Upper Bound Max-Aff Ave-Aff	
		Ext.EdgeCluster-108	0.39	12	0.04314	0.04796		4	0.3259	
		Ext.EdgeCluster-162	0.35	12.1	0.04222	0.04814		5	0.3555	
		Ext.EdgeCluster-216	0.37	12.3	0.07277	0.05703		5	0.5833	
		Ext.EdgeCluster-270	0.32	12.6	0.09203	0.06203		5	0.7000	
		Ext.EdgeCluster-324	0.37	12.7	0.09166	0.06212		5	0.7000	




Figure 15. Table 7 :
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Figure 16. Table 8
8		: sparsity comparison on youtube network	
	Methods	Time Space Density Upper Bound Max-Aff Ave-Aff
	Ext.EdgeCluster-108 0.360	13	0.04259	0.04259	4	0.3243
	Ext.EdgeCluster-162 0.454	13.45	0.04277	0.04796	5	0.3333
	Ext. EdgeCluster-216 0.406	13.56	0.04185	0.04800	5	0.3314
	Ext.EdgeCluster-270 0.437	13.67	0.04111	0.04797	5	0.3351
	Ext.EdgeCluster-324 0.453	13.98	0.04285	0.07203	9	0.9333




Figure 17. 
	Methods	Time Space Density Upper Bound Max-Aff Ave-Aff
	Ext.EdgeCluster-108	0.328	12.20	0.04314	0.04800	4	0.3240
	Ext.EdgeCluster-162	0.391	12.40	0.04259	0.04816	5	0.3556
	Ext.EdgeCluster-216	0.360	12.70	0.07277	0.05699	5	0.5851
	Ext.EdgeCluster-270	0.453	12.44	0.09203	0.06200	5	0.6981
	Ext.EdgeCluster-324	0.516	12.67	0.09300	0.06214	5	0.7000
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2. Material and Methodology a) Bi -connected Components
 Up: Home Previous: 1. Introduction Next: 3. i. Advantages
In previous researches one approach to find edge partitions is bi-connected components (BiComponents) is presented [2]. Bi-connected components of a graph are the sub types or parts of vertices and if this point is removed, its component cannot be disconnected. In a bi-connected component of a any graph two nodes are connected sub graph and connected by two paths at least. It is nothing but cut vertices in a connected graph, after removing must result in an increase number of connected components.bi-connected components are connected by various cut vertices. Each bi-connected component is considered as community, and converted into one social dimension for this process [1].
Algorithm to find Biconnected component -Firstly divide a graph into its different disconnected components. It performs a depth-first search (DFS) on the edges of the graph for this. After reaching new point, it is inserted on a stack and for each and every point a record is updated of the lowest point, where it is connected by a path of points which are not in a stack. When a new point not held from the top of the stack, the top point is get removed. When the stack is full, a search of a connected component is performed [16].
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3. i. Advantages
 Up: Home Previous: 2. Material and Methodology a) Bi -connected Components Next: 4. Advantage
? BiComponents separates edges into disjoint sets hence sparse social dimension is obtained. ? BiComponents is very effective and scalable in network.
ii. Disadvantage
? BiComponents gives results of highly imbalanced community structure. In NodeCluster method, Social dimensions allow one actor to play role in multiple groups which are called as affiliations. The case when each actor is in only one group affiliation is verified. A social dimension on the basis of suitable node partition of network is constructed. A similar idea is given in a latent group model [5] for efficient inference. Previous researches gives idea of k-means clustering used to partition nodes (actors) of a network into different disjoint sets result into a consistent set of social dimensions. Support Vector Machine is used for discriminative learning.
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4. Advantage
 Up: Home Previous: 3. i. Advantages Next: 5. Disadvantage
? Support Vector Machine is used for discriminative learning process.
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5. Disadvantage
 Up: Home Previous: 4. Advantage Next: 6. c) Edge Clustering
? Each actor is performing role in only one group affiliation this result in poor performance than EdgeCluster technique.
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6. c) Edge Clustering
 Up: Home Previous: 5. Disadvantage Next: 7. III.
As network research grows, scalable approach is developed for large-scale networks without an excessive memory requirement; this method is called edge clustering. EdgeCluster, An edge-centric clustering method to obtain sparse social dimensions is used effectively [6].Using this method, it can update the of social dimension needs to be extracted. K-means social dimensions efficiently when new nodes or new edges arrive. In a large network in which large number algorithm is used to divide edges different sets. These sets are used for the information extraction. Edge clustering method preferred because there is no overlapping of edges, which the main disadvantage of node clustering method as node overlaps with each other.
It is important to develop scalable method that can handle large-scale networks efficiently without large memory requirements. Next, an extended edge centric clustering scheme to obtain sparse social dimensions is explained. With such a method, we can also update the social dimensions efficiently when new nodes or new edges arrive. In a huge network, large number of social dimension needs to be extracted.
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7. III.
 Up: Home Previous: 6. c) Edge Clustering Next: 8. Proposed System
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8. Proposed System
 Up: Home Previous: 7. III. Next: 9. Node Features
Extending the existing approach of learning of collective behavior by presenting the approach of heterogeneity is useful for further research. Proposed framework consists of two parts: 1.Accurate social dimension extraction 2.Learning Process from extracted dimension.
In previous researches, the k-means clustering algorithm is utilized to partition the edges of a network into sets which are disjoint. Proposed efficient k-means variant is useful to take advantage of Sparsity problem, this algorithm is able to handle the clustering of large number of edges very efficiently. A model based on social dimensions is useful to be effective in this heterogeneity issue. The previous approaches, however, is not scalable to handle networks of large sizes because the extracted social dimensions are closely populated, dense. Social media network contains huge number of actors. With these huge numbers of actors, extracted dense social dimensions having problem in residing in memory, resulting in a serious computing problem and high challenges. Sparsifying social dimensions can be efficient to solve scalability problem. In this work, an extended edge-centric approach to extract sparse social dimensions is proposed. Using this proposed approach, Sparsity issue of social dimensions is achieved successfully. In proposed work, first analyzed the results of extended edge-centric based method for the extraction of social dimensions .Large social network datasets are used for this [1]. As per the problem stated, Existing edge-centric clustering approach is extended to change the object heterogeneity. Proposed approach improves the prediction performance for social networks (multimode networks) [19].   Step 1: Randomly select k centers in problem space.
Step 2: Make Suitable Partition of the data into k clusters by grouping similar data that are closest to the k centers.
Step 3: Use the mean of these clusters to find the new center.
Step 4: Update the centroid after arrival of new connection request
Step 5: Repeat steps 2 an3 until centers do not change.  By taking input as this social dimensions as features to next algorithm, learning and prediction carried out. This algorithm is idea on linear SVM [20]. The discriminative learning procedure will find out related social dimension with the behavior and then gives proper label. One observation shows that actors of the same interests eager to connect with each other [12]. For instance, it is reasonable to expect people of the same department to interact with each other more frequently. Hence, to observe actors' latent affiliations; this research aim is to find out a group of people who interact with each other frequently than their random behavior. Algorithm for Collective Behavior in network Input: Datasets, labels of some people, social dimensions;
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9. Node Features
 Up: Home Previous: 8. Proposed System Next: 10. Global Journal of Computer Science and Technology
Output: labels of unlabeled people or nodes (actors).
1. First obtain edge-centric view of desired network. 2. Perform proposed extended edge clustering. 3. Determine social dimensions on the basis edge partition. 4. Apply regularization technique to social dimensions. 5. Form suitable classifier based on social dimensions of labeled actors. 6. Use this classifier to predict information about labels of unlabeled ones on their social dimension.
Data sets, social dimension and label information is provided as an input and predicted labels are the outcomes of this algorithm. Utilization of efficient k means variant algorithm to use extended edge clustering is works effectively. The regularization and SVM are applied after the formation of social dimension. The regularization parameter is used the regularize communities in a network. Finally using classifier prediction of labels is achieved.
Precision and recall is obtained from evaluation of different data. Table III  Comparative analysis of all three table shows that proposed extended edge cluster is having best evaluation results with proportion of labeled nodes.
By observing table III, IV and V, it is note that the prediction performance on the social media data is average for F1 measure. The reason is the large number of distinctive labels in the data. Other reason is that only the network information is showed here.Extended Edgecentric clustering shows comparable performance to Edge Cluster, Node cluster and Bi-Components on Blog Catalog, Flickr and YouTube network. From the results our proposed method is the winner most of the time. Clearly, using these sparse social dimensions, it is easy to obtain best performance as dense social dimensions.The Node Cluster scheme in which each actor to be involved in only one group, showing poor performance compared with Edge Cluster. In table VI, VII and VIII, Edge Cluster-x denotes edge centric clustering for the construction of x dimensions. Time is denoted by the total time (seconds) to obtain the social dimensions; Space represents the memory required for the social dimensions; Density is the non-zeros entries in the dimensions; Upper bound is the density upper bound computation. Max-Aff and Ave-Aff denote the maximum and average number of affiliations one user in network. The computation time, the memory usage of social dimensions, density and other related statistics on all three data sets are carried out. The computation time of Extended Edge Cluster does not change much with clusters. The computation time of Extended Edge Cluster is of the same order; it does not depend on number of clusters. This is due to effectiveness of the proposed efficient k-means variant as for the memory utilization, sparse social dimension does superiority over dense. When the number of clusters k is small, the upper bound of the density not closely separated. As k increases, the bound is getting close. 
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10. Global Journal of Computer Science and Technology
 Up: Home Previous: 9. Node Features Next: 11. Comparative Analysis and Results
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11. Comparative Analysis and Results
 Up: Home Previous: 10. Global Journal of Computer Science and Technology Next: 12. a) Prediction Performance
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12. a) Prediction Performance
 Up: Home Previous: 11. Comparative Analysis and Results Next: 13. Actor/Individual
Micro-F1 and Macro-F1 measures for given social media network data in 10 runs are performed.
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13. Actor/Individual
 Up: Home Previous: 12. a) Prediction Performance Next: 14. Conclusion and Future Work a) Conclusion
Output of edge partition       In the experimental studies, it is observed that, proposed model shows best performance over existing one. Figure 5,7 and 9 shows Performance graph on Blog Catalog, Flickr, YouTube Network using Micro F-1 measure respectively and Figure 6,8 and 10 shows Performance graph on Blog Catalog, Flickr and YouTube Network using Macro F-1 measure respectively. Graph clarify that Extended Edge cluster method is superior to other given methods. In proposed model of Social Dimension extraction, extended idea of Edge Clustering works very efficiently and scalability is obtained consistently. To show best performance in the comparison to previous methods, the percentage label nodes for different extraction techniques is calculated [17].
Performance of Node Cluster and Bi Compnents is poor as scalability concern; their approach is Limited. Edge Cluster showing average performance in our model. By achieving better performance in accurate behavior prediction, scalability bottleneck, object heterogeneity, etc, Proposed approach Extended Edge-Cluster is proving for best results on issue discussed earlier. Perofrmance Graph for Blog Catalog, Flickr and You Tube network using Micro F1 and Macro F1 measure is given by following figures [18].
V.
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14. Conclusion and Future Work a) Conclusion
 Up: Home Previous: 13. Actor/Individual Next: 15. b) Future Work
In this research, an approach is presented to address the object heterogeneity in the networks. This idea is extended the scalability approach by heterogeneity in social network. Object heterogeneity is means same user involving in many activities in same social network. There are multiple modes of operation those are executed by one actor or one user. In previous methodology of collective behavior this approach was not used. In this research, mathematical model is designed and what's going to be our expected results. This research is aim to predict the results of collective behavior given a social network and the behavioral information of some people. Scalable learning of collective behavior even large numbers of individuals are involved in the network is carried out. This method follows a social-dimension learning model. These social dimensions are obtained to represent the potential affiliations of actors when discriminative learning occurs. For this scalability issue an extended edge-centric clustering scheme is proposed to obtain social dimensions and an efficient k-means variant for edge clustering algorithm. In this, each edge is referred as one data instance, and the connected nodes are the related features. Then, the proposed efficient k-means clustering algorithm can be applied to partition the edges into sets which are disjoint, with each set showing one possible group of activity. It is proved that using this edge-centric view, the obtained social dimensions are definitely sparse after extraction.
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15. b) Future Work
 Up: Home Previous: 14. Conclusion and Future Work a) Conclusion Next: Appendix A §
In social media, multiple actors can be working in the same network, called a multimode network. YouTube, users, videos, tags, and comments are mixed with each other in co-existence. Extending the edgecentric clustering scheme to solve this object heterogeneity issue useful in future direction. Since the proposed Edge Cluster model is sensitive to the number of social dimensions. Future research focus is needed to determine a suitable dimensionality. It is useful to extract other behavioral features (e.g., user activities and temporal spatial information) from social media, and join them with social networking information to improve prediction performance. 
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