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1. Introduction
olon cancer is the third most commonly diagnosed cancer in the world, but it is more common in developed and developing countries. Around 60% of cases were diagnosed in the world. Most colon cancer occurs due to lifestyle and increasing age with only a minority of cases associated with underlying genetic disorders. It typically starts in the lining of the bowel and if left untreated, can grow into the muscle layers underneath, and then through the bowel wall.
Colon cancer prediction system is designed based on the staging system which has been introduced by American Joint Committee. Colon cancer staging is an estimate of the amount of penetration of a particular cancer. It is performed for diagnostic and research purposes, and to determine the best method of treatment. The systems for staging colon cancers depend on the extent of local invasion, the degree of lymph node involvement and whether there is distant metastasis. The staging system for colon cancer had four categories that are based on tumour-nodemetastasis. The stages are I, II, III and IV by the use of T stage (i.e. tumour depth of penetration) and N stage (i.e., number of lymph nodes) and M stage (i.e., metastasis). Total resulting seven stages are I, IIa, IIb, IIIa, IIIb, IIIc and IV.
Here in this article we use the information of surveillance Epidemiology and End result (SEER) program. The percentage of survival rate is collected from SEER database and American society of clinical oncology. In case of supervised learning process these data are used to learn the inputted data and finally to get the predicted result.
Each and every stage included particular tumor grade, specific histology, tumor location, number of positive lymph nodes, and metastases. Table 1 : Stages as defined by the American joint committee on cancer (ajcc) fifth and sixth edition *T1= tumour invades submucosa; T2= tumor invades muscularis propria; T3= tumor invades through the muscularis propria into the subserosa or into nonperitonealized pericolic tissues;T4= tumor directly invades other organs or structures and/or perforates visceral peritoneum; N0= no regional lymph node metastasis; N1= metastasis to one to three regional lymph nodes; N2= metastasis to four or more regional lymph nodes; M0= no distant metastasis; M1= distant metastasis. Each tumor stage was coded according to the TNM stage organization for each edition (T1= tumor invades submucosa; T2=tumor invades muscularis propria; T3= tumor invades through the muscularis propria into the subserosa or into nonperitonealized pericolic tissues; T4= tumor directly invades other organs or structures or perforates visceral peritoneum; N0= no regional lymph node metastasis; N1= metastasis to one to three regional lymph nodes; N2= metastasis to four or more regional lymph nodes; M0= no distant metastasis; M1= distant metastasis). TNM stage was determined by SEER's extent of disease (for T stage and M stage) and number of lymph nodes (for N stage) coding schemes. All patients were included in both analyses of survival for both staging A logistic regression analysis was chosen as a comparison primarily because it is an accepted standard. Artificial neural networks (ANNs) grew out of attempts to mimic the fault tolerance and capacity to learn of biological nervous systems. The ANNs do this by modeling the low level structure of the brain. A biological nervous system is composed of a very large number of neuron cells, massively interconnected to one another. Each neuron is a specialized entity that can propagate an electrochemical signal. Each neuron has branching input structures called dendrites and branching output structures called axons. The axons of one cell are connected to the dendrites of other cells by synapses. Signals are propagated throughout this complex organism, regulated primarily by the synapses.
In like manner, a typical ANN consists of computational neurons or processing elements connected by weighted signal pathways. They typically have a much simpler architecture, with many fewer neurons and connections, than a biological nervous system has. An artificial neuron receives a number of inputs, either from data entering the network or as output from other neurons. Each input comes via a pathway connection that has strength or, in terms of ANNs, weight. These weights correspond to synaptic strength in biological systems. Each neuron also has a single threshold value. The activation of this artificial neuron is composed of the weighted sum of its inputs less the threshold value. This activation signal is transformed through an activation or transfer function to produce the output of the neuron. The transfer function is generally a nonlinear, continuously differentiable function that may not have a direct biological equivalent. Artificial neural networks consist of input elements that bring in signals from the outside world in a manner somewhat similar to biological sensory nerves from, for example, the eye. The signals are fed to one or more layers of neurons through the weighted pathway connections. The output neurons generate a signal to the outside world that is somewhat similar to biological motor nerves connected, for example, to the hands.






Figure 1. Figure 1 :
1[image: Figure 1 : Five-year survival by American Joint Committee on Cancer fifth edition system stages I-IV. P value determined with the log-rank test refers to the corresponding stage and the stage in the row above. All statistical tests were two-sided]

Figure 2. Figure 2 :
2[image: Figure 2 : Five-year survival by the American Joint Committee on Cancer sixth edition system stages I-IV. P value determined by the log-rank test refers to the corresponding stage and the stage in the row above, unless otherwise indicated. All statistical tests were twosided. *= IIIa versus IIb; + = IIa versus IIIa; +* = IIb versus IIIb; NS = not statistically significant b) Survival by Tumor GradeWe next used colon cancer stages as defined by the AJCC fifth edition system and stratified data in each stage further by other factors to assess their prognostic value. Among all patients evaluated in the cohort, 67.8% (n= 81 493) had low-grade tumors, 19.4% (n= 23 287) had high-grade tumors, and 12.8% (n= 15 343) had tumors whose grade was unknown. For those patients whose tumor grade (high versus low) was known (n= 104 780), tumor grade was statistically significantly associated which is shown in figure3.]

Figure 3. Figure 3 :
3[image: Figure 3 : Five-year survival for American Joint Committee on Cancer fifth edition by grade. Solid bars, low-grade tumors; shaded bars, high-grade tumors. Star, P=.001, log-rank test. All statistical tests were twosided c) Survival by Tumor Location]
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Note: Gconnections. These hidden neurons process the signals and produce another set of signals that are sent to an output layer of neurons through weighted pathway
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Survival Analysis 5-year survival was 65.2%. According to stages defined by the AJCC fifth edition system, 5-year stagespecific survivals were 93.2% for stage I, 82.5% for stage II, 59.5% for stage III, and 8.1% for stage IV. According to stages defined by the AJCC sixth edition system, 5-year stage-specific survivals were 93.2% for stage I, 84.7% for stage IIa, 72.2% for stage IIb, 83.4% for stage IIIa, 64.1% for stage IIIb, 44.3% for stage IIIc, and 8.1% for stage IV. Under the sixth edition system, 5year survival was statistically significantly better for patients with stage IIIa colon cancer (83.4%) than for patients with stage IIb disease (72.2%) (P<.001). a) Survival by Histologic Subtype Among patients in the entire cohort, 87.4% had adenocarcinomas, 11.6% had mucinous adenocarcinomas, and 1.0% had signet ring cell carcinomas. Among the entire cohort, a worse 5-year survival was statistically significantly associated with signet ring cell carcinomas (36.0%) than with adenocarcinomas (65.9%) or with mucinous adenocarcinomas (61.8%). When we further stratified data in each stage (as defined by the fifth edition system) by histologic subtype, we observed similar survival distributions in stages II, III, and IV, but not in stage I. For example, in stage III, the 5-year survival was 36.6% for signet ring cell carcinomas, 60.1% for adenocarcinomas, and 58.7% for mucinous adenocarcinomas (P=.001). For stage I, however, the 5year survival was 100.0% for signet ring cell carcinomas, 93.3% for adenocarcinomas, and 92.0% for mucinous adenocarcinomas; these values were not statistically significantly different from each other [2].    Among patients in the entire cohort, 44.6% had tumors in the right colon, 9.4% had tumors in the transverse colon, 10.4% had tumors in the left colon, 31.6% had tumors in the sigmoid colon, and 4.0% had tumors whose location was unknown. Among the overall cohort, a better 5-year survival was statistically significantly associated with tumors located in the sigmoid colon (69.8%) than with tumors located in the (P=.001). When we further stratified each stage (as defined by the fifth edition system) by these tumor locations, we observed similar survival distributions in stages I, III, and IV, but not in stage II (Fig. 5). For example, in stage III, 5-year survival was 64.3% for sigmoid lesions, 57.0% for right colon lesions (P=.001), 57.9% for transverse (P=.001), and 60.2% for left-colon lesions (P=.001),whereas in stage II, 5-year survival was 83.6% and 83.7%, respectively, for rightand transversecolon lesions, 81.5% for the left colon, and 80.7% for sigmoid lesions [1].
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Among patients in the entire cohort, 32.5% had positive lymph nodes. When we used a histogram analysis of the number of positive lymph nodes, we found that the N stage could be stratified into the following four categories: N1 (one to three positive lymph nodes), N2 (four or five positive lymph nodes), N3 (six to eight positive lymph nodes), and N4 (nine or more positive lymph nodes). We used the proposed N stages in combination with the AJCC sixth edition staging system as a new staging system (Table 2). In this new system, stages I, IIa, IIb, IIIa, and IIIb are the same as corresponding stages in the sixth edition system, but the new stages IIIc, IIId, and IIIe are stratified by categories N2, N3, and N4, respectively, as defined above. The 5-year survival by these proposed stages is 93.2% for stage I, 84.7% for stage IIa, 72.2% for stage IIb, 83.4% for stage IIIa, 64.1% for stage IIIb, 52.3% for stage IIIc, 43.0% for stage IIId, 26.8% for stage IIIe, and 8.1% for stage IV [2]. Corresponding Kaplan-Meier survival curves for this system are shown in Fig. 4.  
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4. Methodology
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A back-propagation (BP) neural network is a multi-layer network and the layers are fully connected that is every neuron in each layer is connected to every other neuron in the adjacent forward layer. In a back-propagation neural network, learning algorithm has two phases. First, a training input pattern is presented to the network input layer. The network then propagates the input pattern from layer to layer until the output pattern is generated by output layer. If this pattern is different from the desired output, an error is calculated and then propagated backwards through the input layer. The weights are modified as the error is propagated. The feed forward BP MLP can be viewed basically as a set of equations that are linked together through shared variables in a formation diagramed as a set of interconnected nodes in a network capable of general functional approximation that provides learning capabilities. Variables for inclusion in the final network architecture are usually chosen by a sensitivity analysis method, which tests each input variable by dropping it from the input list and determining the resulting loss of predictive accuracy. Only variables that result in a significant loss of accuracy when dropped are retained in the final network's architecture. Classification tasks like tumor staging, diagnosis, or predicting survival can be performed by FFANNs. FFANN is typically organized as a set of interconnected layers of artificial intermediate (hidden) nodes depicted as a row or collection of nodes, each receiving input from other nodes, connected together to form the network. The MLP has an associated output activation level known as a "squashing" or "activation" function; the most popular is the sigmoid function [f(I)] expressed as:
Step 1 : Initialization Set initial weights w ij , w jk , [i=1...n], [j=1..m], [k=1..l], threshold values ? j , ? k and learning rate with random number within the range [-2.4/ F i , +2.4/ F i ] where F i = maximum no. of inputs connected to the single neuron.
Step 2 : Activation Calculate the actual output of neuron of hidden layer.
Here n is the no. of input layer neurons connected to hidden layer neuron j. Calculate the actual output of neuron of output Where m is the no. of hidden layer neurons connected to output layer neuron k.
Step 3 : Weight Update Update the weights in the network. Hidden layer weight update:
Input layer weight update:
Step 4 : Iteration Increase iteration p by one, go back to Step 2. Process is repeated until the error reduces to zero or closer to zero. Computing the output result and comparing it with the expected one find out the error and if the error is very higher than expected then error reduction process is applied here to reduce it. Each and every iteration comparing with the expected result the weight values are updated back propagating from end from the final layer to first layer. Then again using those weight values we will get the next result which has less error than before. In the same way after some iteration we will get more closer result than before and finally when the result is closest and has the least error then it is defined as the final result. 
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To aid clinicians in the diagnosis of colon cancer, recent research has looked into the development of computer aided diagnostic tools. Various techniques have been widely used for colon cancer diagnosis. In this paper we have discuss some of effective techniques that can be used for colon cancer determination. The predicting outcome is found based on comparing with previous dataset value. It is proved that in this process the outcome is more accurate than any other process.   
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