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1. An Approach to Extract Features from Document Image for Character Recognition
Abstract -In this paper we present a technique to extract features from a document image which can be used in machine learning algorithms in order to recognize characters from document image. The proposed method takes the scanned image of the handwritten character from paper document as input and processes that input through several stages to extract effective features. The object in the converted binary image is segmented from the background and resized in a global resolution. Morphological thinning operation is applied on the resized object and then the technique scanned the object in order to search for features there. In this approach the feature values are estimated by calculating the frequency of existence of some predefined shapes in a character object. All of these frequencies are considered as estimated feature values which are then stored in a vector. Every element in that vector is considered as a single feature value or an attribute for the corresponding image. Now these feature vectors for individual character objects can be used to train a suitable machine learning algorithms in order to classify a test object. The k-nearest neighbor classifier is used for simulation in this paper to classify the handwritten character into the recognized classes of characters. The proposed technique takes less time to compute, has less complexity and increases the performance of classifiers in matching the handwritten characters with the machine readable form.
Keywords : character recognition, morphological thinning operation, feature vectors, classifiers.
been proposed for recognizing the handwritten characters such as, HDCRGF [1], IHDCRFDHMM [2], HCRNN [3], EFHSNNHCR [4], and PABPNN [5] which can recognize the character in image by classifying them, but they take so much time and the methods are too complex and difficult to implement as well.
Recently SMHCR [6] has been proposed where a simplified technique is developed to recognize character from digital image. In that approach, the character object is segmented from the background and morphological thinning operation [7][8] is applied. After that the segmented image containing character object is partitioned into several cells. Feature value is estimated from each cell by calculating the proportion of the number of 0 and 255 intensity pixels. The estimated values for each cells are then stored in a vector and the vector is considered as a feature vector for that image. shows the steps of SMHCR [6].
In SMHCR [6], the features are calculated from the proportion of 0 and 255 intensity pixels in a certain cell which is not efficient in all cases. Here the feature values are dependent on counting of pixels, rather than the shape of the object; though the shape is an important factor for recognizing a character. In this paper, a modified technique is proposed where shape of a character object is taken into account in order to estimate a feature value. The techniques searches for different shapes of joint in a character object and calculate the frequencies of their occurrence. The jointshapes are pre-defined and their frequencies are considered as estimated feature values to be used in a suitable classifier.





Figure 1. Figure 1 :F
1[image: Figure 1 : (a) shows the extraction of character object from image and (b) is the extracted image, (c) is the result of morphological thinning operation on resized image, (d) shows the concept of partitioning the thinned image in same sized cells and (e) shows an example of calculating estimated value for a cell C where nw= 5 and nb= 11, so Pi = 5/11 = 0.454 K-nearest neighbor (KNN) [9] classifier is used here and the feature vectors are used to train the classifier. After training, the classifier is able to classify a]

Figure 2. Figure 4 :
4[image: Figure 4 : (b) Shows Feature-vector histograms obtained from several training objects in (a)]

Figure 3. Figure 3 :FFigure 2 :
32[image: Figure 3 : (b) Shows the histogram of the feature vector obtained from (a) Image]

Figure 4. Figure 7 :Figure 6 :Figure 5 :
765[image: Figure 7 : Histograms of features vectors for several character classes (for simplicity only A to H are shown)]

Figure 5. 
[image: Total 650 number of sample images with different handwritten characters collected from different people has been tested using the proposed method and the result shows that the proposed method performs successfully to recognize handwritten Year characters from document images and its average accuracy rate is 97.21%. The rate of success in recognizing sample images for different individual characters are shown in Fig6 and acomparison between the proposed technique and SMHCR[6] is also presented.]

Figure 6. Figure 8 :Figure 9 :
89[image: Figure 8 : Shows the accuracy rate of k-nn classifier in recognizing character using the proposed feature extraction method]

Figure 7. 
[image: 1. Aggarwal, A., Rani, R. and Dhir, R. 2012. Handwritten Devanagari Character Recognition Using Gradient Features. International Journal of Advanced Research in Computer Science and Software Engineering, vol.2 -no.5, pp. 85-90. 2. Patil, S. B., Sinha, G.R. and Thakur, K. 2012. Isolated Handwritten Devnagri Character Recognition using Fourier Descriptor and HMM.Global Journal of Computer Science and TechnologyVolume XIII Issue II Version I]
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2. II. Proposed Technique
 Up: Home Previous: 1. An Approach to Extract Features from Document Image for Character Recognition Next: 3. III. Simulation
Let X is the input character image with size m × n. Generally, documents are prepared by writing or typing on white paper. So, in this paper, we consider the background to be white and the foreground character objects to be black. X is converted into a binary image. So the background pixels will be the intensity of 1 and the foreground object pixels will be the intensity of 0. As mentioned earlier, the proposed technique seeks for predefined joint-shape occurrences.
Different kinds of joint-shapes are seen in character objects as indicated in Fig. 2 as an example.
The concept of joint-shape detection can be illustrated with the example given in Fig. 2. A character object is thinned and our technique searches for the four different predefined joint-shapes which are J 1 , J 2 , J 3 , J 4 . As we can see J 1 occurred for 2 times, J 2 occurred for 1 times, J 3 occurred for 1 times and J 4 occurred for 2 times. In this example, we will consider these frequencies to estimate feature values where-Frequency (J 1 ) = F1 = 2 Frequency (J 2 ) = F2 = 1 Frequency (J 3 ) = F3 = 1 Frequency (J 4 ) = F4 = 2 Now let's consider a vector F X = [F1, F2, F3, F4] = [2, 1, 1, 2] So, this F X will be the feature vector for the image X. In practical case number of joint-shape template is more (J 1 , J 2 , J 3 , J 4 ??. J n ) and in consequence feature vector contains more element such as F = [F1, F2, F3, F4,?.,Fn] when number of joint-shape template, i = n. We can produce a histogram from the frequencies contained in a vector. Fig. 3 shows an example of histogram obtained by processing an image containing the character "A" where i = 24.
In order to train a classifier, more images are processed to obtain feature vector and these vectors are passed into classifier to define individual classes. For an example, if we train classifier for the class "A" with 11 feature vectors from 11 objects, we get the following graph.  Indicates different joint-shapes J i detected on the object which are numbered as J 1 , J 2 , J 3 , J 4 . and (c) Shows the template of joint-shapes J 1 , J 2 , J 3 , J 4 (from left to right)
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3. III. Simulation
 Up: Home Previous: 2. II. Proposed Technique Next: 4. IV. Future Plan
The proposed technique has been simulated using Matlab programming language. In our simulation, we have used 24 templates of joint-shapes. Fig. 5 shows the several templates.
The joint-shapes are used as window and they slide through the image to find out any match. In every matching the frequency values are incremented by 1.
Several character images are used to extract feature vectors and k-nn classifiers is used and is trained to determine the class of a testing object. Fig. 6 shows some of the training images and feature vector histograms for several training classes are shown in Fig. 7.   Fig. 9 shows some scenario related to feature vector's size. We can see that if we increase the number of elements in feature vector (i), the classifier needs more time to be trained (a) and as well as we will get more accuracy rate also (b).
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4. IV. Future Plan
 Up: Home Previous: 3. III. Simulation Next: 5. V. Conclusion
The proposed technique can be improved to make it more efficient. Predefined joint-shape templates can be selected carefully so that unused templates can be removed which will reduce time complexity. More powerful machine learning algorithms can be used in here in order to improve the recognition rate. Integration of this feature extraction method into the neural network is also a future plan of this work.
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5. V. Conclusion
 Up: Home Previous: 4. IV. Future Plan Next: Appendix A §
In this paper a method in presented to extract features from a document image. The features are extracted by seeking the occurrence of some jointshapes in thinned object. The frequencies of occurrence are stored as feature elements in a vector. The feature vectors can be used through the classifiers in order to recognize a character object. The proposed feature extraction technique is less complex, easy to implement and integrate while recognizing the characters from document scanned image accurately. 

 Up: Home Previous: 4. IV. Future Plan Next: Appendix A §

Appendix A §
 Up: Home
Appendix A §


					
	
		, 
	
	
		International Journal of Pure and Applied Sciences and Technology 
		8  (1)  p. . 
	

	
	
		, 
	
	
		Document Image. International Journal of Computer Applications 
		51  (14)  p. . 
	

	
	
		An Approach to Extract Features from Document Image for Character Recognition
		New York, Inc: Springer-Verlag. 14 p. . 
	

	
	
		Handwritten Character Recognition using Neural Network
		
			C I Patel
		, 
		
			R Patel
		, 
		
			P Patel
		. 
	
	
		International Journal of Scientific & Engineering Research 
		2011. 2  (5)  p. . 
	

	
	
		Extended Fuzzy Hyperline Segment Neural Network for Handwritten Character Recognition
		
			D Pawar
		. 
	
	
		Proceedings of the International Multi Conference of Engineers and Computer Scientists, 
				 (the International Multi Conference of Engineers and Computer Scientists) 
		2012. 2012. 1 p. . 
	

	
	
		
			G A Baxes
		. 
	
	
		Digital Image Processing: Principles and Apllications, 
				 (New York
) 
		1994. 2013. US. 
	

	
	
		A Simplified Method for Handwritten Character Recognition from References Références Referencias
		
			M I Jubair
		, 
		
			P Banik
		. 
		2012. 
	

	
	
		Effective Morphological Extraction of True Fingerprint Minutiae based on the Hit or Miss Transform
		
			R Bansal
		, 
		
			P Sehgal
		, 
		
			P Bedi
		. 
	
	
		International Journal of Biometrics and Bioinformatics 
		2010. 4  (2)  p. . 
	

	
	
		
			R C Gonzalez
		, 
		
			R E Woods
		. 
		Digital Image Processing, 
				2004. Pearson Education. 
	
	 (2nd edition)

	
	
		Pattern Association for character recognition by Back-Propagation algorithm using Neural Network approach
		
			S P Kosbatwar
		, 
		
			S K Pathan
		. 
	
	
		International Journal of Computer Science & Engineering Survey 
		2012. 3  (1)  p. . 
	

	
	
		A Review on the Various Techniques used for Optical Character Recognition
		
			X Wu
		, 
		
			V Kumar
		, 
		
			J R Quinlan
		, 
		
			J Ghosh
		, 
		
			Q Yang
		, 
		
			H Motoda
		, 
		
			G J Mclachlan
		, 
		
			A Ng
		, 
		
			B Liu
		, 
		
			P S Yu
		, 
		
			Z H Zhou
		, 
		
			M Steinbach
		, 
		
			D J Hand
		, 
		
			D Steinberg
		, 
		
			P K Charles
		, 
		
			V Harish
		, 
		
			M Swathi
		, 
		
			C H Deepthi
		. 
	
	
		International Journal of Engineering Research and Applications (IJERA) 
		2007. 2012. 10  (1)  p. . 
	
	 (Knowledge and Information Systems)



			
 Up: Home

Information about this book

			Title statement

				An Approach to Extract Features from Document Image for Character Recognition
			
			Publication

					Publisher
	Global Journals Organisation

					Availability
	
This is an open access work licensed under a Creative Commons Attribution 4.0 International license. Please email us for details and permissions.


				Place of publication
	Cambridge, United States
	Date
	15 January 2013


			Source

				
					
					
					 6A662C41C5F85AE25BC4FA91854E7102. 
				Mohammad Imrul Jubair, 
. Global Journal of Computer Science and TechnologyGJCST  0975-4172.  0975-4350.  10.34257/gjcst. Cambridge, United States: Global Journals Organisation. 13  (2)  1 5. 

			
		
			
				
					By Softinator Dynamics Pvt. Ltd.
					
				
			

		
OPS/toc.html
Contents

		2. II. Proposed Technique

		3. III. Simulation

		4. IV. Future Plan

		5. V. Conclusion

		Appendix A ยง

		[About this book]



Guide

		[Title page]

		[The book]

		[About this book]





OPS/media/resource1.png
// AssOCIATION \\
OF RESEARCH |
SOCIETY, USA






OPS/media/resource7.png





OPS/media/resource6.png
L 2 3 4 5 & 7 8 o 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24





OPS/media/resource3.png





OPS/media/resource2.png
()

T Xmass Ymas) A

(b)

(e)





OPS/media/resource5.png





OPS/media/resource4.png





