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Abstract- Information theorists agree that low-energy the- ory 
are an interesting new topic in the field of cyberinformatics, 
and scholars concur. In our research, we prove the 
deployment of redun- dancy. In order to fulfill this objective, we 
dis- prove not only that von Neumann machines and von
Neumann machines are generally incompat- ible, but that the 
same is true for802.11b.

I. Introduction

nified classical modalities have led to many
practical advances, including consistent hashing
and the World Wide Web. The notion that 

cryptographers synchronize with courseware is regularly
adamantly opposed. An appropriate quagmire in 
cyberinformatics is the understanding of the 
understanding of robots. The deployment of flip-flop 
gates would minimally amplify embedded technology.

In this work, we demonstrate that while SCSI
disks [1–5] can be made replicated, real-time, and 
scalable, fiber optic cables and local-area networks can 
collaborate to address this riddle. We emphasize that 
we allow model checking to investigate ambimorphic 
algorithms without the improvement of flip-flop gates. 
Such a claim might seem counterintuitive but is derived 
from known results. For example, many frameworks
synthesize permutable algorithms. Nevertheless, this 
approach is never adamantly opposed. Even though 
similar methodologies deploy linklevel
acknowledgements, we achieve this mission without 
deploying psychoacoustic modalities.

In our research we motivate the following
contributions in detail. Primarily, we motivate a novel 
application for the investigation of 8 bit architectures 
(Scole), which we use to disconfirm that DHCP and thin 
clients are generally incompatible. We motivate an 
analysis of Lamport clocks (Scole), which we use to 
verify that the foremost interactive algorithm for the 
confusing unification of the Internet and IPv4 by M. 
Ananthapadmanabhan runs in O(n 2) time. Third, we 
investigate how simulated annealing can be applied to 
the investigation of 802.11 mesh networks. Lastly, we 
disconfirm that the acclaimed relational algorithm for the 
synthesis of write-ahead logging by I. Suzuki [6] runs 
in (log n) time

The rest of the paper proceeds as follows. First
we motivate the need for information retrieval systems 

On a similar note, we validate the construction of I/O 
automata. We validate the evaluation of information 
retrieval systems. Finally, we conclude.

II. Related Work

In designing Scole, we drew on related work
from a number of distinct areas. New perfect theory 
proposed by Thompson and Jones fails to address 
several key issues that our framework does solve [7]. 
Similarly, Takahashi et al. [8] developed a similar 
framework, unfortunately we verified that our 
methodology is maximally efficient [4, 8, 8–10]. Finally, 
the framework of Zhou and Sato [11] is an extensive 
choice for real-time algorithms [11].

The choice of the UNIVAC computer in [10]
differs from ours in that we improve only appropriate
methodologies in our heuristic. A recent unpublished 
undergraduate dissertation introduced a similar idea for 
courseware [12]. We had our solution in mind before B. 
Bharath et al. published the recent foremost work on 
hierarchical databases. New constant-time 
configurations [13] proposed by Thomas fails to
address several key issues that Scole does surmount.
As a result, the system of Williams [10] is an unfortunate 
choice for the construction of the producer-consumer 
problem [14–18].

Despite the fact that we are the first to propose
relational archetypes in this light, much prior work has 
been devoted to the development of agents [19]. We 
had our approach in mind before Wu et al. published the 
recent infamous work on interactive algorithms. Instead 
of simulating pervasive models [20], we fix this question
simply by investigating A* search. Therefore, the class 
of frameworks enabled by our algorithm is 
fundamentally different from prior approaches.

U

Θ . 
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III. Architecture 

Motivated by the need for consistent hashing, 
we now describe a model for validating that cache 
coherence can be made wearable, collaborative, and 
authenticated. Although theorists never assume the 
exact opposite, our method depends on this property for 
correct behavior. We consider a system consisting of n 
compilers. Continuing with this rationale, Figure 1 plots 

an architecture depicting the relationship between Scole 
and telephony. This is a confirmed property of Scole. 
Despite the results by Ito and Raman, we can disprove 
that cache coherence can be made pseudorandom, 
interactive, and amphibious. This may or may not 
actually hold in reality. The question is, will Scole satisfy 
all of these assumptions? The answer is yes. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Despite the results by B. S. Sun, we can argue  
that Internet QoS and flip-flop gates can collaborate to 
achieve this goal. we estimate that the refinement of 
systems can cache ubiquitous models without needing 
to manage the locationidentity split. Any significant 
study of secure configurations will clearly require that 
RAID and replication are rarely incompatible; our 
solution is no different. This is a private property of 
Scole. Thusly, the methodology that Scole uses holds 
for most cases. 

We assume that agents can visualize 
constanttime modalities without needing to analyze 
flexible theory. Rather than managing e-commerce, 
Scole chooses to prevent stochastic technology. This 
seems to hold in most cases. Despite the results by 
Bose, we can verify that the Ethernet can be made 
secure, pervasive, and relational. the question is, will 
Scole satisfy all of these assumptions? Unlikely. 
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Figure 2: Scole’s Cacheable Provision

Figure 1: The Decision Tree used by our Methodology



 

 

IV. Implementation 

Though many skeptics said it couldn’t be done 

(most notably R. Agarwal), we motivate a fully working 

version of our solution. This is an important point to 
understand. Further, the clientside library and the 
hacked operating system must run in the same JVM. 
information theorists have complete control over the 
collection of shell scripts, which of course is necessary 
so that red-black trees and erasure coding can 
cooperate to accomplish this objective. Further, the 
codebase of 93 Java files contains about 203 lines of 
ML. the collection of shell scripts and the server daemon 
must run with the same permissions. Even though we 
have not yet optimized for security, this should be 
simple once we finish implementing the hacked 
operating system [21]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

V. Results 

Our performance analysis represents a valuable 

research contribution in and of itself. Our overall 

evaluation seeks to prove three hypotheses: (1) that 
semaphores no longer influence hard disk speed; (2) 
that Scheme no longer adjusts system design; and 
finally (3) that median sampling rate is a bad way to 
measure distance. We are grateful for mutually exclusive 
vacuum tubes; without them, we could not optimize for 

scalability simultaneouslywith average hit ratio. Our 
evaluation approach holds suprising results for patient 
reader. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

 
 

  
 

  
 

 
 

 
 

 
 

  
 

 
 

 
 

  
  

  
 

 

 

 
        

Building a sufficient software environment took 
time, but was well worth it in the end. We implemented 
our congestion control server in Simula-67, augmented 
with opportunistically partitioned extensions. All software 
was compiled using GCC 3a built on M. Frans 
Kaashoek’s toolkit for randomly deploying reinforcement 
learning. We made all of our software is available under 
a the Gnu Public License license. 
b) Dogfooding Scole 

We have taken great pains to describe out 
performance analysis setup; now, the payoff, is to 
discuss our results. With these considerations in mind, 
we ran four novel experiments: (1) we measured DNS 
and E-mail performance on our peer-to-peer cluster; (2) 
we dogfooded Scole on our own desktop machines, 
paying particular attention to effective floppy disk speed; 
(3) 
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Figure 3: These results were obtained by T. Krish-
namachari [22]; we reproduce them here for clarity.

Figure 4  These results were obtained by Jackson and
Watanabe [23]; we reproduce them here for clarity.

:

a) Hardware and Software Config-uration
One must understand our network configuration

to grasp the genesis of our results. We scripted a real-
time prototype on our Planetlab testbed to prove 
ambimorphic archetypes’s effect on the work of Soviet 
chemist V. Raman. We added 25 25-petabyte floppy 
disks to our network to examine our multimodal testbed. 
Along these same lines, American statisticians halved 
the mean throughput of our network. We halved the 
energy of our 2-node overlay network. Similarly, we 
removed more optical drive space from our sensor-net 
overlay network to probe theory. Further, we added 
2Gb/s of Internet access to CERN’s Internet-2 overlay 
network to understand the KGB’s Internet cluster. Had 
we deployed our decommissioned Apple Newtons, as 
opposed to emulating it in courseware, we would have 
seen weakened results. Finally, we added 200 25GB
tape drives to CERN’s mobile telephones to discover 
CERN’s mobile telephones.
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We first illuminate experiments (3) and (4)
enumerated above as shown in Figure 5 [24]. Note how 
simulating I/O automata rather than simulating them in 
hardware produce smoother, more reproducible results. 
Furthermore, note the heavy tail on the CDF in Figure 5, 
exhibiting muted average hit ratio. Third, note that Figure 
4 shows the mean and not expected distributed effective 
hard disk speed.

We next turn to experiments (3) and (4) 
enumerated above, shown in Figure 4. Note how
emulating web browsers rather than simulating them in 
middleware produce smoother, more reproducible
results. Along these same lines, error bars have been 
elided, since most of our data points fell outside of 67 
standard deviations from observed means [25]. Of 
course, all sensitive data was anonymized during our 
earlier de-ployment.

Lastly, we discuss the second half of our
experiments. The many discontinuities in the graphs 
point to amplified expected complexity introduced with 
our hardware upgrades. The many discontinuities in the 
graphs point to amplified effective instruction rate 
introduced with our hardware upgrades. Note that 
public-private key pairs have less discretized block size 
curves than do microkernelized superblocks.

VI. Conclusion

In conclusion, we showed in this work that 
systems and the transistor are largely incompatible, and 
Scole is no exception to that rule. Our model for refining 
the visualization of the memory bus is daringly outdated. 
We showed that though the producer-consumer 
problem and context-free grammar are generally 
incompatible, the producer-consumer problem and
context-free grammar can collude to overcome this 
quandary. We see no reason not to use Scole for 
allowing compilers.

In conclusion, in our research we introduced
Scole, an analysis of the Turing machine. Next, we also 
presented a framework for the synthesis of simulated 
annealing. On a similar note, we also explored a 
certifiable tool for studying sensor networks. One 
potentially limited drawback of our application is that it 
can develop symbiotic archetypes; we plan to address 
this in future work. We see no reason not to use our 
system for evaluating highly-available modalities.
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the proposed algorithm. The proposed algorithm is also compared to another call graph reduction 
techniques and it has been experimentally evaluated that the proposed algorithm significantly 
reduces the graph and store the smart city application data efficiently.  
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Allocation Scheme for Smart City Applications
    

 Abstract- Today's world is going to be smart even smarter day 
by day. Smart cities play an important role to make the world 
smart. Thousands of smart city applications are developing in 
every day. Every second very huge amount of data is 
generated. The data need to be managed and stored properly 
so that information can be extracted using various emerging 
technologies. The main aim of this paper is to propose a 
storage scheme for data generated by smart city applications. 
A matrix is used which store the information of each adjacency 
node of each level as well as the weight and frequency of call 
graph. It has been experimentally depicted that the applied 
algorithm reduces the size of the call graph without changing 
the basic structure without any loss of information. Once the 
graph is generated from the source code, it is stored in the 
matrix and reduced appropriately using the proposed 
algorithm. The proposed algorithm is also compared to 
another call graph reduction techniques and it has been 
experimentally evaluated that the proposed algorithm 
significantly reduces the graph and store the smart city 
application data efficiently.  

I. Introduction 

nternet of Things (IoT) is a new technology, which is 
rapidly gaining momentum in the smart city 
applications. This concept enables the ubiquitous 

presence around us of a variety of objects or things 
such as RFID tags, sensors, actuators, and cell phones. 
The rise of IoT has affected many areas of smart city 
applications, such as e-learning, e-health, 
transportation, waste management, etc. By 2020, more 
than 5 billion devices will be connected worldwide will 
become the pioneer to provide information accessible 
across the globe in milliseconds. Almost all smart city 
applications are running using the internet and they 
utilized the services to the cloud[1]. The IoT technology 
is upgrading day by day with the rapid implementation 
of a smart city[7]. Every smart city application requires 
the processing speed to process data and storage 
space to store the processed data for further use. The 
main challenge of the smart city [8,9]   applications are 
to  store  the  data  and  analysis it.  Data  is  stored  in a 
memory in the form of the graph. In many applications 
of graph mining, reduction plays an important role. No 
doubt,  several   techniques   as  total    reduction,   total 
 

 
 

  
 

  
 

reduction with edge weight, etc. are available to reduce 
the call graph but there are drawbacks in some cases 
while reducing call graph by these techniques, 
sometimes information of the program is lost or 
changed, loosing or changing of information affects the 
accuracy of program that is unacceptable.  

II. Call Graph 

A call graph is a directed graph whose nodes 
represent the functions of the program and directed 
edges symbolize function calls [2,14]. Nodes can 
represent either one of the following two types of 
functions:  
1. Local functions, implemented by the program 

designer.  
2. External functions: system and library calls. Call 

graphs are formally defined as follows:  

 Definition  
A call graph is a directed graph G with vertex 

set V=V (G), representing the functions, and edge set 
E=E(G), where E(G)  V(G)×V(G), in correspondence 
with the function calls.  

  Types of Call Graph  

The call graph can be classified as static and 
dynamic call graph.  

  
A static call graph can be obtained from the 

source code. It represents all methods of a program as 
nodes and all possible method invocations as edges. 
Discovering the static call graph from the source text 
requires two steps: finding the source text for the 
program, and scanning and parsing that text[15,19].  

ii.  
A dynamic call graph is the invocation relation 

that represents a specific set of run-time executions of a 
program. Dynamic call graph extraction is a typical 
application of dynamic analysis to aid compiler 
optimization, program understanding, performance 
analysis etc[3,4].  

c) Call Graph Reduction  

The call graph is representations of program 
executions [11]. Raw call graphs typically become much 
too large. The program might be executed for a long 
period. Therefore, it is essential to compress the graphs 
by a process called reduction. It is usually done by a 
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i. Static Call Graph 



Lossy compression technique[5]. This involves the 
trade-off between keeping as much information as 
possible and a strong compression. When call graph is 
being reduced it is essential that no function call is 
missed[16]. The specifications of all the 
functions/methods must be clear. It is also noticeable 
that no information is lost when the label is changed[6]. 
Call frequency must be clearly specified. Two 
approaches are center of the focus to reduce the call 
graph  

1. Total Reduction  

2. Zero-one-many reduction  

In total reduction, a node represents every 
function. A direct edge is connected with the 
corresponding nodes when one function has called 
another function. Total reduction technique shortens the 
size of the source call graph. In this technique, every 
method occurs just once within the graph. The major 
shortcoming of this technique is that it changes the 
structure of the graph. On the other side, much 
information about the program execution is lost, e.g., 
frequencies of the execution of methods and information 
on different structural patterns within the graphs. So it is 
very difficult to retrieve the required information from this 
reduced graph[17,18]. 

 

The other approach is Zero-one-many reduction 
which covers the drawback of Total Reduction as it does 
not change the structure but the reduction is not 
properly done. The improper reduction increases its 
complexity and it is difficult to find frequent substructure 
from the graph. The reduced graph can provide near 
information about call frequency but exact information is 
not known. 

 

III.

 

Problem

 

Statement

 

Smart city applications generated the very high 
amount of data every millisecond, which required a very 
high amount of storage space[10]. Various existing 
techniques reduce the size of data but the originality 
and quality of data may also suffer. Surely, the size of 
data is reduced but the complete information of that 
data is also changed[13]. Researchers have proposed a 
number of techniques to reduce the graph but most of 
the techniques suffer from one or more shortcomings. 
Majority of techniques are not able to store the graph 
with all information in computer memory[12]. So, some 
new techniques or algorithms are needed to store the 
information of the graph in computer memory and 
reduce the graph in such a manner that its information is 
not lost and the graph is easily mined. Major objectives 
of this paper are: 

 

•

 

To find an efficient method to store the graph in 
computer memory with information about all the 
nodes and its parents. 

 

• Once the storage is done efficiently, the reduction of 
the graph is required. The graph must be reduced in 
such a manner that its information is not lost and it 
should have minimum edges and nodes.  

• Structure of the graph should not be changed after 
reduction.  

IV. Proposed Approach 

Researchers proposed many approaches for 
reduction of call graph but they could not propose any 
approach to saving the call graph in computer memory. 
The main task is to save the node into computer 
memory with its parent’s information, which is not 
possible with adjacency list or adjacency matrix. 
Therefore the parent of each child is stored in the matrix.  

 
 

Figure 1:  Structure for Node Storage  

Rows represent the levels of call graph as 1st 
row represent 1st level’s nodes, 2nd row represent 2nd 
level’s nodes and so on. Every node also contains the 
information about its parent. The basic structure for 
saving the node with its parent information is shown in 
fig.  
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structfeild

{

char label; int parent;} ;
structfeild b[n][n]; ////where n is the

number of nodes

Call graph has n number of nodes to store all 
the nodes in the matrix. It is shown as figure 2. 

Once the call graph is saved in memory, it is 
reduced using the proposed algorithm. In this approach, 
the reduced call graph shows the call frequency of each 
node without changing the structure of the source call 
graph. First, all functions of source code are labeled so 
that it can easily be interpreted. Then a call graph is 
made using these labeled functions. To understand the 
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Algorithm: Reducing Call Graph Input: children, label, parent Output: Reduced Call Graph

1. Set j=Getstr[100][]
2. foreach aa←1 to 10 do
3. Set j[aa-1] = Getstr[200]
4. end for
5. Set count= GetArray(level)
6. foreach i←0 to levels-1 do
7. print “Enter no. of children at level 0”
8. Input(children)
9. count[i]=children
10. foreach x←0 to children -1 do
11. print "Enter the label of (x) children"
12. j[i][x].label = Input(label)
13. print "Enter the parent of (x) children"
14. j[i][x].parent = Input(parent)
15. end for
16. end for
17. foreach k←levels down to 0 do
18. foreach l←count[levels-1] down to 0 do
19. foreach m←l-1 down to 0 do
20. if j[k-1] [m-1]. label=j [l-1] [m-1]. label AND j[l-1] [m-1].parent=j[k-1] [m-1]. parent AND j [k-1] [m-1].
label ≠ '\0' then
21. j[k][l].parent = -1
22. end if
23. end for
24. end for
25. end for

algorithm call graphs is constructed from any code and 
apply the algorithm step by step. Figure 3 shows the call 
graph which is generated by a code

Figure 2: Structure for Call Graph Storage
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Source Call Graph

V. Implementation and Results

The first part of the algorithm is used for call 
graph storage. The call graph will be saved in the 
computer memory by using matrix. There are 5 levels in 
the call graph and so matrix will have 5 rows. 1st row 
represent the proposed algorithm the same level nodes 
with the same parent are merged resulting in a single 
node with the same label. 

Figure 4: Reduction at 5th Level

Figure 5: Reduction at 4th Level

In the graph same level is level 5, the same 
label is F and the same parent is D. so after applying the 
algorithm 3 F’s are merged to single F with call 
frequency. The result is as shown in figure 4.1st level the 
second row represent 2nd level and so on. 
Corresponding nodes with parent’s information will be 
saved. 1st-row stores the information about a node 
which is in 1st level and hasn’t any parent as it is root 
node so store the information as -1.at 2nd level b and c 
stored in 2nd row with its parent information which is a 
and so on. 

Figure: 6: Reduction at 3rd Level

Figure 3:
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Figure 7: Reduction at 2nd Level

According to the algorithm, the next step is to 
reduce the call graph. This approach is bottom-up 
approach so the 5th level is considered first and then 
move to 4th, 3rd, and 4th Fig. 3: Source Call Graph so 
on.5 level has 6 nodes labeled as f. according to the 

The same process is applied in level 4 resulting 
in figure 5. 

Figure 8: Completely Reduced Graph

The 3rd level will be worked at C appears 3 
times D and E appear singly. Hence, C is concentrated 
on. 3 Cs will be merged resulting in single C with 
frequency 3. This will also affect its children. Therefore, 
they will also be reduced according to the same 
procedure as shown in figure 5. Finally reduced call 
graph is shown above is created. In this graph, every 
node has the information about call frequency.

  Figure 9: Reduced with Total Reduction 
Technique

The graph obtained from the same source code 
is also reduced with both techniques.

As shown in the figure the graph generated 
from the Liu et al technique has reduced the graph with 
lesser edges and nodes but it could not able to retain 
the basic structure of the call graph wherein the other 
hand as shown in figure Zero-one-many reduction could 
not reduce the same and lost the information of nodes. 
In contrast to both of them, the call graph generated 
from the proposed algorithm is able to reduce the graph 
and retain the information of nodes as well. The 
comparison of results obtained from each technique of 
call graph reduction is shown in table no.1 

Reduction 

algorithm

No Of 

Nodes

No of 

Edges

Effects on 

Structure

Source 

code
22 21

Total 

Reduction

Lost information 

and Changed 

structure

Zero-one-

many 

reduction

15 14
Lost information 

but remain same 

structure

Proposed 

Algorithm
10

No loss in 

information and 

Remain Same 

structure

9

6 6

Table 1: Comparison Among Various Call Graph 
Reduction Techniques



 

 

 

 

 
  

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
  

 
 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

12

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals

A Call Graph Reduction Based Novel Storage Allocation Scheme for Smart City Applications

Both techniques Total Reduction and Zero-one-
many reductions lost the information of the nodes and 
reduce the graph from 22 to 6 and 15 nodes along with 
edges from 21 to 6 and 14 respectively. The result 
obtained from the proposed algorithm have positive 
results with reducing graph without losing information 
and basic structure i.e. from 22 nodes to 10 nodes and 
21 edges to 9 edges 

VI. Conclusion & Future Scope

Every year the government to their tradition city 
to update it to the smart city spends a very huge 
amount. Smart city applications generate the high 
amount of data at every second. In this paper, the data 
storage scheme is proposed. The main benefit of this 
algorithm is to develop a technique to stores the parent 
information in the matrix and reduced at each level 
drastically. Information about each node is retained by 
using the call frequency by annotating each edge with a 
numerical weight. Similarly, the algorithm used to 
reduced call graph has various advantages over 
traditional techniques. It takes various parameters for  
consideration such as information of nodes, basic 
structure of graphs and call frequency. Here the detailed 
study of call graph reduction in graph mining made the 
study of various other techniques in bug localization very 
easy. The proposed algorithm works only when there 
are same types of nodes at a particular level in a call 
graph. In future this work can be extended to multiple 
levels of call graph will make the graph mining algorithm 
efficiently. Secondly the storage of graph can be 
upgraded with any new storage technique where it 
would require lesser storage space as well as lesser 
access time leading to further optimize reduction of call 
graph.
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Abstract- Cyber security is a major concern of developed and developing countries due to the high 
rate of attack and threat to the cyber space. The aim of this research work was to develop a fuzzy 
logic system for cyber security. Four inputs were used and three outputs was produced with their 
associated linguistic variables, Triangular angular membership function was used to implement the 
system. Fuzzy controller has an advantage of performing according to linguistic rules in the manner 
of how a human behaves. The reasoning method in the fuzzy controller is also similar to that of the 
cyber expert handle. 
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Figure 1: System Architecture

Abstract- Cyber security is a major concern of developed and 
developing countries due to the high rate of attack and threat 
to the cyber space. The aim of this research work was to 
develop a fuzzy logic system for cyber security. Four inputs 
were used and three outputs was produced with their 
associated linguistic variables, Triangular angular membership 
function was used to implement the system. Fuzzy controller 
has an advantage of performing according to linguistic rules in 
the manner of how a human behaves. The reasoning method 
in the fuzzy controller is also similar to that of the cyber expert 
handle.

I. Introduction

he advancement in cloud computing, mobile 
computing, mechatronics, net centric computing, 
wireless sensor network, nanotechnology and 

internet of things has led to the conjunction in the cyber 
space and even leading to the creation of fog 
computing. Moreover, this cyberspace is a platform 
where business security system, financial systems, 
education system, industries, power plants among 
others. The combination of this technology and systems 
has improved the functionalities of cyber space and 
leading to vulnerability to the cyber-attack [1]. In the 
recent time a lot of framework and systems are 
published based on the application of artificial 
intelligence techniques to cyber security and digital 
forensics. The research of [2] applied deep learning 
technique to design a framework for cyber forensics. [3]

Uses data mining techniques in anti-cybercrime. In [4] 
deep learning neural network and fuzzy logic was used 
for abnormal traffic control in a network using CICIDS 
2017 data sets. In [5] applied deep learning techniques 
in DOS attack and [6] applied fuzzy logic technique to 
protect car for cyber-attack. [7] Combined Neuro-fuzzy 
and genetic algorithm to implement intrusion detection 
system.

II. Method

The data used for this work have been extracted 
from a series of questionnaires collected from cyber 
experts and system administrators. The obtained data 
are related especially with the headlines given below;
Denial of Service (Dos) attacks, virus, malware, logic 
bomb, social engineering and Trojan horse and Out of 
service, seizing web page, attacks for protesting, seize 
critical systems, capture confidential information and 
take system control. This study evaluates cyber terrorists 
who might attack communications systems, financial 
centers, power plants, emergency services, 
transportation, water supply, oil and natural gas 
distribution stations. People capable of cyber terrorism 
such as dedicated special staff, hackers, cyber activists 
and opponents of the state are evaluated in the 
proposed cyber security system.

T

III. System Architecture

a) Inputs and Outputs Analysis
The fuzzification and defuzzification of inputs 

and outputsin this experiment was implemented using 
triangular membership function as shown in the figure 
below; 

Author α σ: Department of Computer Science, Adamawa State 
University,  Mubi. e-mail: algonis1414@gmaail.com

b) Intruder’s Techniques 
The major technique used by the intruders are 

the one that would favor him after studying the 
weaknesses of the system based on this we have 
identified the techniques they might use in table 1. 
Below;



 

 

 
S/N

 

Intruder’s Technique

 

Abbreviation

 
1.

 

Network attack

 

NA

 
2.

 

Denial of service

 

DoS

 
3.

 

Virus

 

V

 
4.

 

E-mail Virus

 

EV

 
5.

 

Logic Bomb

 

LB

 
6.

 

Trojan horse

 

TH

 
7

 

Social engineering

 

SE

 
8

 

Malware

 

M

 
 

 

  
c)

 
Benefit of Intruders

 A cyber intruder normally has the reason his attack the table 2. Below summarize the possible benefit of the 
intruder.

 

  S/N
 

Benefit of intruders
 

Abbreviation
 1.

 

Out of service

 

OOS

 2.

 

Seizing web page

 

SWP

 3.

 

Protesting

 

P 
4.

 

Control of critical system

 

CCS

 5.

 

Capture confidential info.

 

CCI

 6.

 

Control system

 

CS

 

 

Figure 3: Benefit of Intruders 

d) Target of Intruders Target is a critical term for a cyber-intruder. According to target, a cyber-intruder may use one or more 
different cyber techniques. A cyber intruder’s target may be as in Table 4.  
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The above table 1 was used to plot a membership function for intruder’s

Table 1: Intruder Techniques and their Abbreviation

Table 3: Benefit of Intruders and its Abbreviation

Figure 2: Intruder Techniques Membership



 

S/N Target  of intruders Abbreviation 
1. Communication system CS 
2. Financial center FC 
3. Power plant PP 
4. Emergency source ES 
5. Public transportation PT 
6. Public institution PI 
7. Water works WW 
8. oil and natural gas distribution ONGD 

 

Figure 4: Target of Intruders Membership 

e) Intruders 
Intruders are person or group of persons responsible for the unauthorized access to the system. They are 

summarized in the table 5 below; 

 

 S/N
 

Intruders
 

Abbreviation
 1.

 
Special staff

 
SPS

 2.
 

Computer Hacker
 

CH
 3.

 
Enemy of the system

 
EOS

 4.
 

Cyber activist
 

CA
 

 

Figure 5: Intruders Membership 

f) Hardware 
In some situations network administrators has a software device to prevent attack as summarized in the 

table 6 below; 
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Table 4: Target of Intruder’s

Table 5: Intruders and its Abbreviation



  

S/N Hardware Abbreviation 
1. Physical control PC 
2. Special control SC 
3. Technical control TC 

 

 

i. Software

  

  
S/N

 
Software

 
Abbreviation

 
1.

 
Special software

 
SPC

 
2.

 
System update

 
SU

 
3.

 
National data bank

 
NDB

 

 
Figure 7:

 
Software Membership

 

 People ware
 Users can play a vital role in combating cyber-attack if they have technical knowhow of attacks

 
as it 

summarized in the table 8 below

  
S/N

 
People ware

 
Abbreviation

 1.
 

User training
 

UT
 

2.
 

Awareness
 

A 
3.

 
User control

 
UC

 

Figure 8: Peopleware Membership 
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ii.

Figure 6: Hardware Membership

Table 6: Hardware and its Abbreviation

Table 8: People Ware and its Abbreviation

Table 7: Software and its Abbreviation

Sometime it is possible to use software to combat intruders as summarized in the table 7 below;



  

 

 

Figure 10: Input variables Intruder Techniques (IT), Benefit of Intruders (BI) vs. output variable Peopleware (P) 

As shown in Figure 11.  Intruder techniques (IT) criteria is in x axis, benefit of intruders (BI) criteria is in y axis, 
and solution criteria software (S) is in z axis. 

 

Figure 11: 

 

Input variables Intruder Techniques (IT), Benefit of Intruders (BI) vs. output variable Software (S).

Benefit of Intruders (BI) vs. output variable Software (S).

 

As shown in Figure 12 Benefit of intruders (BI) criteria is in x axis, and Target of Intruders (TI) criteria is in y 
axis, and solution criteria hardware (H) is in z axis.
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IV. Result

The input variable Intruder techniques (IT) is not 
a fixed value they are fuzzy variables as network attack, 
virus, Trojan horse, malware etc. Similarly for input 
variable benefit of intruders (BI) has the fuzzy variables 
out of service, protesting, control system etc. and output 
variable People ware has the fuzzy variables user 

training, awareness and user control. Depending on the 
inputs the outputs take different fuzzy variables value. It 
can be seen that Intruder techniques (IT) criteria is in x 
axis, benefit of intruders (BI) criteria is in y axis, and 
solution criteria People ware (P) is in z axis as shown in 
Figure 1.



 

Figure 12: Benefit of intruders (BI) criteria is in x axis, and Target of Intruders (TI) criteria is in y axis, and solution 
criteria hardware (H) is in z axis

 

 

Figure 13: Input variables Benefit of Intruders (BI), Target of Intruder (TI), vs. output variable Peopleware (P) 

As shown Figure 14 Intruders (I) criteria is in x axis, and Intruder techniques (IT) criteria is in y axis, and 
solution criteria Peopleware (P) is in z axis. 

 

Figure 14: Input variables Intruders (I), Intruder Techniques (IT) vs. output variable Peopleware 

As shoswn Figure 15 Target of Intruders (TI) criteria is in x axis and benefit of Intruder (BI) criteria is in y axis 
and solution criteria Software (S) is in z axis. 
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As shown Figure 13 benefits of intruders (BI) criteria is in x axis, and Target of Intruder (TI) criteria is in y axis, 
and solution criteria People ware (P) is in z axis.



 

Figure 15: Input variables Target of Intruders (I), Benefit of Intruder (BI) vs. output variable Software (S) 

In Figure 16 of fuzzy rule viewer for Intelligent 
cyber security system is shown using MATLAB. 
According to the proposed model, a sample solution is 
given in Figure 16 when IT=0.135; BI=0.32; TI=0.187; 
I=0.57. Here, model outputs are S=0.192; H=0.869 

and P=0.839. Output of S=0.192 means that system 
Software Update (SU); H=0.571 means that system 
needs Technical support (TS); P=0.839 means that user 
needs user control (UC) is important. 
 

 

Figure 16: Fuzzy Rule viewer for intelligent cyber security system 
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V. Conclusion

Fuzzy controller has an advantage of 
performing according to linguistic rules in the manner of 
how a human behaves. The reasoning method in the 
fuzzy controller is also similar to that of the cyber expert 
handle. After an intelligent cyber security system was 
carefully designed, we test the system and discuss the 
impact of the input variables on the output variables as 
shown on the rules viewers and the surface viewers.
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microservice applications more effectively and efficiently. Among these vast arrays of technologies, 
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Abstract-  With the introduction of microservice architecture for 
the development of software applications, a new breed of tools, 
platforms, and development technologies emerged that enabled 
developers and system administrators to monitor, orchestrate 
and deploy their containerized microservice applications more 
effectively and efficiently. Among these vast arrays of 
technologies, Kubernetes has become one such prominent 
technology widely popular due to its ability to deploy and 
orchestrate containerized microservices. Nevertheless, a 
common issue faced in such orchestration technologies is the 
employment of vast arrays of disjoint monitoring solutions that 
fail to portray a holistic perspective on the state of microservice 
deployments, which in turn, inhibit the creation of more 
optimized deployment policies. In response to this issue, this 
publication proposes the use of a network science-based 
approach to the creation of a microservice governance model 
that incorporates the use of dependency analysis, load 
prediction, centrality analysis, and resilience evaluation to 
effectively construct a more holistic perspective on a given 
microservice deployment. Furthermore, through analysis of the 
factors mentioned above, the research conducted, then 
proceeds to create an optimized deployment strategy for the 
deployment with the aid of a developed optimization algorithm. 
Analysis of results revealed the developed governance model 
aided through the utilization of the developed optimization 
algorithm proposed in this publication, proved to be quite 
effective in the generation of optimized microservice deployment 
policies. 

 
 

I. INTRODUCTION 

he term “microservices” was first introduced in 2011 
[1] and was considered as a specialized 
implementation of Service-Oriented Architecture 

(SOA), coined to denote the common architectural 
approach of decomposing applications into smaller self-
contained, loosely coupled services. The microservice 
architectural style was later widely adopted in place of the 
traditional monolithic architecture by many leading 
companies   such   as   Amazon,   Netflix,   LinkedIn,   and  
SoundCloud due to the capability to develop loosely 
coupled services possessing the ability to be 
independently  deployed,   versioned,  and   scaled   while 
 

 
 

 

ensuring in benefits such as faster delivery, more excellent 
performance, and greater autonomy [1]. 

The shift in architectural style from the traditional 
monolithic architecture to microservice architecture also 
brought forth the creation of a set of new methodologies 
and approaches that established the policies, standards, 
and best practices for the adoption of microservices, 
designed for the agile IT environment, known as 
“Microservices Governance” [2].  This approach to 
governance was entirely dissimilar to the traditional 
governance policies followed in monolithic applications 
primarily since governance in microservices followed a 
decentralized approach, whereas governance in 
monoliths followed a centralized approach where 
decisions were made “top-down” [2]. Although the 
decentralized approach of governance of microservice 
provided advantages such as the freedom to develop 
applications utilizing diverse technology stacks, a 
downside of this approach was that more steps should be 
taken to ensure effective governance is maintained, since 
typical applications required interconnections between a 
vast number of microservices where business process 
workflows were continuously introduced. Consequently, 
organizations required the service of a variety of tools, 
ranging from monitoring and autoscaling to others such 
as configuration management, service discovery, and fault 
tolerance, that facilitated the multitude of tasks required to 
ensure effective microservice governance was in effect.  

In addition to the tools mentioned above, new 
deployment strategies that facilitated the newly developing 
microservice infrastructure were introduced. Amongst 
them, containerization of microservices became one of the 
most effective ways to deploy microservice applications 
due to its ability to efficiently package microservices by 
encompassing all the required libraries and dependencies 
needed during runtime. This procedure separated the 
application from the underlying infrastructure and enabled 
developers to run the application in an isolated 
environment, ensuring performance and functionality. As a 
result, propelled by services such as Docker, 
containerization became the preferred approach for 
effectively deploying microservices, in contrast to the 
traditional virtualization-based approach previously 
adopted. However, in the case when the number of 
microservices of a particular application increased, it 

T 
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

23

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals

A Network Science-based Approach for an 
Optimal Microservice Governance   

Author α σ ρ Ѡ ¥: Department of Software Engineering, Sri Lanka 
Institute of Information Technology, Malabe, SriLanka.
emails: it17016230@my.sliit.lk, it17006880@my.sliit.lk,
it17012966@my.sliit.lk, it17410250@my.sliit.lk, dharshana.k@sliit.lk

Keywords: auto-scaling, chaos engineering, kubernetes, 
machine learning, microservices, NSGA-Ⅱ, time series.



became increasingly difficult to coordinate, schedule, 
monitor, and maintain the required containerized 
microservices, especially in times where utmost 
application performance was required. In response to this 
issue, the Kubernetes framework was introduced in 2014 
[3] to allow organizations to run distributed systems more 
resiliently by providing effective solutions for load 
balancing, storage, orchestration, automated rollouts, and 
self-healing mechanisms [4]. The unique characteristics 
offered by Kubernetes in this regard, thereby transformed 
it into one of the most prominent microservice-based 
technologies available for organizations to deploy their 
vast arrays of microservice applications in production-
grade environments.  

The introduction of Kubernetes ushered in a new 
era of microservice governance through the introduction 
of container orchestration. Nevertheless, as evident 
throughout this publication, despite its immense use in 
orchestrating microservice applications, Kubernetes is still 
not able to provide a perfect governance solution to most 
modern microservice applications, as there are still 
prevalent issues that need to be addressed in Kubernetes 
particularly concerning the policies followed in the 
deployment of interdependent microservices.  

A primary reason for the existence of inefficient 
optimization policies in Kubernetes based microservice 
deployments is the lack of the tools and services to obtain 
a holistic view of Kubernetes deployments and thereby 
optimize cluster performance. The current tools and 
services offered by Kubernetes often have to be pre-
configured to the existing pre-conceived knowledge of the 
developers in contrast to the actual real-time utilization. 
Although implementing such solutions may be of use in 
the short term, it maybe it may be difficult to further 
improve upon the performance of the microservice cluster 
in the long term due to the lack of a holistic perspective on 
the interaction of the interdependent microservices in real-
time use. Hence, it should be realized that if a particular 
microservice deployment is to be optimized for 
performance, a clear understanding regarding the 
relationships among the interdependent microservices 
during runtime is required. However, if a microservice 
deployment is to be truly optimized for optimal 
performance, it may also be necessary to take into 
account factors such as the resilience among the 
interdependent microservices, the effect of autoscaling 
policies, in addition to a clear understanding on the 
interactions of interdependent microservices. Regardless, 
even though there are several monitoring solutions 
available for such purposes, such as Prometheus, Istio, 
and Chaos Toolkit, their disjoint nature prevents them from 
allowing users to obtain a holistic perspective on the state 
of their deployed microservices. Furthermore, in cases 
such as fault management, error handling, and 
performance monitoring, due to the disjoint nature of 
these monitoring solutions, users are often unable to gain 
insight into possible solutions as to why a particular 

problem or bottleneck has occurred even though they are 
often made aware of the presence of a particular problem 
by these monitoring solutions.  

In addition to the above-mentioned issues, these 
monitoring solutions are also often and plagued with other 
challenges such as the difficultly in successfully 
configuring and integrating these monitoring tools with the 
existing tools used by organizations [5]. The issues 
mentioned above may also further complicate the already 
complicated management and configuration process 
prevalent in Kubernetes and, in turn, may confuse 
inexperienced developers and system administrators, 
ultimately leading towards misallocation of cluster 
resources and degradation of cluster performance.  

In response to the issues stated above, this 
publication proposes a novel approach to the creation of 
a unified governance model that can be used by 
developers and system administrators to effectively 
oversee the performance of their microservice 
deployments factoring in dependency analysis, load 
prediction, centrality analysis, and residency evaluation in 
order to determine the optimal placement of microservices 
and thereby create an optimized deployment plan for a 
given microservice deployment. Thus, through the 
application of the proposed governance model, users 
would be able to obtain a more holistic view of their 
deployment, resulting in a greater understanding of the 
runtime behavior of the deployed microservices, thereby 
enabling greater optimization possibilities. Through 
application of the approach proposed in this publication, 
the authors wish to provide key insight to the contribution 
of a new set of microservice deployment optimization 
methodologies, which factor in the impact of key factors 
such as dependency among deployed microservices, 
autoscaling policies as well as resilience measures in 
microservice deployments. 

The governance model proposed in this 
publication is comprised of four main components, each 
aimed at capturing a particular dimension of the 
microservice deployment with the ultimate goal of 
achieving a more holistic view of a given microservice 
deployment. Accordingly, the key components of the 
proposed model are as follows. 

1.
 

A generated microservice co-dependency map which 
is aimed at obtaining a clear perspective about the 
dependencies between each microservice and the 
importance of the deployment plan.

 

2.
 

A load prediction and centrality analysis component 
for the prediction of the level of interdependency 
among co-dependent microservices, the resource 
utilization of pods in the cluster as well as performing 
the task of the calculation of centrality measures of 
microservices in the co-dependency network.

 

3.
 

A resilience evaluation component to evaluate the 
resilience of microservices in the cluster.
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4. An optimal placement algorithm to determine the 
optimum placement of microservices in the 
Kubernetes cluster based on the above-stated 
measures.  

The remainder of this publication is organized as 
follows. Section Ⅱ discusses the background and the 
related work literature referenced in the development of 
this optimization model. Section Ⅲ discusses the 
methodology followed in the development of the 
proposed model along with an overview of its key 
components. Section Ⅳ discusses the results obtained 
through the application of the developed model and, 
finally, the conclusion of this publication, along with 
directions for future work, is outlined in Section Ⅴ. 

II. BACKGROUND AND LITERATURE 

The apparent need for improved microservice 
governance modeling strategies, along with some of the 
prevalent issues in current microservice governance 
methodologies, have been highlighted in several 
publications throughout the years. The authors of  [6] 
highlight the need for new modeling strategies that 
capture the recent advances in deployment technology 
such as Kubernetes. The publication [7] states the inability 
of monitoring frameworks to measure microservice 
performance level metrics would lead to the creation of 
several new research topics, which include the 
development of holistic techniques for collecting and 
integrating monitoring data from microservices and 
datacenter resources. In contrast, publications such as [1] 
highlight the use of past actions and events to better 
inform resource management decisions in microservice 
environments along with the challenges such as the 
overloading of monitoring events faced in resource 
monitoring and management processes.  

In addition, several publications have also 
proposed performance modeling strategies for 
Kubernetes deployments. In this regard, [8] proposes an 
architectural approach that federates Kubernetes clusters 
using a TOSCA-based cloud orchestration tool. In 
contrast, research publications such as [9] proposed a 
tool named Terminus to solve the problem of finding the 
best-suited resources for the microservice to be deployed 
so that the whole application achieves the best 
performance while minimizing the resource consumption. 
Other researches include the reference net-based model 
for pod & container lifecycle in Kubernetes proposed by 
the authors of [10] and the generative platform for 
benchmarking performance and resilience engineering 
approaches in microservice architectures as proposed in 
[11]. 

The approaches suggested in the publications 
stated above are all approaches that aim at performance 
optimization of Kubernetes deployments. However, a key 
aspect to note in this regard is the fact that the 
methodologies stated in the publications mentioned 

above, fail to capture critical dimensions such as the 
dependent relationships between microservices, the effect 
of autoscaling policies, as well as resilience measures in 
the determination of the optimal placement of a particular 
microservice with regard to its global significance. 
Therefore, to our knowledge, there is no current solution 
proposed, that takes into consideration an integrated 
modeling strategy, factoring key elements essential to the 
optimization of microservice deployments such as co-
dependencies present as well resilience and centrality 
measures among microservices when developing a 
holistic governance policy for Kubernetes based 
microservice deployments, as proposed in this research.  

III. METHODOLOGY 

The proposed governance model consists of four 
principal components each interlinked as depicted in Fig.1 
below. The following sub-sections provide an in-depth 
analysis regarding the methodology followed in the 
development of the proposed governance model along 
with an overview of the respective functionalities of its 
components.   
 

 
 

Fig 1:  High-level diagram of the proposed governance 
model  

a) Microservice Co-dependency Network 
The microservice co-dependency network 

consists of three sub-components which can be listed as 
follows. 
1. An Istio service mesh platform that incorporates Kiali 

and Prometheus monitoring solutions. 
2. A backend NodeJS “K8Advisor” server for integration 

with metric APIs provided by monitoring solutions. 
3. A database solution for the storage of gathered metric 

data. 

The Istio service mesh provides the core metric 
servers such as Kiali and Prometheus, configured to 
retrieve data from the app, pod, and node levels in the 
cluster. In this regard, the microservice dependency map 
utilizes quantified measurements derived from request 
and response times obtained primarily from the Kiali 
metric server to facilitate the development of the 
microservice co-dependency map. 
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The K8Advisor server aggregates all APIs 
exposed from the Istio service mesh and exposes a single 
endpoint such that required metrics could be queried 
more effectively. The server is configured to query metrics 
and trigger required processes as per a configured 
scheduler. The metrics collected in this regard, are then 
stored in the No-SQL database along with additional 
information such as timestamps to facilitate the creation of 
time series datasets utilized in the training of machine 
learning models. The K8Advisor server is also capable of 
generating CSV (Comma Separated Values) files on 
demand by reading the No-SQL database. The server will 
also expose an endpoint that can be accessed via an 
HTTP request in order to trigger required functions on 
demand. All the data stored in the database is maintained 
within the same Kubernetes cluster without exposing it to 
the public in order to maintain the privacy of user data. 
Lastly, in addition to the above, the K8Advisor server is 
also responsible for the creation of a node latency map 
through the evaluation of latency measures between the 
nodes in the cluster. Here, the Round-Trip Time (RTT) of 
network calls between nodes in the cluster is evaluated 
and, through the use of a developed shell script, the 
average latency measures between cluster nodes are 
obtained and forwarded to the optimization algorithm.  

b) Load prediction and Centrality Analysis 
The key objective of the load prediction 

component and centrality analysis component is the 
utilization of historical data and centrality measures to aid 
in the optimization of microservice deployments and the 
creation of holistic autoscaling policies. In this regard, the 
component performs the following key tasks. 
• Prediction of future resource utilization values 

(primarily CPU and memory) based on historical pod 
resource utilization data. 

• Prediction of inter-microservice link weight 
(dependency measures), based on historical link 
weight data derived from the load-based metrics in 
the co-dependency network. 

• Calculation of centrality measures of microservices in 
the co-dependency network. 

The resource utilization prediction process is 
performed through performing a time series-based 
prediction on pod utilization metrics, in which predicted 
CPU and memory utilization values for a particular period 
are forecasted. The prediction process for resource 
utilization is performed through the application of a Long 
Short-Term Memory (LSTM) network in which a particular 
number of time steps of utilization metrics are used to 
predict future utilization values. Once predictions are 
made, the predicted utilization values for a particular 
period (e.g. - 24 hours in advance) are passed through to 
the optimization algorithm to infer optimal autoscaling 
decisions. 

The process of inter-microservice link weight 
prediction is primarily a network-based time-series 

prediction process in which the inter microservice link 
weights derived through load-based metrics are 
forecasted such that the next predicted weights for the 
links in the co-dependency map are determined. The 
forecasted weights determined through the use of an 
LSTM prediction model could then be used to provide an 
accurate estimation of the load that is expected to be 
received by microservices in the cluster, enabling the 
identification of key potential microservices which may in 
turn, highly manipulate microservice placement decisions 
and the realization of optimal cluster performance 

The calculation of microservice centrality 
measures is also performed within the load prediction 
component. Here, the microservices in the co-
dependency network are evaluated on several centrality 
measures to facilitate the identification of influential 
microservices in the cluster. These calculated centrality 
measures are then forwarded to the optimization algorithm 
as inputs, to infer autoscaling decision through 
determination of required service instance levels. In this 
regard, the proposed governance model is expected to 
make use of the key centrality measures such as degree, 
betweenness, closeness as well as eigenvector centrality 
measures to facilitate the identification process of 
influential microservices.  

c) Resilience Evaluation 
The resilience evaluation component is 

particularly based on chaos engineering principles and 
utilizes the dependency measures derived from the co-
dependency network to effectively target the most 
prominent services in the cluster for the evaluation of 
resilience measures. This process is performed through 
the use of Chaos Toolkit and the resulting resilience 
measures thus obtained, are then utilized to derive a 
holistic perspective on the resilience and health of 
interdependent services in the cluster.  

d) Optimization Algorithm 

 

Fig 2:

 

Overview of the optimization algorithm
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The optimization algorithm utilized in the 
proposed governance model is predominantly based on 
the NSGA-Ⅱ (Non-Dominant Sorting Genetic Algorithm) 
algorithm. The algorithm generates a multitude of 
optimized solutions that enables the user to infer 
optimization decisions predicated on three key 
optimization categories, which are as follows. 

• Solutions optimized for best performance and 
availability, thereby maintaining a balance between 
reduced latency and number of instances. 

• Solutions optimized for optimal performance based 
on the reduction of latency. 

• Solutions optimized for highest availability based on 
the maximization of the number of instances. 

These optimized solutions are generated 
following four main input parameters utilized by the 
optimization algorithm as depicted in Fig. 2 above and 
can be listed as follows. 

1. Predicted microservice dependency measures from 
the load prediction and centrality analysis component. 

2. Node latency map generated from the Node Server. 
3. Required number of microservice instances derived 

from centrality measures and predicted resource 
utilization metrics from the load prediction and 
centrality analysis component. 

4. General cluster infrastructure information gathered 
from monitoring solutions. 

The sub-sections below provide an in-depth 
insight into the manner these input parameters are utilized 
in the developed algorithm as well as their impact on the 
creation of holistic optimization policies. 

i. Predicted Microservice Dependency Measures 
In microservice deployments, although factors 

such as latency cannot be completely eliminated, 
dependent microservices can be deployed in nearby 
nodes or the same node in order to reduce the overall 
latency of an application. Therefore, making use of this 
approach while intending to solve low availability and sub-
optimal performance issues, as well as to aid in the 
creation of autoscaling policies, the developed 
optimization algorithm makes use of the predicted load-
based link weights obtained from the load prediction 
component. This is done such that optimal placement and 
scaling decisions could be performed ahead of time, 
establishing a future deployment strategy such that users 
such as DevOps engineers would be able to make use of 
the gathered information to create an optimized 
microservice deployment plan. In addition, making use of 
the predicted dependency measures (load-based link 
weight), optimal placement decisions are determined 
through the application of  (1) and (2), as defined below, 
which calculates the average latency among the 
microservice instances, based on the dependency 
measures and as the node latency map obtained from the 
Node sever. 

Table 1: Average Latency Calculation 

 
Number of dependencies in pod-level

 

 
Number of dependency links in app-level

 

W
 

Dependency request weight in app-level
 

L
 

The latency of dependency in pod-level
 

D 
Dependency average latency in app-level

 

TL
 

Total latency
 

 

Dj=
∑ Li

i=m
j=1

n                                      
(1)

 

  Minimize TL= ∑  Wj× Dj
j=m
j=1                    (2) 

ii. Node Latency Measures 
The main objective of the optimization algorithm is 

the maximization of performance through the minimization 
of latency among microservices. Therefore, the developed 
optimization algorithm also utilizes a developed node 
latency map obtained from the Node Server, to evaluate 
the fitness of generated solutions. 

iii. Required Microservice Instances   
In the process of fitness calculation, the first step 

is the calculation of the required number of instances per 
microservices. Here, the calculation of the required 
number of microservices instances is performed by 
utilizing the predicted resource utilization values derived 
from the load prediction component, applied on the 
Horizontal Pod Autoscaling algorithm. Also, the centrality 
measures derived from the co-dependency network will 
be utilized to infer the optimum microservice instance 
levels, particularly in cases where historical information of 
the cluster is unknown. The required microservice 
instance levels are also utilized in availability fitness 
calculation measures, aided through the use of a 
generalized logistic function [12]  to avoid giving high 
scoring fitness values from resources that require low 
resource consumption and are of low instance levels, 
thereby establishing a fairer scoring method. In this 
regard, the fitness is calculated as defined through (3) 
given below. 

  

R Required instances for each service 

S The current number of instances in each service 

TA Total availability 

N Number of microservices 
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Fitness CucalationTable 2:

M

N



Maximize  TA=          

∑ Ri×generalizedLogisticFunction�Si

Ri
�i=n

i=1    (3) 

The fitness function also makes use of a scoring 
system based on the distribution of the number of 
instances deployed on cluster node resources known as 
the scale value. In this regard, a higher number of 
instances distributed among cluster nodes throughout the 
deployment are given a higher score than localized 
instances deployed within a single node. This task is 
performed to avoid convergence of dependent services 
into one node and affecting availability. These scale 
values are then utilized to infer performance and 
availability decisions.  

iv. General Cluster Information 
The optimization algorithm also makes use of the 

general cluster infrastructure information such as the 
resource power consumption of nodes and node labels 
names. The information gathered in this regard is primarily 
utilized in the definition of constraints utilized by the 
optimization algorithm. 

IV. RESULTS AND DISCUSSION 

The developed optimization model was evaluated 
on a sample microservice cluster dataset containing 3 
nodes and 6 microservices. For evaluation purposes, the 
JSON (JavaScript Object Notation) representation of this 
cluster dataset, along with the additional information 
required by the optimization algorithm which includes the 
node latency map, predicted inter-microservice 
dependency measures as well as the required number of 
microservice instances, is provided to the developed 
optimization algorithm in order to compute the optimized 
solutions. Fig. 3 below depicts the structure of the sample 
input JSON provided to the optimization algorithm. 
 

 

 
 

Once the optimization algorithm is executed, a set 
of optimized solutions are obtained. In this regard, two 
optimized solutions are obtained once the algorithm is 
executed; one solution represents the cluster orientation 
with the highest cluster performance as depicted in Fig. 4, 
whereas the second solution obtained depicts the solution 
that represents the cluster orientation with the highest 
cluster availability as depicted in Fig. 5. For added 

clarification, the tabular format of the representation is 
given alongside the resulting solutions. 
     

 

Fig.4: Resulting solution representing cluster orientation 
with the highest performance 

 

Fig. 5: Resulting solution representing cluster orientation 
with the highest availability 

Note the fact that in the tabular format depicted in 
Fig. 4 and Fig. 5, each cell in the table represents the 
optimal number of instances of a given microservice that 
should be present in order to achieve the required 
optimization goal (highest performance or highest 
availability).  

With regard to the resulting solution obtained that 
represents the cluster orientation with the highest 
performance, the fact that the optimization algorithm has 
successfully managed to determine the cluster orientation 
with the highest performance is evident primarily due to 
the fact that the highest dependent services as provided 
in the input JSON have been determined to be placed on 
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Fig. 3: Structure of sample JSON provided as input to the 
developed optimization algorithm



the same node by the optimization algorithm. This fact is 
determined through comparing the keys of the key-value 
pair sets in the “pod_dependency_map” feature of the 
input JSON which represents inter-dependent sets of 
microservices with the tabular representation of the 
resulting optimal performance solution, that also depicts 
the inter-dependent microservices as described in the 
input JSON (such as M0 and M2) placed on the same 
node. (For example: - “[0, 2]: 1000” in the input JSON 
represents microservice M0 and microservice M2 are 
interdependent microservices with a dependency level of 
1000) 

Similarly, through comparing the 
“microservices_instances_requirement” feature of input 
JSON which represents the required number of instances 
required for each of the six microservices respectively, 
with the resulting instance levels obtained from resulting 
highest availability solution, it is evident that the 
optimization algorithm has also ensured highest 
availability of microservices through the allocation of a 
higher number of microservice instances than the required 
instances. (For example- Microservice M0 requires the 
presence 4 instances and the optimization algorithm has 
allocated 8 instances of M0 as determined through its 
optimization process) 

V. CONCLUSION 

This publication suggests the application of a 
network-science based microservice governance model in 
an attempt to aid in the creation of optimized microservice 
deployment policies currently hindered due to the 
employment of disjoint monitoring solutions prevalent in 
microservice-based governance methodologies. In this 
regard, the proposed model seeks the creation of a 
holistic perspective of microservice deployments, through 
the incorporation of dependency analysis, load prediction 
measures, centrality measures as well as resilience 
measures. Furthermore, through the incorporation of the 
above measures, the research conducted utilizes the 
application of an optimization algorithm to determine an 
optimal deployment strategy for a given microservice 
deployment. 

The publication also discusses the core 
architecture along with the methodologies followed in the 
development of the proposed governance model as well 
as the results obtained through the application of the 
proposed governance model. Analysis of the results 
suggests the developed governance model proved to be 
effective in determining the optimized cluster 
representations pertaining to the highest performance and 
availability. Future work will include considering the inner 
workings of applications deployed in a Kubernetes cluster 
so as to further increase the accuracy of existing 
prediction models and resilience analysis components. 
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Abstract- The Internet of Vehicles (IoV) is a distributed network that supports the use of data created 
by connected cars and vehicular ad-hoc networks (VANETs) for real-time communication among the 
vehicles and other infrastructures in the network. Although, IoV increases safety and efficient 
information exchange in transportation, its inter-connectivity exposes the vehicles and the people to 
different cyber-attacks such as black-hole and worm-hole which are capable of disrupting the 
network. 

In this paper, we identify the black-hole and worm-hole attacks as the major security threats to 
the IoV technology. We then propose periodic-time slicing and trust factor approaches to detect and 
prevent a black-hole attack and a cryptography procedure to prevent other IoV related cyber-attacks. 
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In this paper, we identify the black-hole and worm-
hole attacks as the major security threats to the IoV 
technology. We then propose periodic-time slicing and trust 
factor approaches to detect and prevent a black-hole attack 
and a cryptography procedure to prevent other IoV related 
cyber-attacks. 

 
 

I. Introduction 
s IoV becomes more connected and more 
autonomous with advanced communication 
technologies for robust transportation services, it 

also becomes more attractive and susceptible to 
different cyber-attacks. IoV faces various types of 
attacks, such as replay, eavesdropping, Sybil, black-
hole, and worm-hole attacks, which result in security 
and privacy challenges in IoV. Of all these attacks, 
worm-hole and black-hole attacks are the most active 
and elusive to most existing security schemes. They 
easily degrade the performance and reliability of the IoV 
as a result of the dynamism of the IoV network. Several 
solutions based on watchdog, statistical, predictive, 
heuristic, timing, trust, and incentives-based 
approaches have been developed to prevent black-hole 
and worm-hole attacks in the vehicular ad-hoc network 
and IoV [5]. However, the high complexity, high delay, 
and non-adaptiveness of some of them make them 
unsuitable to IoV networks. 

Asides from black-hole and worm-hole attacks, 
enforcing privacy and data integrity are also the major 
issues in IoV. For example, malicious information from 
IoV can easily lead to  loss of  lives or  compromise  the 

 
     

  
 

 
privacy of the car and passenger. In consequence of 
these, there is a need for a security scheme not only 
resilient to worm-hole and blackhole attacks but also 
capable of guarantee the privacy and integrity of IoV 
data. 

In this paper, we propose a security scheme for 
IoV capable of detecting black-hole and worm-hole 
attacks. It uses periodic-slices and their corresponding 
concatenated hash, sent to the destination node 
through the secondary nodes, to detect black-hole 
attacks and a cryptography-based procedure to detect 
worm-hole attacks. The scheme includes incentive and 
trust models to establish a reputation-based 
communication to encourage cooperation and reduce 
black-hole attacks in the IoV. A provable one message 
authentication code, using onetime and mutual keys, is 
used to affirm the data integrity. The contributions of this 
paper are as follows: 
1. A non-complex periodic-slices approach to detect 

blackhole attacks and a cryptography-based 
procedure to detect worm-hole attacks. 

2. Incentive and trust model to enforce reputation and 
cooperation in IoV. attacks. 

The paper is organized thus; the related past 
works on the security issues on IoV and existing 
solutions are discussed in section 2. Section 3 is the 
system overview where we describe the primitive, 
system, and adversary model. Section 4 describes the 
methodology of the proposed scheme with its incentive 
and trust model. Section 5 involves performance 
evaluation, this section consists of the results of the 
experimental analysis. We concluded the work in 
Section 6. 

II. Related Work 
Detection and prevention of black-hole and 

worm-hole attacks are critical routing security issues in 
IoV. They can easily convert reliable cyber-physical 
paths in IoV for data and control packets routing into a 
compromised one. Meanwhile, they are elusive to most 
of the existing security solutions, therefore, the 
performance of IoV can be improved by making it 
resistible to malicious attacks likes black-hole and 
wormhole. 
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Abstract- The Internet of Vehicles (IoV) is a distributed network 
that supports the use of data created by connected cars and 
vehicular ad-hoc networks (VANETs) for real-time 
communication among the vehicles and other infrastructures 
in the network. Although, IoV increases safety and efficient 
information exchange in transportation, its inter-connectivity 
exposes the vehicles and the people to different cyber-attacks 
such as black-hole and worm-hole which are capable of 
disrupting the network.

Index Terms: car connectivity, cyber-security, cloud and 
fogassisted, internet of things, autonomous vehicles.
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Black-hole attacker drops all packets it is 
supposed to forward to the destination node, meanwhile 
the worm-hole attacker re-direct packets taken from one 
location of the network to another part of the network. 

Several approaches have been proposed to 
thwart blackhole in network [2], [8], [9], [10], [11], [3], 
[6], [12], [7]. For example, the work of Yao et al. [2] 
focus on blackhole. In the work, an entity-centric trust 
model is developed for detecting black-hole attacks, 
however, their approach may unfairly label honest nodes 
as black-hole attackers. Also, Daeinabi et al. [8] 
proposed an algorithm with a trust model capable of 
monitoring activities of a new entrant in VANET. The 
algorithm decreases the trust of a malicious new entrant 
who is dropping the packet and blacklists it once its 
trust is lower than the preset threshold. The authors in 
[9] improves the algorithm in [8] by enhancing the 
selection of the verifier and adding the prevention and 
isolation mechanism of blackhole attacks. Similar to [9], 
Uzma et al [10] enhanced the detection mechanism in 
[8] by increasing the verifier’s selection criteria. In [11], 
Yao et al. developed a three-parameter of trust detection 
scheme for detecting selfish nodes in VANET. 

Aside from using the trust model, the watchdog 
approach can still be used to detect black-hole. 
Watchdog approach checks the forwarding state of the 

forwarded packets by monitoring the next-hop neighbor 
can be used to thwart blackhole attack [3]. Hortelano et 
al. [6] adopted a watchdog and trust mechanism to 
detect a black-hole attack. Also, [12], adopted a 
watchdog technique to detect black-hole attacks. 

Meanwhile, Delkesh et al. [7], proposed a 
heuristic approach for detecting black-hole attacks in 
mobile ad-oc networks. Their technique sends forged 
packets in the ad-hoc on-demand distance vector route 
discovery. Any node that replies to such fake destination 
IP address packets request is termed as a black-hole 
attacker. A predictive technique was used in [?] to 
prevent and detect intrusion. The approach can detect 
multiple misbehaviors of vehicles and selects the vehicle 
with the best trust value as the cluster head. 

Like the black-hole, various solutions have also 
been proposed to detect worm-hole attacks in the 
network. Examples are the work in [15], [17], [18] and 
[16]. Safi et al. [15] introduced a solution that relies on 
the packet’s maximum and allowed transmission 
distance in control packet and message authenticated 
packet [16] to detect worm-hole attacks. Hu et al. [17] 
adopted the temporal packet leash concept, with the 
notion of global clock synchronization. Their approach 
detects the worm-hole attacks from the exceptions in 
the 
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Notation Description
Zq set of integer of order p
G addition group of order q
P generator of G

Hk(.) key based hash function
I trsut factor
φ incentive value

ρj , ρi, ρd, ρc mutual public key parameter of i, j, d, and c, respectively
τimaptoj , τcmaptoj entity-edge mutual secret key, cloud-edge mutual key

δ one-time-key chain
zi pseudonym of entity i
n’ number of selected secondary nodes
λi encrypted pseudonym of i
β message authentication code
e bilinear mapping function

packet transmission latency. Č  apkun et al. [18] used 
round trip travel time for the packet delivery to detect 
unusual wormhole channels. However, [17] and [18] 
solution are hardware based and presence of a global 
clock.

III. Security Goals and Primitives

The security goals include detection of worm-
hole attacks, integrity, and black-hole attacks in the IoV. 
Also, we gear the scheme towards secure local and 
global access of IoV data. To achieve the security goals, 
we develop periodic-slices and non-complex 
cryptography approaches for thwarting the elusive 
attacks in IoV networks.

b) Primitives
We adopted a cyclic addition group G of order 

q and generator P, a cryptographic hash functions H : 0; 
1* , , and a bilinear pairing 
e such that e : GXG G where l is the size of the secret 
key.

Table 1 shows the definition of the notations 
and symbols used in the scheme.

IV. Black-hole Resilient Scheme with
Trust Factor

As shown in Figure 1, the system model of the 
IoV scheme consists of entities such as vehicles, 
pedestrians, infrastructures, roadside units (RSU), and 
storage facilities, which include location-bound edge 

7→
7→

Z∗q ,

l

H : 0, 1∗X0, 1l 7→ Z∗q

a) Security Goals
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and cloud server. Each entity can perform multi-hop 
communication such as vehicle to vehicle, vehicle to 
infrastructure, and vehicle to pedestrian.

Each entity and the nearby edge generates a 
mutual public parameter and mutual secret key. The 
source entity, through either single-hop or multi-hop 
communication, pushes its IoV information to the 
destination. The destination verifies the instance of 
attack and computes a reputation-based incentive for 
the source. It uploads the IoV information to the edge for
local access. The edge updates the source entity trust 
factor, reencrypts the IoV information with the source 
trust factor, and pushes it to the cloud server for global 
access. The cloud then decrypts the IoV information and 
updates its global trust table. The cloud re-encrypts the 
IoV information and the source trust factor with the 
edge’s mutual secret keys and pushes it to the
corresponding edges to complete a global-request.

The proposed scheme is divided into four 
phases; set-up and key management, IoV information 
hopping, IoV attacks detection and integrity test, 
incentive and trust factor generation phases, each of 
these phases are described below.

To set-up, each entity, cloud, and the nearby 
edge performs the following:

1. Each entity randomly generates while the edge 
and cloud generate kj and , respectively. 
Each entity computes and publishes its mutual 
public parameter as , while the edge j 
also computes and publishes its mutual public 
parameter as to the surrounding 
entity, who uses it to compute edgeentity mutual 
secret key as 

2. Each entity then computes one-time-key as = 
, where

and pseudonym as 

3. The cloud randomly generates , computes and 
publishes it to the surrounding edges, 
who also uses it to compute edge-cloud mutual key 

as

b) IoV Data Hopping
For each hopping session, the source sub-

divides the unique session period into periods, 
selects the primary neighboring node for the IoV packet, 
and another secondary nodes for the 
transmission of the periodic slices and their
concatenated hash value as shown in Figure 2. It then 
sends the periodic slices and concatenated hash value 
to the destination through the secondary neighboring 
entities.

It sends one of the periodic-slices, encrypted 
packet, and message authentication code through the 
primary neighboring node to the destination.

The destination detects black-hole by re-
computing the concatenated hash value, compare it 
with the received hash value. If equal, it indicates no 
black-hole attack otherwise black-hole is detected. In 
case there is no black-hole attack, the destination 
confirms the worm-hole attack through the received 
pseudonym and the data integrity. The destination then 
computes the incentive for the source node, uploads the
copies of the encrypted IoV information and the 
incentive to the edge who updates the source trust 
factor. This phase is summarized as follows:

1. The source generates periodic-slices ; ::; 
t by sub-dividing the time stamp t into 

2. The source selects the primary neighbouring entity 
for the IoV information m and another 
secondary entities within the coverage for the 
transmission of the periodic slices and hash 
value and encrypted source 
pseudonym as shown in Figure 2 and 3.

3. The source sends periodic slices 
and to the destination through the 
corresponding secondary neighbouring n entities.

4. Generates mutual key between the destination d 
and the source i as . Then, encrypted 
packet , encrypts pseudonym of 
the source as using one of the next 
unused one-timekey in its key chain, generates 
message authentication code , and 
sends through the primary 
neighbouring entity to the destination node.

c) IoV Attacks Detection and Integrity Test
As shown in Figures 2 and 3, to detect black-

hole attack the destination on receiving IoV data 
; c , and ) from the primary entity and ; ::; 

t from secondary entities, it re-computes 
= H . Checks   , if holds, it implies 
no black-hole, otherwise black-hole is detected and 
drops the whole IoV information.

To detect worm-hole attack, the destination 
performs the following:

• Extracts and sends it to its edge for 
verification, who re-computes the edge-entity 
mutual key as 

• The edge then re-computes the source one time 
secret key chain as = = 
0; 1; ::;w, where = H ). It decrypts 
the and for each checks if 

. If this does not hold for any of the then 
worm-hole attack detected otherwise the edge 
clears the source node of the worm-hole.

After receiving the worm-hole clearance from 
the edge, the destination checks the integrity of the data 
as follows:

r∗i
∈ Z∗ u∗

ρi = e(P, P )ri

ρj = e(P, P )kj

τi7→j = ρ
rj
j = e(P, P )rjri .

δh+1

= 0 , 1, .., wHτi7→j
(δh)∀h δ0 = Hτi7→j

(τi7→j

||zi) zi = H idi .

ρc = e(P, P )u
u∗

τc7→j τj 7→ c = ρ
kj
c = e(P, P )urj .

n′

n = n′

n′ − 1

n′ t1, t2
n′−1, tn′ n′.

n = n′

n′−1
αt = H(t1||t2|..||tn′)

t1, t2, .., tn′−1
αt||λi

τi7→d = (ρd)
ri

ci,t = Eτi7→d
(mi,t)

λi = Eδh(zi)

β = Hτi7→d
(mi,t)

tn′ , β, λi, ci,t

(tn′ , β,

iλ i,t αt t1, t2
n′−1, αt n′ α′t

(t1||t2|..||tn′) α′t
?
= αt

λi, ρi

τ ′i7→j = ρi
k
j ..

δ′h+1 Hτ ′
i7→j

(δ′h) ∀h
δ′0 τ ′

i7→j
ρj zi(

zi = Eτ ′
i7→j

λi δ′h+1

zi
?
= zi δ′h+1

a) Set-Up and Key Management

An Efficient Black-Hole and Worm-Hole Attacks Resilient Scheme for Cloud and Fog Assisted Internet of 
Vehicles



    
 
 

 
 

 
   

 
    
 

  
 

  

  

 

 
 

 
 

 

  

 
 

  

 
 

 
 

 
 

 
  

 
 
 

 

   

 

 
 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

34

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals

• Re-computes the one-time-key, using the mutual 
public parameter of the source, as = 

• Decrypts the IoV information as 
• Re-generates message authentication code as =  

, and checks . If holds the 
integrity test holds and then accepts the IoV 
information mi;t otherwise rejects the             

factor I, respectively. The incentive and trust factors 
models are described as follows:

(1)

(2)

where is the incentive given to the source by the 
destination node, Ii is the previous trust factor of the 
source node, Tnbh is the total number of previous black-
hole attacks launched by are the black-hole, 
worm-hole, and integrity attacks weights, respectively, 

are the corresponding black-hole, worm-hole, 
and integrity attacks launched status.

φ = ε
(s2+s3)s1
1 + ε

(s1+s3)s2
2 + ε

(s1+s2)s3
3

Ii+1 = Ii + (1− e−Tnbh) + Tnbhe
φi

τ ′d7→i = ρrdi
e(rdP, riP ) = e(P, P )rdri

mi,t = Dτ ′
d7→i

(ci,t)
β

Hτ ′ (mi,t)
d7→i

β′
?
= β

To detect and dissuade black-hole attacks, we 
develop an incentive and trust models as shown in 
equation 1 and 2. These models are used by the 
destination and edge to compute incentive and trust φ

φ

i, ε1, ε2, ε3

s1, s2, s3

d) Trust and Incentive Generation        

Fig. 1: System Model of the Proposed Iov Scheme

Fig. 2: Scenario of No Black-Hole Attack
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At the clearance of source node of worm-hole 
attack, successful black hole and integrity tests, the 
destination node computes the incentive using Eqn 1, 
encrypts the computed incentive as , using the 
next unused master secret key from its master secret 
key chain, and sends it to the edge. The edge decrypts 
the , updates the source node trust factor using 
equation 2, and pushes a copy of the updated trust 
factor table and the IoV data to the cloud server for other 
entities outside the edge coverage. 

V. Results and Discussions 

In this section, we presented the experimental 
results for the proposed scheme in terms of 
communication and computation overheads incur as a 
result of the execution of the scheme. 

The experimental set-up evaluates the 
computation and communication costs. To achieve this, 
we simulate each of the cryptographic operations used 
in the proposed scheme using a cryptoPP library [?] 
implemented on Intel(R) Core(TM)i3 2.73GHz. 

The simulation shows that an exponentiation 
operation

 
in G (Te) takes 5.5ms, a bilinear pairing 

operation (Tbp) takes 11.07ms, 256-bit Rijndael 
symmetric encryption (Tse) takes 1.9348ms, 0:007ms as 
the running time of a general

 
hash function operation 

(TH), and a scalar multiplication
 
operation (Tsm) takes 

2.165ms. With the these cryptography
 

operations 
running times, the set-up phase takes Tbp + Te + (m0 
+ 1)TH = 16:807ms for any registered entity, while

 
the 

edge and cloud each take tbp = 11:07ms. Meanwhile,
 

in the IoV data hopping phase for a hop count, source 
takes 2Tse+Te+TH = 7:442ms while the destination 
node requires (h" + 2)TH + Tse + Te + Tdec = 
19:184ms. Figure 4 shows

 
the summary of the 

computation overheads of each phases in
 

terms of 
running time.

 

We also evaluate the communication overhead 
of the

 

scheme. We notice that the source node incurs 

 

bits as the communication overhead 

during IoV data hopping

 

where is the number of 
periodic-slices used, is the size

 

of a periodic-slice, jHj 
is the size of the hash function, and jcj is the size of the 
ciphertext. The attacks detection and integrity

 

test phase 
incur jHj+jGj bits. That is, the total communication

 

overhead of the scheme is n0jtj + 4jHj + jcj + jGj = 232

 

bytes for 256 bits ciphertext of Rijndael symmetric 
encryption,

 

periodic-slice of size 16-bit, of 512-bit size 
group G, and 256- bit SHA-256. This reflects that the 
proposed scheme only has

 

an insignificant 
communication overhead.

 

The proposed incentive and trust factors model 
are evaluated

 

in terms of how different attack patterns 
A= ”black hole,

 

worm-hole, integrity” affects the 
incentive and trust of source

 

node with initial trust value 
I=50, where ”0” represents attack

 

and ”1” represent no 
attack. Figure 5 shows the incentives of

 

source nodes 
launching different patterns of black-hole, wormhole,

 

and integrity attacks. It indicates that any instance of

 

attack reduces the incentive and both worm-hole and 
blackhole

 

attacks significantly reduce the source node 
incentive at

 

an instance of integrity attack. Figure 6 
depicts the effect of

 

different attacks of different patterns 
on the trust values of the

 

source node. It implies that the 
scheme assigns the highest

 

trust value for a source 
node with no record of

 

attack in the

 

network. That is, it 
indicates a good reputation for the source

 

node with no 
or few records of attacks.

 

Also, the mean waiting time of the destination 
node for

 

different network sizes and one-time key chains 
are shown in

 

Figure 7. It shows that the network size 
does not affect the

 

mean waiting time, that is with the 
increase in the network size

 

the proposed scheme 
introduces insignificant delay. However,

 

there is a 
significant delay as the entity’s time key chain

 

increases.
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Eδh(φ)
φ

δh

Eδh(φ)

n′|t|+3|H|+|c|

n′

|t|

Fig. 3: Scenario of Black-Hole Attack
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Fig. 4:  Effect of different attacks on the incentive of a 
source node 

VI. Conclusion 

Communication in IoV is susceptible to different 
attacks, among which black-hole, worm-hole, and 
integrity attacks are ranked as the most elusive attacks. 
They can cause serious damage when the road 
information depicts a serious incident. 
 

 

Fig. 5: Effect of different attacks on the reputation of a 
source node 

 

Fig. 6: Mean waiting time of the destination node for 
different network and one time key chains sizes 

This paper proposed a new method to detect 
the black hole, worm-hole, and integrity attacks during 
communication in an IoV environment and assigns high 
trust and incentive to an honest entity but low or no trust 
and incentive to a malicious entity. 
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Abstract- According to the latest World Economic Forum study, agriculture provides a living for over 
70% of Kenya's people. As a result, agriculture is a crucial sector in Kenya. Agricultural productivity is 
still low, and food poverty remains a problem. This has resulted in a number of projects in recent 
years to use ICT advancements to boost agricultural output. Cloud computing is one of the 
advancement that can be used by organizations that still have the traditional on premise IT systems. 
Agriculture is one of the most important areas that has shaped the socioeconomic growth of most 
countries. Over time, the benefits of widespread adoption and usage of information and 
communication technologies in agriculture have included improved agricultural productivity and 
linkages to remunerative markets, food security, and national economies, among other things. E-
agriculture is a branch of activity that involves the use of information and communication tools and 
technology to boost agricultural productivity and make information pertinent to agricultural research, 
planning, extension, production, monitoring, marketing, and trade available.  
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Cloud Computing and other ICT Advancements 
use in Kenya’s Agricultural Sector 

Jeremiah Osida Onunga α & Alice Nambiro σ          

Abstract-  According to the latest World Economic Forum 
study, agriculture provides a living for over 70% of Kenya's 
people. As a result, agriculture is a crucial sector in Kenya. 
Agricultural productivity is still low, and food poverty remains a 
problem. This has resulted in a number of projects in recent 
years to use ICT advancements to boost agricultural output. 
Cloud computing is one of the advancement that can be used 
by organizations that still have the traditional on premise IT 
systems. Agriculture is one of the most important areas that 
has shaped the socioeconomic growth of most countries. 
Over time, the benefits of widespread adoption and usage of 
information and communication technologies in agriculture 
have included improved agricultural productivity and linkages 
to remunerative markets, food security, and national 
economies, among other things. E-agriculture is a branch of 
activity that involves the use of information and communication 
tools and technology to boost agricultural productivity and 
make information pertinent to agricultural research, planning, 
extension, production, monitoring, marketing, and trade 
available. The goal of this desktop review research is to look 
into how ICT advancements have been used in Kenya's 
agriculture sector. Cloud computing as an advancement was 
reviewed. Cloud computing saves money by removing the 
need for costly infrastructure and it also gives businesses an 
easy-to-use, cost-effective, adaptable, dynamic, and secure 
environment in which to do business. Radios are still 
commonly utilized to disseminate agriculture information to 
rural farmers, according to the analysis, while computers are 
primarily used by researchers. Despite the fact that mobile-
based services aimed to improve access to accurate and 
timely agriculture information, previous literatures show that 
adoption is hampered by poor technological infrastructure, 
ineffective ICT policies, and low user capacity, particularly 
among farmers, to use the technologies.  

 

 

I. Introduction 

enya's agriculture industry is underdeveloped, 
and food insecurity remains a problem. Kenya is 
still a net importer of food, despite its abundant 

natural resources and strong agricultural potential. 
According to an African Development Bank research 
(Moyo, Bah, & Verdier-Chouchane, 2019), Kenya 
imports 14.6 percent of its food 
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Agricultural commodity value addition and 
processing are similarly low, and postharvest losses are 
substantial. Agriculture, on the other hand, continues to 
be an important sector in the country. It is the primary 
source of income for the vast majority of the country's 
rural residents. Agriculture employs about two-thirds of 
the workforce and contributes for roughly 75 percent of 
all domestic trade (World Bank, 2010). The bulk of the 
rural population relies on agriculture for a living, hence 
the sector's growth and development are vital. The 
agricultural sector's growth and development can be 
aided by the appropriate use of information and 
communication technology (ICT) 

ICTs has been a key contributor to growth and 
socio-economic development in nations and sectors 
where they are properly deployed, according to the 
Food and Agriculture Organization (FAO, 2017). The 
effective integration of ICT in the agriculture sector in 
American and European countries has resulted in a 
significant increase in the efficiency and productivity of 
the agriculture value chain. Traceability technologies 
such as block-chain and radio frequency identification 
(RFID), for example, have enabled transparency and 
efficiency throughout the food chain by allowing food to 
be tracked and traced from farm to fork. Kenya, on the 
other hand, has yet to undergo such a shift. Efforts to 
reform the sector have resulted in the proliferation of 
various mobile-based applications and services in 
recent years.  

Cloud computing as an ICT advancement is 
defined as a methodology for providing on-demand 
network access to a shared pool of configurable 
computing resources (e.g. networks, servers, storage, 
applications, and services) that can be quickly supplied 
and released with minimal administration effort or Cloud 
provider interaction. 

Cloud computing is sweeping the IT world 
today, bringing significant changes to how IT services 
are created, distributed, consumed, and maintained. 
The residual consequences of the global recession, 
which caused many firms to slash their cost structure 
(capital and operating) while still meeting customer 
needs, have spurred demand for cloud computing – 
and its antecedents, virtualization and off-premise 
services.  

Cloud computing is a strategic endeavor for 
businesses that tries to achieve the correct balance 
between cost reduction and growth potential. Cloud 
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computing is a tried-and-true method for lowering IT 
capital expenses and increasing operational efficiencies. 
Many CIOs have been put off by concerns about data 
security, service availability, performance, and 
integration complexity. 

According to the Technical Centre for 
Agriculture and Rural Cooperation's (TCARC) recent 
digitalization research (Digitalization of African 
Agriculture, 2019), 33 million smallholder farmers are 
already accessed by digital applications, with this 
number expected to rise to 200 million by 2030. 
Advisory and information services, market connections, 
financial access, and supply chain management are 
among the applications targeted, with advisory and 
information services dominating the market 
(Digitalization of African Agriculture, 2019). Kenya, as an 
African country, fits under this group as well. According 
to (El Bilali and Allahyari2018), ICT-based innovations 
can improve rural livelihoods and empower smallholder 
farmers in Kenya's developing counties by boosting 
connectivity and access to accurate and timely 
agriculture information. Data mining applications, for 
example, which are a popular technology platform in 
Kenya, combine mobile and web services to improve 
access to extension services and market information. 
This lowers the expense of searching for market data 
and allows farmers to receive real-time weather and 
extension guidance. 

Cloud Computing, radio, television, and mobile 
phones have all advanced in recent years, as have 
sophisticated technologies such as block-chain, artificial 
intelligence, cloud computing, the Internet of Things 
(IoT), and big data analytics (OECD, 2017). According to 
(El Bilali and Allahyari2018), these disruptive ICT 
developments have the potential to help agricultural 
migrate to sustainability by increasing efficiency, 
transparency, and traceability. (Iliyas, 2014) emphasized 
that satellite-based remote sensing and geographic 
information systems can be used to boost agricultural 
output. 2020) 

In addition, big data analytics can be applied in 
farming operations to deliver predictive insights, drive 
real-time operational choices, and rethink business 
processes (Wolfert et al., 2017) (Ahoa et al..2020) 
(Kassahun et. al, 2020). Precision agriculture, which 
employs a variety of technologies such as GPS, GIS, 
mobile computing, advanced information processing, 
and software, can provide comprehensive data on 
production variability in both place and time (Zhang et 
al, 2002) (Koksal & Tekinerdogan, 2019). (Verdouw et 
al., 2019). 

There exist little research on ICT breakthroughs 
in the past. (Zewge and Dittrich2017) used a systematic 
mapping approach to describe the current level of ICT 
for Agriculture research in underdeveloped nations. 
Their research focused on journal and conference 
articles published in developing countries between 2006 

and 2014. Mobile phones, PCs, tele-centers, and the 
internet were recognized as the key ICTs in developing 
countries, with the mobile phone being the favored 
technology, particularly in rural regions, according to 
their research. Similarly, (Lwoga and Sangeda2019) 
conducted a systematic review in developing countries 
to describe ICT for development research trends, 
techniques, and conceptual frameworks.  

According to Kevin Yin (2016), data centers 
serve as platforms for typical enterprise IT applications. 
IT resources and separate IT apps are part of their stack 
architecture. Traditional data center architecture, on the 
other hand, will no longer be able to meet market 
expectations as the number of enterprise IT applications 
grows. In previous years, the overall number of 
resources (including servers and storage devices) 
expanded by 40% to 70% each year, while typical 
resource usage was only 10% to 25%. He further opines 

 
use to house their critical applications and data. A data 
center's design is based on a network of computing and 
storage resources that enable the delivery of shared 
applications and data. The key components of a data 
center design include routers, switches, firewalls, 
storage systems, servers, and application-delivery 
controllers. In the world of enterprise IT, data centers are 
designed to support business and agricultural 
applications and activities that include: email and file 
sharing, productivity applications, Customer 
Relationship management (CRM), Enterprise resource 
planning (ERP) and databases, Big data, artificial 
intelligence, and machine learning and Virtual desktops, 
communications and collaboration services, this are 
used to provide the vital information to farmers and also 
inform the general public on the availability of different 
agricultural needs in Kenya. 

II. Methodology 

The main methodology employed was a desk-
top review of past studies in ICT and its use in 
agriculture. In

 
addition, desktop review revealed that 

user-centered design research is rarely used in the 
development of ICT applications. In order to gather 
insights and improve collective problem definition in the 
given environment, the study advocates a paradigm 
change from developing technologies for users to 
designing and developing applications with users. This 
will improve the adoption and actual use of ICT 
advancements to improve our livelihoods. In this review 
work not much was available on ICT advancements for 
agricultural development in Kenya. As a result, the goal 
of this study is to carry out a desktop review examine the 
current condition of ICT advancements in Kenya's 
agriculture sector. The desktop review included a 
thorough examination of the previous literature on 
agriculture and ICT. This review of work on ICT 
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that a data center is a physical facility that organizations 



advancements in Kenya is important for adding to the 
body of knowledge in Kenyan agriculture.  

In this desktop review article, the researcher 
adopted (Kitchenham et al., 2019) method which 
entailed; identification of research questions, defining 
research strategy, defining quality assessment criteria, 
defining data extraction strategy, performing data 
extraction and defining data synthesis methods. The 
research topics identified for review were addressed 
using this approach. The search technique, which 
included identifying study selection criteria, was then 
detailed. After that, the researcher created quality 
assessment criteria in the form of a well-defined 
checklist to evaluate the studies that were chosen. The 
selection and quality criteria were then used to choose 
primary studies. The researcher next extracted and 
examined the pertinent review data from the primary 
studies. 

The researcher's interest in this work is to look 
into empirical studies on the current state of ICT 
advancements in Kenya's agriculture industry. The 
review further put more emphasis on cloud computing 
as an emerging ICT advancement in agriculture in 
regards to data mining. The following research 
questions were developed to attain this goal: 
1. Who are the agriculture stakeholders?  
2. What are the common ICT technologies utilized in 

agriculture? 
3. What are the benefits of using Cloud Computing in 

Agriculture Sector? 

   
The data synthesis's goal is to summarize and 

present the findings of the desktop review in a way that 
is appropriate for answering our research objectives. 
This work fits into a qualitative study based on the 
research purpose and findings from the primary studies 
that were chosen, hence a descriptive synthesis of the 
retrieved data was undertaken. The researcher looked at 
each study individually as well as the group of studies 
as a whole. Studies with similar or identical meanings 
but distinct concepts were found and placed together 
under a single heading. 

III. Results 

The results of this desktop review are presented 
in this section. To begin, descriptive data of the chosen 
reviewed previous related papers are presented. This 
part also includes the outcomes that match this review 
topic. The results will be presented as per the questions 
that this review work sought to answer. 

a) The Agriculture Stakeholders Identified in the 
Reviews 

The purpose of this review question is to identify 
the agriculture stakeholders who are being investigated 
in the papers under evaluation. A large number of 

studies have looked into the usage of ICTs by farmers. 
Farmers, according to the study, utilize ICTs like mobile 
phones to communicate with extension workers and 
access prices for agricultural inputs and commodities. 
The use of ICTs by researchers, extension workers, and 
agribusinesses is discussed in a study by Mugwisi, T., 
Mostert, J., and Ocholla, D.N. (2015).  

The application of ICTs in agriculture research is 
the focus here.  Other studies looked into researchers' 
and extension workers' access to and use of ICTs. 
Another study (Aleke, B., Ojiako, U., & Wainwright, D. 
2011) looked at the social determinants that influence 
agribusinesses' adoption of ICTs in rural areas. Socio-
technical variables that limit the use of ICTs by 
agriculture researchers are examined in another study 
(Barakabitze, A.A., Kitindi, E.J., Sanga, C., Shabani, A., 
Philipo, J., & Kibirige, G. 2015). 

This review paper agrees with the previous 
studies that identified the stakeholders in the agriculture 
sector. The stakeholders are farmers, researchers, 
extension workers and individuals in agribusiness. This 
review paper also agrees that the all stakeholders in the 
agriculture sector also use ICT applications. 

The targeted agriculture domain of the selected 
publications in the study was examined to address this 
review question. The bulk of the publications (56%) 
focused on the agriculture industry as a whole while 
researching ICT developments within it. The agricultural 
sub-domain was highlighted in 36% of the studies, while 
the livestock and agroforestry sub-domains were 
highlighted in 2% and 6% of the papers analyzed, 
respectively. 

  
The purpose was to figure out which ICT 

technologies were most commonly used in Kenya's 
agriculture industry. In the majority of polls, mobile 
phones were identified as the most widely utilized ICT 
tool in the agriculture industry. According to surveys, the 
growth of mobile phones on the African continent has 
resulted in the development of mobile-based apps and 
services in the business. Farmers are the primary target 
of these services and applications, which range from 
providing agriculture information such as market prices 
for farm produce, weather, agriculture input, and 
improved agriculture techniques to providing farmers 
with agriculture information such as market prices for 
farm produce, weather, agriculture input, and improved 
agriculture techniques. In the study (Kiambi, D. 2018) a 
farmer's helpline service in Kenya that provides 
agricultural assistance and information to smallholder 
farmers was mentioned. Farmers can receive 
information on increasing agricultural productivity, 
inputs, processing, climate, and market information by 
using a cell phone. Farmers that use this service call a 
toll-free number with specific questions, and agricultural 
specialists and subject matter experts respond. 

Cloud Computing and other ICT Advancements use in Kenya’s Agricultural Sector
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b) Common ICT Technologies Utilized in Agriculture 

a) Data Synthesis



Studies (Hudson et al. 2016, 2017), 
(Barakabizwe et al. 2017), (Mwombe et al. 2014), (Misaki 
et al. 2014), (Magesa et al 2017), (Mitegi W.P. and 
Msungu A.C. 2013), (Kiambi D. 2018), (Mubichi F and 
Freeman K. 2017), Radio remained the most extensively 
utilized medium in rural Kenya, Studies used the 
example of an interactive radio project in Tanzania, 
Uganda, Malawi, and Ethiopia to help small-scale 
farmers increase their production. Regular radio 
broadcasts on agricultural information for farmers were 
part of the radio program. Farmers may send questions 
to the program through SMS or phone, and the answers 
were broadcast on the radio. Studies alos show most 
farmers use radio, according to (Hudson et al... 2017), 
(Barakabitze et al...2017), and (Mwombe et al 2014), 
since radio programs are broadcast on community radio 
stations and in the farmers' own language, making it 
simple for them to absorb the information. 

ICT technologies like as computers and remote 
sensing technologies are widely employed by both 
researchers and agribusiness professionals, according 
to studies (Mugwisiet al.2015), (Akele et al.2011), 
(Barakabitze et al. 2015), (Mtega W.P and Msungu A.C 
2013), (Kiambi D. 2018), (Awuor et al...2016) these 
technologies, however, were identified as being 
inaccessible to most farmers due to a lack of knowledge 
and financial resources to purchase them.  

The findings of the desktop review on the use of 
ICTs in Kenya's agriculture area were provided in this 
desktop review. The researcher discovered that high-
quality studies on ICT adoption have been published in 
recent years. The proliferation of ICTs such as television, 
radio, computer, and mobile phone in the agriculture 
sector was revealed by the review of the studies. The 
mobile phone was selected as the most often used ICT 
in the sector, which corresponds to the findings of 
(Zewge and Dittrich 2017).  

Farmers can obtain financial and extension-
advisory services such as weather, market, and 
agriculture advice through apps and services on their 
mobile phones, which are primarily geared at farmers. 
The usage of remote sensing technologies, which is one 
of the internet of things' enabling technologies, is also 
available in the industry, but it is mostly available to 
researchers and agribusinesses. The majority of these 
ICTs are employed for research reasons. However, poor 
infrastructure and regulatory environment, fragmentation 
and low coordination in the agricultural research sector, 
and low ICT skills and capabilities of farmers continue to 
limit utilization and accessibility. 

From the above review this study confirms that 
the most commonly used ICT technologies in the 
agriculture sector are Mobile Phones, Radio, Television, 
Computer and Remote Sensing in order of the most 
commonly used to the least commonly use 

 
 

c) Benefits of using Cloud Computing in the Agricultural 
Sector 

After the desktop review of previous literature 
the following benefits of using cloud computing in the 
agricultural sector discussed: 

i. A High Level of Availability 
DR (Disaster Recovery) and Business Continuity 

Plans (BCP) solutions are used by most cloud-based 
services to back up user data. This means that even if 
the primary server goes down or is taken offline for 
maintenance, the EUs will continue be served by the 
backup system. Furthermore, most cloud-based 
services are likely to be run from world-class 
datacenters, reducing the danger of any form of outage 
in the first place. 

ii. Location Independence  
You access your data through an end terminal 

in a cloud-based computer environment by putting in an 
identifying key or password. This password can be used 
on any computer. The end user does not have to worry 
about a corrupt hard disk or malfunctioning RAM 
because the data is not stored on a specific end user 
(EU) terminal. Even if your machine fails, you will not 
lose your data. Consider it like signing into Facebook or 
Gmail on a friend's computer when yours fails. 

iii. No Updates  
Because programs are also hosted on service 

provider servers, all updates are carried out there. In 
other words, the service provider is responsible for any 
operating system (OS) or application patches, new 
versions, or any other type of modification that needs to 
be implemented.  

iv. No Need for an Antivirus  
Because the data is stored on service providers' 

servers, security methods are implemented to protect 
the data. 

v. Lower Computer Costs 
 To use Cloud computing's web-based services, 

you don't need a powerful and expensive computer. 
Because apps run in the cloud rather than on your 
desktop PC, you don't need the processing power or 
hard disk space that traditional desktop software 
requires. When you use web-based apps, your PC can 
be less expensive because it has a smaller hard disk, 
less memory, and a more efficient processor. In fact, 
your PC doesn't even need a CD or DVD drive in this 
scenario because no software packages or document 
files need to be saved. 

vi. Improved Performance 
You'll get greater performance from your 

computer if you have fewer bloated programs sucking 
its RAM. Simply put, because cloud computing 
computers have fewer programs and processes stored 
into memory, they boot and function faster. 
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vii. Reduced Software Costs  
Instead of spending money on software, you 

may acquire the majority of what you need for free. 
That's right: most cloud computing programs today are 
completely free, such as the Google Docs suite. 

viii. Instant Software Updates  
Another benefit of cloud computing in terms of 

software is that you no longer have to choose between 
outdated software and excessive update charges. When 
you use a web-based application, changes are 
automatically applied and are available the next time 
you log into the cloud. You obtain the most recent 
version of a web-based application without having to 
pay for or download an upgrade. 

ix. Improved Document Format Compatibility  
You don't have to be concerned about your 

documents being compatible with other people's apps 
or operating systems. All documents written by web-
based apps can be viewed by any other user accessing 
that application, even if Word 2010 documents can't be 
opened on a computer running Word 2003. When 
everyone shares documents and apps in the cloud, 
there are no format mismatches. 

x. Unlimited Storage Capacity  
Cloud computing allows you to store nearly 

unlimited amounts of data. The 200 gigabyte hard drive 
on your PC is nothing compared to the hundreds of 
petabytes (a million gigabytes) available on the cloud. 
You can store whatever you want. 

xi. Increased Data Reliability  
In contrast to desktop computing, where a hard 

drive disaster might wipe out all of your important data, 
a computer crash in the cloud should not affect your 
data storage. That also implies that even if your personal 
computer fails, all of your data is still available in the 
cloud. Cloud computing is the ultimate in data-safe 
computing in a world where few individual desktop PC 
users back up their data on a regular basis. 

xii. Universal Document Access  
Have you ever gotten home from work and 

realized you left a crucial paper at work? Or did you 
forget to bring a file with you on your trip? Because you 
don't take your documents with you when you use cloud 
computing, this isn't an issue. Instead, they are stored 
on the cloud and may be accessed from any computer 
with an Internet connection. There's no need to bring 
your documents with you because they're instantly 
accessible from wherever you are. 

xiii. Latest Version Availability 
Another benefit of cloud computing for 

documents is that when you modify a document at 
home, the edited version is what you see when you 
access it at work. The cloud always has the most recent 
version of your documents; as long as you're 
connected, you'll never have an outdated copy. 

xiv. Easier Group Collaboration  
Sharing and collaborating on papers are 

inextricably linked. One of the most essential 
advantages of cloud computing, according to many 
users, is that numerous users may effortlessly 
collaborate on documents and projects. Because the 
documents are stored in the cloud rather than on 
individual computers, all you need is an Internet-
connected computer to collaborate. 

xv. Device independence  
Finally, consider this benefit of cloud 

computing: You aren't bound to a single machine or 
network any longer. Your previous applications and 
documents will follow you across the cloud if you switch 
computers. Your apps and documents will still work if 
you switch to a portable device. There's no need to 
purchase a device-specific version of a program or save 
your document in a format that's specific to that device. 
No matter what computer or other device you're using, 
your documents and programs are the same. 

  
Assuming that the IT asset returns on Cloud 

and on-premise IT are equivalent, it makes sense to use 
the Cloud's pay-as-you-go approach, in which the cost 
is incurred at the same time as the value is produced 
(James Staten, 2009). 

From the review above, it showed that cloud 
computing as an ICT advancement is adopted in the 
agricultural sector can be beneficial to both farmers and 
the business community within the agricultural value 
chain. 

IV.  Conclusion 

The researcher has presented a desktop review 
of the state of ICT advancements and the benefits of 
Cloud Computing as an ICT advancement in the Kenyan 
agriculture industry in this paper. The study's findings 
will be added to the body of knowledge on ICT adoption 
in Kenya. According to the studies reviewed, mobile-
based services and platforms are the most often ICT 
advancement application in Kenya's agriculture industry. 
Radio and TV are common among the rural population.  

From the reviews, the many benefits of cloud 
computing make farmers and organizations in the 
agriculture sector adopt it. Farmers can use mobile 
phone applications and services to get extension-
advisory services like weather and market price 
information. Radios are still commonly utilized in rural 
areas to disseminate agricultural information. Weak 
policy environment, insufficient capability, and poor 
technological infrastructure within the country have all 
been identified as barriers to Cloud computing and 
other ICTs adoption 

Smallholder farmers should be trained and 
empowered, according to the study, to improve their 
ability to deal with new agriculture technologies. In 
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xvi. Better Return on Investments (ROI) 



addition, a favorable governmental and economic 
environment that encourages the use of ICTs and other 
digital technologies is required. Strong dedication, trust, 
and teamwork among the various participants in the 
agriculture value chain are also required.  
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The State-of-the-Art Machine Learning in Prediction Covid-19 
Fatality Cases   

By Maleerat Maliyaem  & Nguyen Minh Tuan 
King Mongkut's University                              

Abstract- Day by day, the number of confirmed Covid-19 cases significantly increases all over the 
world. In India, the second wave of coronavirus has come back and created a disastrous impact. On 
April 3rd, India continuously recorded the highest number of daily cases globally, according to 
Financial Times, there was a scarcity of crematoriums and burial grounds due to the high number of 
corpses. The outbreak of death cases was an unprecedented circumstance, hence, there was a 
shortage of medical necessities. Prediction of death cases could help the government to manage the 
medical facilities such as beds and oxygen supply for the hospital. Machine learning could be used 
to analyze and predict fatality cases. PySpark library is used to process raw data and update new 
data each day, as the library allows the processing of a large amount of raw data efficiently. By using 
the Naïve Bayes algorithm available in PySpark, the prediction accuracy has increased to 81.3%. 

Keywords: pyspark, machine learning, Naïve bayes,  fatality, covid-19. 
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The State-of-the-Art Machine Learning in 
Prediction Covid-19 Fatality Cases 

Maleerat Maliyaem  & Nguyen Minh Tuan  

Abstract- Day by day, the number of con rmed Covid-19 
cases significantly increases all over the world. In India, the 
second wave of coronavirus has come back and created a 
disastrous impact. On April 3rd, India continuously recorded 
the highest number of daily cases globally, according to 
Financial Times, there was a scarcity of crematoriums and 
burial grounds due to the high number of corpses. The 
outbreak of death cases was an unprecedented circumstance, 
hence, there was a shortage of medical necessities. Prediction 
of death cases could help the government to manage the 
medical facilities such as beds and oxygen supply for the 
hospital. Machine learning could be used to analyze and 
predict fatality cases. PySpark library is used to process raw 
data and update new data each day, as the library allows the 
processing of a large amount of raw data efficiently. By using 
the Naïve Bayes algorithm available in PySpark, the prediction 
accuracy has increased to 81.3%. 

   
 

I. Introduction 

he world has spent to the heart-rending day when 
fatalities passed 4 million people while the crisis 
becoming the race between vaccinating and new 

dangerous variants. Prediction is another way to control 
the Covid-19 situation and propose a new method to 
face the new stage of devastation coronavirus [18{21]. 
In paper [1], they used linear regression and polynomial 
regression to predict the results of fatalities. These two 
algorithms were applied to nd the best t line to 
estimate the average values of the two variables. These 

algorithms are dependent on the variation and 
dispersion of the data. The best t line will divide the 
data into two parts with the same distance between the 
values of data from the best t line. They also used root 
mean square error to estimate the accuracy of 
prediction. Root mean square error is a kind of metric to 
calculate the error when analyzing the data using 
regression algorithms. Root mean the square error will 
be calculated as the mean of the values and ensure the 
distances are the same as the points. The root means 
square error measures the variation and the 
concentration of the values around the mean. Many 
kinds of data could be expressed in Fig 1, the exactness 
belongs to the distribution of data. 

In paper [2], they predicted the outbreak of 
Covid-19 in Ethiopia by comparing the Support Vector 
Machine (SVM) model and the Polynomial Regression 
(PR) model in the ScikitLearn library. The paper showed 
that SVM gets better performance than PR banked on 
evaluating graph performance and metric Mean Square 
Error (MSE), Mean Absolute Error (MAE) [3{7, 9]. With 
the same evaluation in paper [1], the results were also 
depending on the distribution of the data and this 
evaluation is just counted on the mean of the values that 
if the data is dense on the prediction, the mean of the 
values will be closed to the mean of prediction. This 
calculation usually makes the approximate values 
instead of exact values. 

  

 
 

 
 

 
 
 

 

In this paper, we considered the unformed data 
with the information in Fig 1. We calculated the 
correlation between the attributes of data and applied 
an accuracy metric to evaluate the exact values. We 
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unformed data by calculating the correlation shown in 
Table 1.We defined very strong positive correlation when 
values are greater than or equal to 0.8, strong positive 
correlation when values are greater than or equal to 0.6 
and smaller than 0.8, weak positive correlation when 
values are greater than or equal to 0.4, and smaller than 
0.6. We omitted no correlation (values are in the interval 
of -0.4 to 0.4), weak negative correlation (Values are 

T 

Total new new cases total new new deaths
cases cases smoothed deaths deaths smoothed

Total cases 1.000000 0.862925 0.879309 0.984957 0.845896 0.871108
new cases 0.862925 1.000000 0.989568 0.864804 0.928043 0.922668
cases smoothed 0.879309 0.989568 1.000000 0.879013 0.921921 0.937985

total deaths 0.984957 0.864804 0.879013 1.000000 0.872722 0.898039
new deaths 0.845896 0.928043 0.921921 0.872722 1.000000 0.976566
new deaths smoothed 0.871108 0.922668 0.937985 0.898039 0.976566 1.000000

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

47

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals

Table 1: Random Correlation Example for Data

proposed the algorithms could solve with discrete and 

Keywords: pyspark, machine learning, Naïve bayes, 
fatality, covid-19.



smaller than or equal to -0.4 and greater than -0.6), 
strong negative correlation (Values are greater than -0.8 
to values smaller than or equal to -0.6) and very strong 
negative correlation (Values are smaller or equal to -0.8). 
We tried models and chose the metric accuracy to 
calculate the true prediction and the percentage of the 
prediction. With this metric, we could evaluate exactly 
the number of predictions and depicted the records 
related to prediction. PySpark is one of the branches of 
Hadoop structure becoming strongly and easily in 
analyzing the data. With the powerful libraries, PySpark 
supplies the structure for direct and indirect processing, 
graph environment with ease of use, short time 
analyzing the big data. PySpark sponsors many 

sections with many kinds of functions such as Spark 
SQL, DataFrame, Streaming, MLlib, and Spark Core. 
PySpark could solve with big data and costs less time to 
analyze the classification problems. Table 2 shows 
details of the sections and functions in the PySpark 
library. The steps for analyzing data could not follow the 
sections but could form the data before applying the 
sections and functions (Fig 1). The data will be extracted 
feature and applied to the model to transform to right 
form data by choosing basic statistics. After that, we 
could confirm and make the kinds of problems such as 
classification, regression, or clustering problems. Finally, 
we applied evaluation metrics to estimate the models 
(Equations 1-4). 

 

 

 

 

 

 

  
 

 
 

 
 

 
 

(2)

 

Where is the true positive at class , and is false positive at class . 

 

is false negative at class j.
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Accuracy =

∑n
i=1 TiV∑n

i=1 TiV +
∑m

j=1 FjV

Precision =

∑n
i=1 TiP∑n

i=1 TiP +
∑m

j=1 FjP

TiP i iFiP FjN

Recall =

∑n
i=1 TiP∑n

i=1 TiP +
∑m

j=1 FjN

F1 − Score = 2 × Precision×Recall

Precision + Recall

II. Literature Review

Nowadays, machine learning is becoming an essential part of computer science. PySpark is a strong 
application for analyzing the data with open-source libraries where we can run R, Python, Java, and Scala. PySpark 
is free for users and easy to use. PySpark supports two strong libraries with Spark MLlib and Spark ML packages 
where they can solve big data and analyze it in a very short time [17]. However, the processing for analyzing data 
could follow as Fig 2 shown. We summarized the algorithms used in the PySpark library shown the detail in Table 2.

III. Experiments

In this paper, we got data downloaded on June 10th, 2022 from the website
https://ourworldindata.org/covid-deaths and updated every day (Table 2). The data totally consists of 59 attributes 
and we also chose the attribute with the
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G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

48

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals

(1)

Where n; m are numbers of classes, TiV is a true value of prediction at class i; FjV is a false value of label at class j.



  

 

  
 

  
 

  
 

 
 

   

  
 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 

 
 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

MLlib Sections Features

Data types

Local vector

The vector is formed by an integer or
double or zero-based type. The data can
be distributed densely or sparsely.

Labeled point

A kind of local vector using supervised
machine learning algorithms with data is
labeled. Labels sometimes are 0 and 1 or
start from 0, 1,2,. . . The data can be
established in dense or sparse distribution.

Distributed

A kind of local matrix with long rows

matrix

and columns. It is so difficult that we
can’t turn the matrix into another format
matrix.

Basic Statistics
Summary Statistic

Giving the information of the
instance consists of mean, max, min,
variance, and nonzeros.

Correlations
Depend on the input data, the output could
be formed double or matrix.

Classification

Linear Models

Replied to the input data, the output could

and Regression

be formed double or matrix.MLlib supports the
classification and regression algorithms. The
classification consists of linear
support vector and logistic regression. Regression
consists of Lasso, and Ridge regression.

Decision Trees Solving any kind of classification problems,
this ease of use and handle complicated tasks.

Random Forest

Using the same model with Decision Trees,
Random Forest uses the average of the values
to improve the exact predictions but
sometimes cost more time than Decision Trees

Näıve Bayes Very strongly applied in labeled data and solving
Isotonic classification problems efficiently. It can be usually

regression applied in sparse vectors conveniently.

Feature

StringIndexer
To turn string attributes into label attributes.
If the column is a string, we could change it to
a string column and label the string column.

OneHotEncoder Change a label column to binary column vectors

VectorAssembler
Combining all kinds of categorical columns to build
a vector column for model prediction.

Evaluation

Classification
Applied for binary and multiclass classification,

metrics

model evaluation
the output could show the confusion matrix,
accuracy, precision, recall, and F1-measure.

Regression Applied for predicting continuous values with Mean

model evaluation Square Error, Root Mean Square Error, Mean
Absolute Error, and Coefficient of Determinant.

The State-of-the-Art Machine Learning in Prediction Covid-19 Fatality Cases
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Table 2: Library support in PySpark



 

Fig. 1: Steps to Process Data 

greatest correlation values in the set of very strong 
correlation values for building features combining 
location and total deaths is chosen as labels. The raw 
data chosen comprises about 208,111 instances and is 
cleaned by keeping specific character contributes. 

As Fig 1 shown, we need to process the data in 
the right format by using PySpark libraries. The columns 
selected will be divided into two parts: One part for 
features and another for labels. We applied 
StringIndexer to change to the column labeled and 
applied OneHotEncoder to established binary vector 

and after that, we applied VectorAssembler to combine 
with total cases column to make column features for 
prediction. We also applied StringIndexer to turn total 
deaths into a label column for target prediction (see 
Table 2). Besides metrics accuracy to evaluate the ratio 
of right targets and total targets, we considered 
evaluating by Precision, Recall, and F1-score occupied 
great important units in the medical aspect. Precision is 
confirmed the rightly positive cases while Recall is to 
confirm rightly negative cases to decide the right 
method for curing. F1-score, calculated as the average 

The State-of-the-Art Machine Learning in Prediction Covid-19 Fatality Cases
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

50

  
 (

)
B

Y
e
a
r

20
22

© 2022 Global Journals



of Recall and Precision, is applied to confirm how much 
Recall is more important than Precision. In the medical 
branch, it is used to decide prior Recall or Precision to 
choose an appropriate patients' situation. 

Compared to deep machine learning, we also 
analyze the data when trying with deep learning [8{13] 
such as LSTM, and GRU but get the worse results 
prediction shown such as the time costs too much time 
(5,435s/step), accuracy for the first step is 0.138 and the 
second step is 0.1384. The parameters for solving this 
data are a total of 202,878,594 parameters and the 
batch size is 1,318 parameters. PySpark has shown 
better performance with the best accuracy and least 
time to evaluate. 

IV. Results 

In this paper, we tried the models in PySpark 
and choose the models that could analyze the data. 
After trying the models in Spark.MLlib and Spark.ML, we 
got the results in Table 3. The results showed that Naïve 
Bayes has the best performance in predicting fatalities 
with an accuracy of 0.813. Following that was the 
Decision Tree model with an accuracy is 0.621. Table 4 
shows some example prediction results with the models. 
Fig 2-3 showed the screen of prediction using Naïve 
Bayes and Random Forest. 

Table 3: Prediction Results for All Models 

 
 
 

 

Table 4: Example Results for Naïve Bayes Prediction
 

 
 
 
 
 

 

V. Conclusion 

 

  
 

 
 
 
 
 
 

 
 
 
 
 

  

 

 

 

 

Models Accuracy Precision Recall F1-Score

Näıve Bayes 0.813 0.571 0.381 0.457
Random Forest 0.139 0.632 0.003 0.005
Decision Tree 0.621 0.824 0.013 0.026

Label Näıve Bayes Random Forest Decision Trees

8.0 5 4 3
20.0 32 3 16
23.0 16 1 8
38.0 28 31 12
43.0 46 3 41
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To aim with getting the best prediction for Covid-19 fatalities, we applied Spark.MLlib and Spark.ml to get 
the best result in Naïve Bayes model [14{16]. We also try with deep machine learning like LSTM, GRU but get no 
better answers. With this paper, we hope to have a good prediction in India and other countries getting the Covid-19 
cases increasing every day. With this result, we hope we and other researchers could get more information to 
continue facing the Covid-19 tornado. This result is also the basic report supplied for the government in repairing the 
utilities for Covid-19 cases. This also proposes a way tosolve big data in the new technology era with unformed data.



 

Fig. 2: A Prediction using Naïve Bayes  

 

Fig. 3: A Prediction using Random Forest  
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We accept the manuscript submissions in any standard (generic) format.

We typeset manuscripts using advanced typesetting tools like Adobe In Design, CorelDraw, TeXnicCenter, and TeXStudio. 
We usually recommend authors submit their research using any standard format they are comfortable with, and let Global 
Journals do the rest.

Authors should submit their complete paper/article, including text illustrations, graphics, conclusions, artwork, and tables. 
Authors who are not able to submit manuscript using the form above can email the manuscript department at 
submit@globaljournals.org or get in touch with chiefeditor@globaljournals.org if they wish to send the abstract before 
submission.

Before and during Submission

Authors must ensure the information provided during the submission of a paper is authentic. Please go through the
following checklist before submitting:

1. Authors must go through the complete author guideline and understand and agree to Global Journals' ethics and code 
of conduct, along with author responsibilities.

2. Authors must accept the privacy policy, terms, and conditions of Global Journals.
3. Ensure corresponding author’s email address and postal address are accurate and reachable.
4. Manuscript to be submitted must include keywords, an abstract, a paper title, co-author(s') names and details (email 

address, name, phone number, and institution), figures and illustrations in vector format including appropriate 
captions, tables, including titles and footnotes, a conclusion, results, acknowledgments and references.

5. Authors should submit paper in a ZIP archive if any supplementary files are required along with the paper.
6. Proper permissions must be acquired for the use of any copyrighted material.
7. Manuscript submitted must not have been submitted or published elsewhere and all authors must be aware of the 

submission.

Declaration of Conflicts of Interest

It is required for authors to declare all financial, institutional, and personal relationships with other individuals and 
organizations that could influence (bias) their research.

Policy on Plagiarism

Plagiarism is not acceptable in Global Journals submissions at all.

Plagiarized content will not be considered for publication. We reserve the right to inform authors’ institutions about 
plagiarism detected either before or after publication. If plagiarism is identified, we will follow COPE guidelines:

Authors are solely responsible for all the plagiarism that is found. The author must not fabricate, falsify or plagiarize 
existing research data. The following, if copied, will be considered plagiarism:

• Words (language)
• Ideas
• Findings
• Writings
• Diagrams
• Graphs
• Illustrations
• Lectures
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• Printed material
• Graphic representations
• Computer programs
• Electronic material
• Any other original work

Authorship Policies

Global Journals follows the definition of authorship set up by the Open Association of Research Society, USA. According to 
its guidelines, authorship criteria must be based on:

1. Substantial contributions to the conception and acquisition of data, analysis, and interpretation of findings.
2. Drafting the paper and revising it critically regarding important academic content.
3. Final approval of the version of the paper to be published.

Changes in Authorship

The corresponding author should mention the name and complete details of all co-authors during submission and in 
manuscript. We support addition, rearrangement, manipulation, and deletions in authors list till the early view publication 
of the journal. We expect that corresponding author will notify all co-authors of submission. We follow COPE guidelines for 
changes in authorship.

Copyright

During submission of the manuscript, the author is confirming an exclusive license agreement with Global Journals which 
gives Global Journals the authority to reproduce, reuse, and republish authors' research. We also believe in flexible 
copyright terms where copyright may remain with authors/employers/institutions as well. Contact your editor after 
acceptance to choose your copyright policy. You may follow this form for copyright transfers.

Appealing Decisions

Unless specified in the notification, the Editorial Board’s decision on publication of the paper is final and cannot be 
appealed before making the major change in the manuscript.

Acknowledgments

Contributors to the research other than authors credited should be mentioned in Acknowledgments. The source of funding 
for the research can be included. Suppliers of resources may be mentioned along with their addresses.

Declaration of funding sources

Global Journals is in partnership with various universities, laboratories, and other institutions worldwide in the research 
domain. Authors are requested to disclose their source of funding during every stage of their research, such as making 
analysis, performing laboratory operations, computing data, and using institutional resources, from writing an article to its
submission. This will also help authors to get reimbursements by requesting an open access publication letter from Global 
Journals and submitting to the respective funding source.

Preparing your Manuscript

Authors can submit papers and articles in an acceptable file format: MS Word (doc, docx), LaTeX (.tex, .zip or .rar including 
all of your files), Adobe PDF (.pdf), rich text format (.rtf), simple text document (.txt), Open Document Text (.odt), and 
Apple Pages (.pages). Our professional layout editors will format the entire paper according to our official guidelines. This is 
one of the highlights of publishing with Global Journals—authors should not be concerned about the formatting of their 
paper. Global Journals accepts articles and manuscripts in every major language, be it Spanish, Chinese, Japanese, 
Portuguese, Russian, French, German, Dutch, Italian, Greek, or any other national language, but the title, subtitle, and 
abstract should be in English. This will facilitate indexing and the pre-peer review process.

The following is the official style and template developed for publication of a research paper. Authors are not required to 
follow this style during the submission of the paper. It is just for reference purposes.
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Manuscript Style Instruction (Optional)

• Microsoft Word Document Setting Instructions.
• Font type of all text should be Swis721 Lt BT.
• Page size: 8.27" x 11'”, left margin: 0.65, right margin: 0.65, bottom margin: 0.75.
• Paper title should be in one column of font size 24.
• Author name in font size of 11 in one column.
• Abstract: font size 9 with the word “Abstract” in bold italics.
• Main text: font size 10 with two justified columns.
• Two columns with equal column width of 3.38 and spacing of 0.2.
• First character must be three lines drop-capped.
• The paragraph before spacing of 1 pt and after of 0 pt.
• Line spacing of 1 pt.
• Large images must be in one column.
• The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10.
• The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10.

Structure and Format of Manuscript

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words. 
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers 
are reports of significant research (typically less than 7,000 words, including tables, figures, and references)

A research paper must include:

a) A title which should be relevant to the theme of the paper.
b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.  
c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus.
d) An introduction, giving fundamental background objectives.
e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit 

repetition, sources of information must be given, and numerical methods must be specified by reference.
f) Results which should be presented concisely by well-designed tables and figures.
g) Suitable statistical data should also be given.
h) All data must have been gathered with attention to numerical detail in the planning stage.

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any 
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed.

i) Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also 
be summarized.

j) There should be brief acknowledgments.
k) There ought to be references in the conventional format. Global Journals recommends APA format.

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much 
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.
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19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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