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A Combination of Data Augmentation
Techniques for Mango Leaf Diseases
Classification

Demba Faye*®, Idy Diop®, Nalla Mbaye® & Doudou Dione ©

Absiract- Mango is one of the most traded fruits in the world.
Therefore, mango production suffers from several pests and
diseases which reduce the production and quality of mangoes
and their price in the local and international markets. Several
solutions for automatic diagnosis of these pests and diseases
have been proposed by researchers in the last decade. These
solutions are based on Machine Learning (ML) and Deep
Learning (DL) algorithms. In recent years, Convolutional Neural
Networks (CNNs) have achieved impressive results in image
classification and are considered as the leading methods for
image classification. However, one of the most significant
issues facing mango pests and diseases classification
solutions is the lack of availability of large and labeled
datasets. Data augmentation is one of solutions that has been
successfully reported in the literature. This paper deals with
data augmentation techniques namely blur, contrast, flip,
noise, zoom and affine transformation to know, on the one
hand, the impact of each technique on the performance of a
ResNet50 CNN using an initial small dataset, on the other
hand, the combination between them which gives the best
performance to the DL network. Results show that the best
combination classifying mango leaf diseases is ‘Contrast &
Flip & Affine transformation’ which gives to the model a
training accuracy of 98.54% and testing accuracy of 97.80%
with an f1_score > 0.9.

Keywords: data augmentation, mango,
classification, deep learning, resnet50.

disease,

[. INTRODUCTION

ango or Magnifera Indica L. (scientific name) is
Ma lucrative fruit widely cultivated in tropical

countries. It belongs to the family
anacardiaceous. Its overall consumption in 2017 was
estimated at 50.65 million metric tons [1]. This fruit was
in 2021, in terms of quantities exported, the third most
traded tropical fruit after pineapple and avocado [2].
Mango fruit is very appreciated because of its richness
in nutrients (vitamins A, B, C, K, ...), flavorful pulp and
alluring aroma [3,4]. This fruit contributes enormous
economic bendits to exporting countries and mango
growers.
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However, mango production suffers severely
from pests and diseases witch lead to a reduction of
both quality and quantity. This influence mango price in
the international market.

In the last decade, several solutions for
automatic diagnosis of these pests and diseases have
been proposed by researchers. These solutions are first
based on image processing (IP) and machine learning
(ML) techniques and finally, in the last five years, on
deep learning (DL) algorithms DL based solutions have
achieved state-of-the-art performance on Image Net and
other benchmark datasets [5]. In recent vyears,
Convolutional Neural Networks (CNNs) have achieved
impressive results in image classification and are
considered as the leading methods for object detection
in computer vision [5,6].

However, one of the biggest issues facing
mango pests and diseases identification solutions is the
lack of availability of large and labeled datasets
[7,8,9,10]. The limited training data inhibits performance
of DL based models which need big data on which to
train well to avoid overfitting and improves the model’s
generalization ability. Overfitting happens when the
training accuracy is higher than the accuracy on the
validation/test set. The generalizability of a model is the
difference in performance it exhibits when evaluated on
training data (known data) versus test data (unknown
data). The use of data augmentation process is one of
solutions that has been successfully reported in the
literature [1]. This overfitting solution generates a more
comprehensive set that minimizes the distance between
training and validation sets.

A data augmentation process based on image
manipulation is presented in this paper for improving the
quality of a small dataset of mango leaves presented
in [1]. The specific contributions of the paper include:

* Generate a dataset for every data augmentation
strategy except affine transformation. The DL model
is trained in each generated dataset to know the
impact of each data augmentation technique in the
performance of the model.

* Generate multiple datasets from pair wise
sequential combination of data augmentation
techniques, namely blur, contrast, flip, noise and
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zoom. This is to know the combinations which give
the best performance to the DL model.

* Apply affine transformation technique to the
previous best combinations to determine the final
combination which is better to classify diseased
mango leaves.

The rest of the paper is organized as follows. Section 2 is
an overview of the literature review, Section 3 deals with
the data acquisition and data augmentation techniques
and the CNN model used, Section 4 presents and
discusses the results of the data augmentation
techniques. The last section concludes the paper and
announces the futures works of the authors.

1. RALATED WORKS

The literature review presented in this paper
concerns only data augmentation strategies used for
ango pest or diseases classification and mango or other
fruits quality grading.

Shorten et al. [11] presented a survey dealing
with image data augmentation algorithms such as color

space augmentations, geometric transformations,
mixing images, kernel filters, random erasing,
adversarial training, feature space augmentation,

generative adversarial networks (GAN), meta-learning
and neural style transfer. They also discussed the
application of augmentation methods based on GANs
and others characteristics of data augmentation such as
curriculum learning, test-time augmentation, resolution
impact, and final dataset size. Dandavate et al. [12]
applied data augmentation techniques namely rotation,
scaling and image translation to a fruit dataset to avoid
overfitting and obtain better performances with their
simple CNN model. Agastya et al. [13] used VGG-16
and VGG-19 for an automatic batik classification.
Applying random rotation in a certain degree, scaling
and shearing, they improve the accuracy of their models
up to 10%. Bargoti et al. [14] presented a fruit
(mangoes, apples, and almonds) detection system
using Faster R-CNN. They used image flipping and
scaling to improve the performance of their model with
an F1-score of > 0,9 achieved for mangoes and apples.
Wu et al. [15] investigated several deep learning-based
methods for mango quality grading. VGG-16 is found to
be the best model for this task. During the training of
their models, authors applied, at each epoch, randomly
data augmentation strategies such as horizontal or
vertical image flipping, rotation, brightness, contrast and
zoom in/out. Zang et al. [16] developed a fruit category
identification by using a 13-layer CNN and three data
augmentation strategies namely noise injection, image
rotation and Gamma correction. The final obtained
overall accuracy is 94.94%, at least 5 percentage points
higher than state-of-the-art approaches. Supekar et al.
[17] performed a mango grading system based on
ripeness, size, shape and defects. They used K-means

© 2023 Global Journals

clustering for defect segmentation and Random Forest
Classifiers. To avoid overfitting with an initial training
dataset of 69 images, authors applied image rotation on
angle of 90,180 and 270. The final training dataset
obtained consists of 522 images which allows their
model to obtain an overall accuracy of 88,88%.

[II.  METHODOLOGY AND MODEL

a) Data aquisition

The dataset used in this paper is a part of
‘MangolLeafBD’ dataset produced by Ahmed et al. [18]
and downloadable from ‘Mendeley Data” platform
(https://data.mendeley.com/datasets/hxsnvwty3r).

MangoleafBD dataset contains height classes,
seven of which correspond to mango leaf diseases and
one contains healthy leaves.

In this paper, four diseases namely
anthracnose, Gall Midge, Powdery Mildew and Sooty
Mold are treated as they are among the most mango
leaf diseases treated by researchers during the last five
years [19] (Fig.1andFig.2). The dataset used contains
four classes corresponding respectively to these
diseases and a class of healthy leaves. There are 500
RGB leaf images of 240x320 pixels in each class making
a total of 2,500. Images are in JPG format.

b) Data augmentation

Data augmentation is a powerful solution
against overfitting. It allows a model with a small dataset
to become robust and generalizable. There are two
categories of data augmentation: the first is based on
image manipulations and the second on DL (generative
adversarial  networks  (GANs), feature  space
augmentations, adversarial training, Neural Style
Transfer, Meta Learning Data Augmentation) [11].

This research focuses on the first category
because i) the second is generally used to generate
synthetics images from quite a large dataset, ii) mango
leaf images taken under real-world conditions suffer
mainly from the problems of temperature variation,
shadowing, overlapping of leaves, and presence of
multiple objects. The first category can allow us to
generate images in these cases.

This papers deals with following techniques:
* Noise injection

Image noise is a random disturbance in the
brightness and color of an image. Noise injection is an
effective way to avoid overfitting and improves the test
ability of a machine learning model [13]. There are
several ways to add noise to an image (e.g. Gaussian
noise, Salt and Pepper noise, Speckle noise, ...).
Gaussian noise is performed fixing mean parameter to 0
and sigma parameter to 0.05.

e Blur
Blurring an image means make it less sharp.
Photographic blur occurs with movement in the model



or scene relative to the camera, and vice versa. To
realize this, Gaussian blur was carried out using a kernel
size (5,15).
* Contrast and Brightness

The Contrast and Brightness function improves
the appearance of an image. Brightness improves the
overall clarity of the image and contrast adjusts the
difference between the darkest and lightest colors.
Contrast parameters used are {0.5;2,25} and
brightness parameters are {1;4;5}. For each original
image, three new images are generated with
respectively the following parameters contracts,
brightness {c; b}: {0.5; 1}, {2; 4}, {2.5; 5}.
* Zoom

Zooming an image means enlarging it in a
sense that the details in the picture became more visible
and clear. Each image is zoomed three times and from
the center using zoom parameters {3;5;7}.
* Image flipping

To flip or mirror an image means to turn it
horizontally (horizontal flip) or vertically (vertical flip). Flip

14
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function generates an image so that the left side
becomes the right side or the top becomes the bottom.
The images are vertically and horizontally flipped using
flip parameter 0 and 1 respectively.

* Affine transformation

An affine transformation is, in general a
combination of translations, rotations, shears and
dilations [12]. It s used to simulate images captured
from different camera projections nd positions. Affine
transformation is performed using an input matrix (In) of
size 2x3 and an output matrix (Out) of the same size.
The input matrix corresponds to three points in the input
image and the second matrix is their corresponding
locations in the output image. In the training dataset,
twenty additional images are randomly generated for
each image. But after that, the generated images on
which there is no part of mango leaf are removed.

Fig.3 shows an example of a diseased mango
leaf (anthracnose) on which all these data augmentation
techniques are applied.

< Q0 X
xS <F ebqgf’
> <
&

Mango Diseases

Fig. 1. Ranking of the most common and treated mango diseases [19]

Anthracnose

Sooty Mould

Gall Midge

Powdery Mildew

Healthy

Fig. 2: Dataset image composition
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The data augmentation process (Fig. 4) is
carried out as follow:

First step: For each of the above mentioned data
augmentation strategies (except affine transformation), a
new dataset for training and validation is generated (Fig.
3, Table 2). Images of the original dataset are added to
the generated one. This is to know the impact of each
data augmentation strategy on the overall performance
of the model.

Second  step: Every strategy (except affine
transformation) is combined respectively by the 4 others
sequentially to generate new datasets (Table 2).

Final step: Affine transformation is applied to the best
combination that gives the best performance to the DL
model (Table 3).

The augmentation techniques are carried out
using python Open Source Computer Vision Library
(OpenCV).

Table 1. Composition of the datasets in the first step

Original Original & | Original & Original & Original & Original &
9 Blur Contrast Flip Noise Zoom
Train 1600 3200 6400 4800 3200 6400
Validation 400 800 1600 1200 800 1600
Test 500 500 500 500 500 500
Total 2500 4500 8500 6500 4500 8500
Table 2: Composition of the datasets in the second step
2 o - o3 o3 o3 .
TS - 8| ?¢E 8o 88 | 85| %% | 25| g5
3 c > O 2 0 I=ETn = 0 = 0 = O =0 = 0
m Q 5 o2 m N 5 5= 5N (T-4 N g N
o m O ¢) O
Train 8000 6400 4800 8000 9600 8000 11200 6400 9600 8000
Va||(r:i]at|o 2000 1600 1200 2 000 2400 2000 2800 1600 2400 2000
Test 500 500 500 500 500 500 500 500 500 500
Total 10500 8500 6500 10500 12500 10500 | 14500 | 8500 12500 | 10500

Original image

Contrast; {c,b} = {2, 4}

© 2023 Global Journals

Noised image
(mean: 0.1, std: 0.5)

Zoomed image (param: 5)

Blurred image

(std: 0.5, kernel: (5,15))

Vertical fllpped image



Horizontal flipped image

Affine Transformation In; Out =

[60,70; 230,50; 50,220] ; [50,70; 230,50; 50,220]

Fig. 3: An example of generated images

//"_'_‘\\ H
M~ ] =
Zoom E
£5
N E H
e g
Blur f\h____/ =
S~ Choose the Best .
P Dataset after
Original| Noise |——] combination
Dataset Best Dataset Final Dataset
Flip
Conrast &
Brithness

Fig. 4: Workflow of the data augmentation task

c) CNN model

Use Residual neural network (ResNet) is
proposed in 2015, by He et al. [20]. ResNet won the first
place at the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC 2015). To preserve knowledge,
reduce losses and boost performance during the
training phase, ResNet introduced residual connections
between layers. A residual connection in a layer means
that the output of a layer is convolution of its input plus
its input [21]. ReNet50 is used in this research. It
consists of 50 layers as it is shown by the Fig. 5.

The model is updated by replacing the number
(1000) of nodes of the softmax output layer by 5
(corresponding to the number of treated mango leaf
diseases).

d) Implementation details

The data augmentation process and ResNet50
model are all carried out using respectively, OpenCV
and Keras labreries. Model’s training parameters used
include Adam optimizer with a learning rate of 0.001,
binary cross-entropy (loss function) and epochs of 8.

The model is trained on a server with an NVIDIA GPU
and 32 GB of RAM.

[V. RESULT AND DISCUSSION

The initial small dataset is splitted as follow:
64% for training, 16% for validation and 20% for testing.
After randomly splitting the dataset, we have 1,600
images for training, 400 images for validation and 500
images for testing. Results sho that the training
accuracy (87.18%) is greater than the testing accuracy
(89.34%). So the model overfitted as it is shown by the
Fig. 6.
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Fig. 5: The architecture of ResNet50 [21]

Since the dataset is not enough to train robustly
the DL model, data augmentation process is carried out.
This ask concerns only training and validation data [22].
Test data remains equal to 500 images.

In the first step, after training phase, results
show that the DL model overfits on all datasets except
‘Original & Contrast’ which gives a training and testing
accuracy of 90.56% and 86.23% respectively (Table 3,
Fig. 7).

In the second step, training the model on the
combined datasets yielded the results in Table 4. The
model is not overfitted on the ‘Contrast & Flip’ (training:
95.29%,; testing: 91.39%) and ‘Flip_Zoom' (training:
93.15%; testing: 90.59) datasets. These two datasets

are the best ones in the second step since they give
best results to the DL model.

Finally, affine transformation strategy is applied
to ‘Contrast & Flip" and ‘Flip Zoom’ datasets. Results
show that ‘Contrast & Flip’ gives the best performances
with an accuracy of 97.80% and a f1_score> 0.9 (Table
5, Fig. 8, Fig. 9).

Training and Validation Accuracy

1.0

0.9 1

=
oo
1

Accuracy
=
.y
L

=
n
1

=
Ln
1

—— Training Accuracy
—— Validation Accuracy

i i i i i
3 4 5 [§] 7
Epochs

Fig. 6: Training result of the original dataset
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Fig. 7: Training result of the dataset ‘Original & Contrast’

Following the results presented previously, in
the first step, the model overfitted in the generated
datasets, except'Original and Contrast’ dataset which
resulted in an accuracy of 86.23%. Concerning data
augmentation strategies namely blur, contrast, noise
and zoom, the best cominations for classifying mango
leaf diseases are ‘Contrast & Flip’ and 'Flip & Zoom’,
according to the results in the second step. These two

strategies yielded accuracies of 91.39% and 90.59%
respectively. In the final step, applying the ‘Affine
Transformation’ strategy to the datasets generated by
these two strategies revealed that the best combination
for mango leaf diseases classification is ‘Contrast & Flip
& Affine Transformation’ since it yielded an accuracy of
97.80%.

Table 3. Results of the first step

Original & | Original & | Original & | Original & | Original &
Blur Contrast Flip Noise Zoom
Training Accurac
g(o/) y 98.25 90.56 95.35 76.36 92.76
(e}
Testing Accurac
g((y) y 84.21 86.23 80.60 34.84 84.80
(e}
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Table 5: Results of the final step

Original & Blur Original & Contrast
Training dataset 50 056 51315
Validation dataset 12514 12 828
Test dataset 500 500
Total 63 070 64 643
Training Accuracy (%) 98.54 97.44
Testing Accuracy (%) 97.80 93.98

Training and Validation Accuracy

—— Training Accuracy
—— Validation Accuracy

3 4 5 6 7
Epochs

Fig. 8: Training result of the ‘Contrast & Flip & Affine Transformation’ dataset

Training and Validation Accuracy

Accuracy

—— Training Accuracy
Validation Accuracy

3 4 5 6 7
Epochs

Fig. 9: Training result of the ‘Flip & Zoom & Affine Transformation’ dataset

V. CONCLUSION AND FUTURE WORKS

This paper presented three contributions. The
first allowed us to know the impact of data augmentation
techniques namely blur, contrast, flip, noise and zoom in
mango leaf diseases classification. The second is to
know the best combinations between these techniques
which give the best performance to the deep learning
model. The last one reveals that applaying ‘affine

© 2023 Global Journals

transformation’ technique to the combination ‘Contrast
& Flip’ gives the best performance to the Resnet50 CNN
with an accuracy of 97.80%.

This solution can be used to improve the
performance of DL models for image classification with
small datasets.

Our future work, is to propose a dataset of
mango leaf diseases with images captured in mango
orchards of a sahelian country like Senegal. Applying



this combination as a data augmentation technique to
this dataset will allow us to achieve excellent results in
mango leaf disease classification using a deep learning
model such as ResNet50. Then, this model will be
deployed in mobile and web applications to allow
mango growers to diagnose diseases in their crops
without expert intervention.
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Emotion Detection in Arabic Text using Machine
Learning Methods

Fatimah Khalil Aljwari

Absiract- Emotions are essential to any or all languages and
are notoriously challenging to grasp. While numerous studies
discussing the recognition of emotion in English, Arabic
emotion recognition research remains in its early stages. The
textual data with embedded emotions has increased
considerably with the Internet and social networking platforms.
This study aims to tackle the challenging problem of emotion
detection in Arabic text. Recent studies found that dialect
diversity and morpho- logical complexity in the Arabic
language, with the limited access of annotated training
datasets for Arabic emotions, pose the foremost significant
challenges to Arabic emotion detection. Social media is
becoming a more popular kind of communication where users
can share their thoughts and express emotions like joy,
sadness, anger, surprise, hate, fear, so on some range of
subjects in ways they'd not typically neutralize person. Social
media also present different challenges which include spelling
mistakes, new slang, and incorrect use of grammar. The
previous few years have seen a giant increase in interest in
text emotion detection. The study of Arabic emotions might be
a results of the Arab world’s considerable influence on global
politics and thus the economy. There are numerous uses for
the automated recognition of emotions within the textual
content on Facebook and Twitter, including company
development, program design, content generation, and
emergency response. in line with recent studies, it's possible
to identify emotions in English-language information.
"However, we are tuned in to only some initiatives to include
Arabic content. Hence, we shall develop a machine- learning
model for emotion detection from Arabic textual data on social
platforms. This study categorizes the texts supported
emotions, anger, joy, sadness, and fear, using supervised
machine learning approaches. We used five different machine
learning algorithms, namely Decision Tree (DT), K-Nearest
Neighbor (KNN), Naive Bayes (NB), Multinomial Naive Bayes
(NB), and Support Vector Machine (SVM) to classify emotions
in Arabic tweets. These algorithms assessed our proposed
approach on the dataset of Arabic tweets provided by
SemEval-2018 for El-oc. This meant that the results of the
machine learning approaches were admissible. These results
found that the selection Tree and K- Nearest Neighbor
classifiers have the simplest accomplishment regarding
accuracy, 0.74, While the NB and Multinomial NB classifiers
acquired 0.69, and also the SVM obtained 0.63.

Keywords. emotion detection, machine learning, arabic
text, KNN, DT, SVM, naive bayes.

Author:  Computer Science and Artificial Intelligence Department
University of Jeddah, Jeddah, Saudia Arabia.
e-mail: fatima6794o05@gmail.com

. INTRODUCTION

urrently, social media plays a necessary role in
way of life and practice. immeasurable individuals

use social media for various purposes. Every
second, a major amount of knowledge flow via online
networks, containing valuable information that may be
extracted if the information are correctly processed and
analyzed[8]. Social networking media became essential
for expressing emotions to the planet due to the fast
growth of the web. Several individuals use textual
content, audio, video, and images to express their
emotions or perceptions[9]. The Affective Computing
research field has been an energetic research domain
and recently gained great popularity. It aims at providing
machines with a human-like ability to grasp and answer
human emotions, with more natural interaction between
humans and machines[10]. Emotions are a vital
component of human life. Emotions affect human
decision- making and can enable us to speak with the
planet in a very better way. Emotion detection, also
called emotion recognition, identifies an individual’s
feelings or emotions, for instance, joy, sadness, or fury
[9]. "Emotion detection,” “emotion analysis,” and
"emotion identification” are all expressions that are
periodically used interchangeably. The sentiment
analysis could be a means of evaluating if data is
negative, positive, or neutral. In contrast, emotion
recognition specifies different human emotion types, like
joy, love, sadness, happiness, anger, and surprise[9].
quite 400 million people speak Arabic, the official
language of twenty-two countries. It is the Internet’s
fourth most generally used language [10]. Languages
utilized in social media, such as Twitter, differ wildly from
that utilized on other platforms, like Wikipedia. The
English language has been highly determined within the
emotion detection field, including datasets and
dictionary availability, in contrast to the Arabic, which
has minimal resources[11]. Emotion analysis has
different applications in every aspect of our existence,
including making efficient e-learing frameworks in step
with the emotion of scholars, enhancing human-
computer interactions, observing the mental state of
people, enhancing business strategies supported
customer emotions, analyzing public feelings on any
national, international, or the political event, identifying
potential criminals by analyzing the emotions of
individuals after an attack or crime, and improving the
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performance of chatbots and other automatic feedback
frameworks[4]. In Additionally, text emotion analysis has
been a promising research topic. Analyzing the texts
and identifying emotion from the words and semantics
could be a difficult challenge. The paper aims to
automatic recognition of emotions in texts written in the
Arabic language by employing a model for Emotion
Classification (EC) into emotion classes: Sadness, joy,
fear, and anger with the algorithms of machine learning.
This approach utilized the SemEval- 2018 TaskT
reference dataset and focused on four emotion classes
(Joy, Sad, Angry, and fear). Five forms of algorithms are
used supported the machine learning approach, namely
K-Nearest Neighbor (KNN), Decision Tree (DT), Support
Vector Machine (SVM), Naive Bayes (NB), and
Multinomial (NB). KNN, DT, SVM, NB, and Multinomial
NB classifiers are utilized in the classification process
since they offer the foremost satisfactory and better
accuracy results among all other classifiers. The findings
showed that the choice Tree and K-Nearest Neighbor
classifiers have the best accomplishment regarding
accuracy, 0.74, While the NB and Multinomial NB
classifiers acquired 0.69, and also the SVM obtained
0.63. The structure of this study continues to section II,
which presents Problem Definition and Algorithm while
section Il offers the recent related work on Arabic
emotion recognition.  Section IV describes the
Methodology and results of emotion analysis from
Arabic texts and discusses the results. Section V
provides the conclusion and future work.

1. PROBLEM DEFINITION AND
ALGORITHM

This section briefly presents the Problem
Definition and Algorithm for the detection of emotion in
texts written in the Arabic language.

a) Problem Definition

Most research papers in this field focus on
negative or positive emotion analysis and do not go
deeply into emotion analysis, especially in Arabic.
Research in emotion analysis for Arabic has been
minimal compared to other languages like English. This
paper addresses the emotion detection problem in
Arabic tweets and presents a model to categorize
emotions into sadness, joy, anger, and fear. Further-
more, the current work can provide many benefits for
governments, health authorities, and decision-makers to
monitor people’s emotions on social media content.
Additionally, it can improve business strategies
according to customers’ emotions and recognize
potential criminals when analyzing people’s emotions
after an attack or crime.

b) Algorithm Definition
The Machine Learning approach learns from the
info and tries to hunt out the relation between a given
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input text and also the corresponding output emotion by
building a prediction model. This approach is split into
two categories:

i. Supervised learning approach

Based on a labeled or annotated dataset, the
supervised approach takes a component of this data for
the training process using an emotion classifier. This
trained data is then examined, and a model is made.
The remaining data within the dataset is classed
supported this previously trained classifier into the
emotion category.

i. Unsupervised learning approach

The unsupervised approach relies on a non-
labeled dataset. The approach inherent the drawbacks
of the ML algorithm. It requires an oversized dataset for
the training process to be accurate. The Machine
Learning approach solves the emotion detection issue
by categorizing texts into various emotion classifications
using the mentioned algorithms. This process is usually
done employing a supervised or unsupervised ML
technique. To categorize the tweet into each
categorization (anger, joy, sadness, and fear), we
applied five different supervised machine-learning
approaches: KNN, DT, SVM, NB, and NB. Following
could even be an inventory of the classifiers discussed
during this work:

a. K-Nearest Neighbor (KNN)

KNN is addition- ally a fairly Al supported
machine learning  algorithms in  classification,
processing, statistical pattern recognition, and much of
more. This method in our experiment can classify an
emotion correctly[15]. KNN classifies a replacement
instance within the test set supported the shortest
distance between it and numeric neighbors (k) stored
within the training set using the Euclidian Distance
equation[13].

b. Decision Tree (DT)

A Decision Tree could even be a mode of a tree
structure utilized in classification and regression models.
It breaks down the datasets into smaller subsets and
incrementally develops them into nodes and leaves. The
branches of the selection tree represent the category of
the datasets. the selection tree is split into four emotion
classes: joy, sadness, anger, and fear. The selection
tree’s goal is to substantiate it achieves maximum
separation among classes at each level.

c. Support Vector Machine (SVM)

SVM could even be a supervised ML algorithm.
The model is straightforward, and far of individuals value
more highly to use this model thanks to its less
computational power and it gives significant accuracy.
SVM conducts linear classification and performs non-
linear classification alright [6]. This model's idea is
straightforward: The algorithm plots each data item as
some extent in n-dimensional space representing the



number of features. Then, it'll use hyper-plane to
differentiate between features and classes of emotion.

d. NB
NB includes several algorithms of classification
based on the Bayes Theorem. The NB classifier
presents significant results when it is used for text
analyzing data. Such an algorithm offers a prospect
examining the study’s dataset [12].

e. Multinomial (NB)

Multinomial NB classifier works on the concept
of term frequency, which suggests what percentage
times the word occurs during an extremely document.
MNB is specially designed for text data and a particular
version of Naive Bayes [6]. MNB tells two facts about
whether the word appears during a very document and
its frequency there in document.

I11. LITERATURE REVIEW

Although there are many studies during this
domain, one amongst the tough challenges for all
researchers during this domain is to use emotion
analysis and classification for Arabic tweets, which
remains limited, most Arabic studies specialise in
sentiment  analysis to  classify tweets into
positive/negative classes, underestimating the utilization
of emotion detection and analysis to draw down
different emotions. The literature review presents the
foremost recent works on emotion detection in
languages.

Mansy, A et al.[1] researchers proposed an
ensemble deep learning approach to research Emotion
from user text in Arabic Tweets. They evaluated using
the SemEval-2018-Task1- dataset published in a very
multilabel classification task. The proposed model was
supported three deep learning models. Two models are
particular styles of Recurrent Neural Networks (RNNs),
the Bidirectional Gated Recurrent Unit (Bi-GRU) and
Bidirectional Long Short Term Memory Model (Bi-LSTM).
The third may be a pretrained model (PLM) supported
Bidirectional Encoder Representations from
Transformers (BERT) NAMED MARBERT. The results of
the proposed ensemble model showed outperformance
over the individual models (Bi- LSTM, Bi-GRU, and
MARBERT). They showed an accuracy of 0.54, precision
of 0.63, 0.55 in an exceedingly recall, 0.70 in Macro F1
Score, and 0.52 in micro F1 Score.

In addition, Khalil et al. [2] proposed a Bi-LSTM
deep learning model for EC in tweets written in Arabic
that were employed in the SemEval-2018 dataset. The
Aravec with CBOW for the word embedding phase has
been employed in feature extraction. Their results have
shown an Accuracy of 0.498, and a Micro F1 score of
0.615.

Another study on Arabic emotion analysis was
proposed in [3]. The authors addressed the emotion
detection problem in Arabic tweets. A tweet may have

multiple emotional states (for example, joy, love, and
optimism). during this case, the emotional classification
of tweets is framed as a multilabel classification
problem. The proposed approach combined the
transformer-based Arabic (AraBERT) model and an
attention- based LSTM-BILSTM deep model. The
approach used a publicly available benchmark dataset
of SemEval-2018 Task 1, where the dataset is formed for
multilabel detection of emotion in these tweets. The
findings show that such an approach presents accuracy
of nearly 54.

A multilabel classification was employed to
detect emotions in Arabic tweets by [4]. The authors
proposed three models: the Deep Feature-based (DF),
the Human engineered feature- based (HEF) model,
and the Hybrid model of both models (HEF and DF).
They assessed the execution of the proposed model on
the SemEval-2018, IAEDS, and AETD datasets. For
feature extraction, they used Hourglass of emotions,
frequency-inverse document, Lexical sentiment features,
and Lexical emotion features. the most effective
performance results for the hybrid model were achieved
when combining the TF-IDF of unigrams, TF-IDF of the
Part of Speech (POS) tags, HGE, LSF, and LEF with the
DF model. The findings report that the hybrid model
exceeded the HEF and DF models in the datasets. The
hybrid achieved for every IAEDS, AETD, and SemEval-
2018 datasets an accuracy of 87.2, 0.718, and 0.512,
respectively.
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Fig. 1: Summary of the emotion detection in Text

Furthermore, deep learning detects emotions.
For instance, AlZoubi et al. [5] have implemented an
ensemble approach that contains Conventional Neural
Networks (CNN), Bidirectional GRU-CNN (BiGRU-CNN),
and XGBoost regressor (XGB) to be utilized in solving
the EC of the SemEval-2018 dataset written within the
Semitic. The ensemble approach used TF-IDF, word-
level embedding, and lexicon features. Results show
that their model achieved a precision of 69. In addition,
Hussein, et al. [6] followed the machine learning method
to detect emotion in Text Mining Data supported Arabic
Text. They collected text mining data from the internet
while focusing on four emotion classes (sad, happy,
afraid, and angry). Three sorts of techniques are used
supported machine learning approaches include KNN,
NB, and SVM algorithm. The findings also showed that

Dataset

NB had the best accomplishment regarding accuracy.
NB classifiers achieved 70, comparing to SVM that
obtained 68.33, while KNN yielded 51.67. Saad et al. [7]
proposed a similar model to categorize emotions from
the Malay language. The dataset used consists of Malay
children’s short stories. over 200 short stories were
collected, each story varying from 20-50 words. The TF-
IDF is extracted from the text and classified using SVM
and DT. Four common emotions, happy, angry, fearful,
and sad, are classified using the 2 classifiers. Results
showed that the choice Tree outperformed the SVM by a
22.2 accuracy rate.

Fig 1 summarizes the acceptable emotion
methods reviewed during this paper and sorted on the
most recent date.

Classified
Emotions

(Sadness, Joy,
Anger, Fear)

Supervised
Machine

Learning
models

Fig. 2: Shows the main phases of the methodology
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Fig. 3: Snapshot of the training dataset before preprocessing
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Fig. 4: Snapshot of the testing dataset before preprocessing

IV.  EXPERIMENTAL EVALUATION

This section discusses the used dataset and
the method- ologies to identify emotions of tweets
written in Arabic by utilizing (5) algorithms of machine
learning: KNN, DT, SVM, NB, and Multinomial NB. The
final section highlights the outcomes of this process.

The main phases of the methodology are
shown in Fig. 2. The methodology consisted of the
dataset, preprocessing, features engineering,
supervised machine learning, and classified emotions
based on four emotions (anger, joy, sadness, and fear).

a) Dataset

This section discusses the used dataset in
which the experiments are performed using the
reference emotion detection SemEval-2018 (Affect in
Tweets) dataset. The dataset is the public benchmark
dataset created for the detection of emotions in tweets
written in Arabic. Each tweet is labeled as one of the
emotions ( joy, anger, sadness, and fear. ). All these

tweets are in Arabic text. We used only the Eloc for our
experiment with four basic emotion categories. The
training dataset trains the classifier and the test dataset
examines the structured model to show identify the
value of trained model. Figure (3) highlights the training
dataset and Figure (4) highlights testing dataset.

b) Preprocessing

Data preprocessing is taken into account one
among the essential phases in machine learning to
avoid misleading results and obtain better insights.
during this section, the preprocessing steps are
discussed as follow: The tweet from the SemEval2018
dataset has been preprocessed using the foremost
common preprocessing techniques, like removing stop
words, repeating chars, English characters, mentions,
punctuation marks, and Arabic diacritics. Also, text nor-
malization has been added.
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e English Characters Removal: during this step, all
English characters in both lower and upper cases
(A-Z, a-z) are removed.

e Stop words Removal: Removing all stop words that
may not influence the tweet’s meaning.

e Arabic Normalization: Returning chars to their
original.

e Arabic Diacritics Removal: Removing all diacritics
like [Fatha,Tanwin Fath, Damma, Tanwin Damm,
Kasra, Tanwin Kasr,Sukun] .

¢ Mentions Removal: Removing any mentions like @
from the tweet.

e Repeated Chars Removal: Any repeating characters
are removed during this step.

e Punctuations Removal: Removing all punctuation
marks like/:”.”, +|1—. .. """~

c) Features Extraction

Feature extraction techniques aim to represent
the text’s emotional value which is able to help classify
the emotions into the right category. Feature extraction
is essential before EC from the documents, which can
be found in method such as Term Frequency-Inverse
Document Frequency (TF-IDF). The next section
describes the feature extraction method utilized in our
proposed approach:

e TF-IDF

TF-IDF is one in every of the foremost used text
feature extraction techniques because it provides helpful
insight into the essential features of text documents.
during this paper, TF IDF is chosen because the feature
extraction technique. It computes the merchandise of
the 2 statistics: TF-IDF describes how the word is
important to a tweet in an exceedingly collection of
tweets. the worth of TF-IDF increases correspondingly to
the quantity of times a word appears within the tweets.
The more a term occurs in tweets belonging to some

category, the more it's relative there to category. TF-
IDF’s function is more developed and offers ideal
outcomes as it can identify an emotional Arabic term.
Figure (5) highlights the characters’ number in tweets.

d) Experiment

The experiment describes the approach to
predicting users’ emotions from their tweets. To
categorize the tweet into (anger, joy, sadness, and fear),
we apply different machine-learning approaches: K-
Nearest Neighbor, Decision Tree, Support Vec- tor
Machine, Naive Bayes, and Multinomial Naive Bayes.
This work has been implemented on a cloud- based
environment, “Google Colab,” owned by Google. The
experiment’'s  first and most essential phase is
preprocessing the tweets for training and test sets.
mostly, Arabic text needs more preprocessing because
of its nature and structure. Therefore, the preprocessing
techniques for every tweet are performed for the training
and testing phases. We used the dataset of the Arabic
tweets presented by Semi-Eval 2018. Then classified,
each tweet was placed into one in all four
categorizations, given an emotion and a tweet. This
dataset includes (934) tweets for the provided emotions:
Fear, anger, sadness, and joy. The TF- IDF is extracted
from the text and classified using KNN, SVM, DT, NB,
and Multinomial NB. We randomly split our dataset into
testing and training with 20-80 ratios. the proportion of
every class within the dataset is shown in Fig.6. We
used the training datasets to point the classifiers. In
contrast, (unseen to the model), the test dataset was
reserved for examining the structured model to identify
the suitability of the trained model. After splitting our
dataset into the testing and training process, 747
samples are within the training dataset and 187 within
the testing dataset. The results of 5 machine learning
models are compared within the result section.

140

120 A

100 +

20 1

20 40 60
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Fig. 6: The percentage of each class in the dataset
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Fig. 7: Evaluation Metrics

V.  EVALUATION METRICS

We use precision, accuracy recall, and F- score
accuracy, in this study, to measure the EC's
performance. Precision, also named positive predictive
value, is the documents’ number labeled correctly as
belonging to the positive class. Sensitivity, or recall, is
the documents’ number that is not labeled as belonging
to the positive class. Another measurement that
combines recall and precision is F-score. The F-score
indicates how accurate the classifier is (how many
instances are correctly classified) and its robustness (it
does not miss many instances). The last measure is
accuracy, which indicates the suitability of a given
classifier[13]. Calculations of the measurements are
given in Fig. 7.

VI.  RESULTS AND DISCUSSION

This section reports the performance results
and discusses the model. We trained the model on the
training dataset for the SemeEval- 2018 dataset, and
reported on the model performance on the test dataset.
The Decision Tree and K- Nearest Neighbor classifier’'s
accuracy was 0.74, the NB and Multinomial NB
classifiers obtained 0.69, and the SVM 0.63. The results
could be more encouraging regarding accuracy. Fig. 8
displays the accuracy comparison of various machine
learning models.

ACCURACY

0.74

0.69

0.69

X
]
m
@
| ‘
SVM KNN

Fig. 8: Results of the accuracy using different Classifiers

DT MULTINOMIAL NB NB
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VII.  CONCLUSION

EC is a text categorization approach that aims
to identify human feelings conveyed through texts. In
recent years, Arab users have expressed their emotions
on many of the issues raised through the Twitter
platform. Therefore, this paper focused on the common
classification algorithms such as DT, KNN, SVM, NB,
and Multinomial (NB) and applied them to a tweet's
dataset as short text content. This study presented the
approach for categorizing the emotions of tweets written
in Arabic while utilizing the machine learning model. We
used the dataset of Arabic tweets presented by
SemEval-2018 for El-oc task. This process used (4)
emotion categories: Anger, joy, fear, and sadness. The
approach achieved acceptable results with 0.74 for
each of the KNN and DT, while the NB and Multinomial

NB acquired 0.69; finally, the SVM achieved 0.63.
Therefore, future research, including deep learning, is
promising, primarily if provided with a large, good,
annotated dataset. Also, future research on constructing
and finding an Arabic dataset that is labeled correctly
will aid and increase the advancements in textual
emotion detection, because it will offer a dataset that
can be utilized to compare various suggested
investigations.

VIII.  FuTure WORK

The authors intend to examine this model on
bigger datasets, assess the outcomes, and employ a
hybrid approach that depends on deep learning and
machine learning to classify emotions in texts written in
Arabic and compare multiple methodologies.
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Research on Path of Blockchain Enabling
Accounting Information System

Muteng Zhong® & Jing Tie°

Abstract- This paper first describes the blockchain technology
is the current national support for new technologies, has an
important position in the national development strategy; then,
combined with the national accounting development plan, it
analyzes the opportunities and challenges faced by the
accounting information system and the theoretical basis and
advantages of the integration of blockchain technology and
accounting information system. Finally, the path of blockchain
enabling accounting information system is analyzed.
Keywords: blockchain technology, accounting
information system, enabling path.

l. INTRODUCTION

lockchain is a new application mode of computer
Btechnology such as distributed data storage,

point-to-point transmission, consensus
mechanism and encryption algorithm. Since the advent
of blockchain technology, its development prospects
have received great attention. Relevant parties have also
invested a lot of research energy and funds here, and its
application scope and field are more and more
extensive. Blockchain technology is now also gradually
applied to accounting information systems. At present,
there are many drawbacks in the accounting information
system of enterprises, including the problem of
information technology, the conservative problem of
reporting mode and the lack of supervision. These
problems have been greatly alleviated to a certain extent
due to the emergence of blockchain technology. There
is a natural connection between blockchain technology
and accounting, because blockchain technology is a big
data ledger, and accounting itself is an economic
information conversion technology that specializes in
bookkeeping. Therefore, studying the connection
between the two has a huge boost to the optimization
and progress of accounting information systems.The
advocacy and support of the state has greatly promoted
the integrated development of blockchain and
accounting technology.

At present, the development of accounting
information system affected by the new normal
economic development, can not meet the requirements
of economic development, further development has
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encountered bottlenecks. The national’ 14th Five-Year’
accounting development plan puts forward new
requirements for accounting information system. The’
14th  Five-Year Plan for Accounting Reform and
Development (Draft) has made a new development
plan for the development of accounting, including
promoting the digital transformation of accounting,
accounting management and audit work. One is the
digitization of accounting work. Planning pointed out
that to design a good transformation of the top-level
structure, improve the' enterprise accounting information
work norms’, to achieve the unity of all enterprises and
administrative  institutions norms, and to make
accounting information is applied to both accounting
processes, but also in business activities to use.
Establish a data standard including the whole process
of accounting information input, processing and output,
and apply it to the construction of accounting database
of state-owned enterprise financial statements, industry
management digital platform and fiscal and taxation
sharing platform, so as to effectively accelerate the pace
of digital transformation of accounting and auditing, and
provide new engines and new advantages for the
development of accounting. Second, digital accounting
management. The plan puts forward new requirements
from the establishment of an integrated management
platform for accounting personnel information, credit
management, CPA industry information, accounting
firms, and agency accounting institutions. It is hoped
that through the accounting data standard, the data of
each platform will be integrated, and the accounting
industry management big data technology will be used
to empower the improvement of national governance
capabilities; The third is the digitization of audit work.
Formulate correspondence data standards, establish a
digital platform for correspondence, give play to the
functions and roles of modern technology to solve the
problem of false correspondence, and improve audit
efficiency. Use information technology and means to
strengthen the anti-counterfeiting management of audit
reports and solve the problem of false audit reports.

The 2035 vision for accounting reform and
development places new demands on accounting
information systems. The country's vision of accounting
reform and development clearly states that the dream of
an accounting power will be realized by 2035. This
requires the improvement of the accounting legal
system so that it is consistent with the level of economic
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development and capital flow at home and abroad;
Establish accounting and auditing system standards,
and ensure stable operation, significantly expand the
right to speak in the formulation of international
accounting and auditing standards, achieve high-quality
accounting development, and be in a leading position in
the world; Gradually optimize the structure of accounting
talents, improve the professional ethics, ability level and
knowledge level of accounting personnel, so that they
can adapt to the identity of China's accounting power;
Complete the digital transformation of accounting and
auditing, basically solve the problem of accounting trust,
ensure the quality of accounting and auditing work,
strengthen the accounting service economy and society,
and transform to the value chain, so that accounting can
play an active role in building a digital China, building a
high-standard market system, and improving the ability
of national economic governance. In the new normal
and new environment of the economy, the accounting
information system should adapt to the new needs and
new environment, find a breakthrough in the bottleneck
that hinders the development, and blockchain
technology is an inevitable choice, so this paper studies
how the blockchain empowers the accounting
information system in order to promote the further
development of accounting.

[I. THE ACCOUNTING INFORMATION
SYSTEM FACES CHALLENGES AND
OPPORTUNITIES

a) The problems existing in the accounting information
system

Centralized mode The current accounting mode
still adopts centralized mode, such as financial service
sharing center and cloud mode. The model of
accounting center has many disadvantages. All
accounting information is centralized in the center,
tampering cost is low, trustworthiness is questioned; All
accounting information is concentrated in the center,
poor transparency and openness, easy to be subjected
to hackers and other network attacks, information theft,
disclosure and other high risks, there are security risks;
Fewer people participate in accounting data processing,
it is difficult to play the collective wisdom, wisdom
finance is difficult to develop; Financial report is only a
fixed balance sheet, income statement, cash flow
statement, difficult to meet the needs of various parties,
the degree of information sharing is not high.

In the current accounting information system,
the financial department and the business department
are still separated obviously, and the integration is not
high. Nowadays, information technology is developed
and information exchange is convenient. However, the
lack of professional information exchange platform and
the lack of awareness of the integration of business
departments and financial departments lead to the
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obstruction of information sharing and communication.
The cross-departmental business ability of financial

personnel and business personnel needs to be
improved. Financial personnel do not understand
business, business personnel do not understand

finance, and the knowledge and business skills of staff
need to be transformed and upgraded. The enterprise
management system is not perfect, the evaluation
system is defective, the business department and the
financial department only consider the problem from
their own perspective, the business only considers the
increase of performance and sales, does not consider
the financial risk, the financial only considers the control
of risk, does not consider the increase of business
performance, these problems are not conducive to the
integration of industry and finance.

There are many problems in the development of
accounting. Compared with the needs of economic and
social development, there are still gaps in the
construction of accounting auditing standard system.
Compared with the requirements of the reform of
'release regulation and service", the management of
accounting service market still needs innovation;
Compared with the construction of a high standard
market system, the quality of accounting audit work still
needs to be improved; Compared with the requirements
of high quality development, the supply of high-end
accounting talents is still insufficient; Compared with the
comprehensive rule of law requirements, accounting
rule of law construction still needs to be strengthened,;
Compared with the requirement of digital development,
the informatization level of accounting audit work still
needs to be improved. These problems need to be
solved by institutional innovation, institutional
optimization and institutional reform during the 14th
Five-Year Plan period. During the "14th Five-Year Plan"
period, accounting, as a foundational work in the
macroeconomic management and allocation of market
resources, faces rare development opportunities in the
course of deepening reform comprehensively and
integrating deeply into economic globalization in our
country.

Opportunities and challenges brought by the
new international situation From the international
perspective, the international situation is undergoing
profound and complex changes, will profoundly affect
the existing international accounting order; International
economic and trade exchanges and cross-border
capital flows have raised new requirements for cross-
border accounting, auditing cooperation and
supervision; New business models emerge in endlessly
in economic development, which will profoundly affect
the development trend of accounting standards. From
the domestic point of view, in the steady and slow
economic operation situation, accounting audit illegal
behavior has a trend of rising, capital market financial
fraud cases, causing widespread concern from all walks



of life; With the development of science and technology
and the wide application of new technology, accounting
challenges and opportunities coexist.

In the face of these new situations, new
problems, new challenges and new opportunities, it is
required that the accounting law and accounting
standards are constantly perfected and effectively
implemented, that the accounting practitioners continue
to improve their quality, accelerate their transformation,
and that the accounting management departments
continue to change their ideas and improve their
methods.

[11. THE INTEGRATION OF BLOCKCHAIN
AND ACCOUNTING

a) The macro environment of integration

In December 2016, The State Council issued
the 13th Five-Year National Informatization Plan, which
for the first time included blockchain technology as a
strategic technology in the plan. The plan emphasizes
the strategic layout of basic R&D and frontier of new
technologies such as blockchain. In March 2021, the
"14th Five-Year" National Informatization Plan is being
formulated to promote the implementation of the plan
from nine aspects such as information infrastructure
construction and the deep integration of digital
technology and the real economy. The decentralized
point-to-point  value delivery transaction mode of
blockchain technology is a natural digital technology,
and accounting is an effective tool to calculate digital
value. The two have a natural basis for integration. The
strategic layout of the country also provides a good
macro environment for the integration of blockchain and
accounting.

b) The theoretical basis of integration

First of all, accounting is a technology that
processes the procurement, production, inventory and
sales business information of an enterprise into value
information with professional accounting technology. It
is a professional business processing information
technology and belongs to the information category.
Blockchain is an information technology that processes
all economic information in accordance with the contract
and consensus mechanism. It also belongs to the
information category, so accounting and blockchain
both have the attributes of information and information
technology. Secondly, blockchain solidifies and stores
all  transaction information with timestamp and
asymmetric encryption algorithm to preserve information
completely and accurately and ensure authenticity. The
goal of accounting is to confirm, measure and report the
actual transactions or matters, truthfully reflect the
various accounting elements and other relevant
information that meet the requirements of recognition
and measurement, and ensure that the accounting
information is true and reliable and the content is

complete. Therefore, they are consistent in attribute and
target, which provides a theoretical basis for fusion.

c) Advantages of integration

"Blockchain 4+ Accounting" will improve the
quality of accounting information Blockchain technology
can optimize the path of accounting information
generation and improve the quality of accounting
information. At present, Kingdee, Yonyou and other
accounting software have designed a set of automatic
accounting system according to the principle of double-
entry bookkeeping and the process of confirmation,
measurement, bookkeeping and reporting: The cashier
will input the information of fund receipt and payment
into the system based on invoices, bank payment slips,
bank receipts, expense claims, etc., and the system will
automatically register the cash journal and bank deposit
journal according to the procedures designed by the
system. The accountant will input the purchase invoice,
sales invoice, production document, inventory
document and expense document into the system
manually, and the system will automatically register all
kinds of subsidiary ledger and general ledger according
to the designed process. The statement system will
issue three major statements (balance sheet, income
statement and cash flow statement) according to the
designed statement template. Therefore, the current
accounting information system is only the man-machine
collaboration mode, rather than the machine mode and
artificial intelligence mode of blockchain technology. The
former can still be tampered with according to human
intervention methods such as replication, deletion,
recovery of bookkeeping and cancellation of
bookkeeping, and the general ledger type of centralized
mode is extremely easy to tamper with, which brings
great challenges to the reliability of accounting
information. However, blockchain uses the value Internet
technology which is completely different from the
information Internet technology. It is the transmission of
value rather than the replication of information, so
tampering is bound to leave traces. In addition,
blockchain records all the information of each
transaction through the time stamp and consensus
mechanism. According to the time sequence, it can not
only trace forward, but also continuously extend
backward, which makes it technically difficult to modify
and steal data and other tampering behaviors, so as to
ensure the integrity and authenticity of information
technically.

"Blockchain 4+ Accounting" will improve the
intelligent level of accounting treatment. The recording
and verification of accounting information under
blockchain will be automatically completed by a pre-set
computer program, which improves the intelligent level
of accounting treatment. Kingdee, ufida software stand-
alone mode, financial Shared schema or cloud model,
on the business process, in the accounting process, all
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need audit personnel to check the information and
check, this is human-machine collaborative mode, is not
completely machines, automation, prone to error, the
manipulation of information as well as the low efficiency
and so on. And block chain accounting information
system, through the embedded intelligent contract (by
the financial contracts, supply, supervision, auditing,
production and sales contracts, etc), contract layer
embedded code, when the business to the expected
contract rule conditions and check, the system will
automatically  perform  significantly  improve the
processing efficiency and accuracy of accounting
information system.

Block type chain would promote accounting
accounting information system to intelligent accounting
information system accounting accounting information
system, only the computer outside accounting into the
computer, through the technique of artificial scans or
entry input source documents, each business in the
accounting software to the original credentials in
accordance with the accounting theory is processed
into accounting information, Through the establishment
of a good accounting system to automatically complete
the subsequent accounting processing, such as the
registration of detailed accounts, issuing accounting
statements, etc. Computer in the transmission, inquiry,
sorting out accounting data, processing efficiency has
been greatly improved, to a certain extent, improve the
level of accounting information, but there is still a big
gap with the management accounting goals. The
objectives of management accounting include strategic
accounting, intelligent accounting and intelligent
accounting. The transformation and upgrading of
financial accounting into management accounting
cannot be done without the help of blockchain.

OPPORTUNITIES AND CHALLENGES
BROUGHT BY BLOCKCHAIN TO
ACCOUNTING INFORMATION SYSTEM

The accounting information system has
shortcomings such as information island, information
lag, centralization and separation of industry and
finance, and the enabling of blockchain can
fundamentally improve or even eliminate these
shortcomings. The whole process of blockchain is open
and transparent, resistant to tampering and self-trust,
which can meet the requirements of obtaining authentic
and reliable original vouchers of accounting information
system, and also meet the new requirements of
economic development on the acquisition automation of
accounting information system. Blockchain
decentralization and distributed accounting can solve
the requirements of intelligent accounting voucher
preparation, and solve the problem of information lag;
The advantages of blockchain traceability and easy
accountability can easily solve the problems and

IV.
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requirements of accounting information system book
registration automation; The advantages of financial
integration and synchronization of blockchain business
and timely information sharing bring opportunities to
break through the bottleneck of accounting reports,
which can meet the new requirements of current
economic development and solve the shortcomings of
separation of industry and finance and insufficient
integration. Of course, the application of blockchain
technology in accounting also has certain challenges.
Blockchain technology itself is immature, application
scenarios are limited, it cannot solve the problem of off-
chain data security, the digitalization of financial
business needs to use other technologies, and the data
on-chain is not sufficient.

V.  THE PATH OF ACCOUNTING
INFORMATION SYSTEM ENABLED BY
BLOCKCHAIN

a) Information fidelity

The trust of accounting information system
ensures that the characteristics of blockchain
technology, such as decentralization, distributed
bookkeeping and resistance to tampering, coincide with
the requirements of true and reliable accounting
information, and can fully guarantee the authenticity of
accounting information. However, computer hardware
and software technology insufficiency, system related
parties, malicious hackers and so on have brought great
security risks to the accounting information system. In
addition, the current financial sharing service center and
cloud accounting mode are both centralized processing
methods, with low tampering cost, which is a big
problem for accounting information system to provide
true and reliable information. Therefore, the embedding
of multi-node two-layer blockchain technology and the
construction and operation of the vertical and horizontal
bidirectional degree model can play the role of firewall
and booster, and promote the construction of the credit
guarantee mechanism of accounting information
system. In addition, blockchain plays a role in solidifying
the original transaction information and the accounting
processing process. Making full use of blockchain
technology to process accounting data and using
artificial intelligence mode will enable the information
fidelity of accounting information system.

In terms of ensuring the fidelity of accounting
information, blockchain can achieve dissemination
fidelity and a certain degree of release fidelity in general
application scenarios; In the field of audit, a scheme to
improve the quality of accounting information can be
constructed, which can protect the privacy of
reasonable accounting information, detect false
participants, eliminate unnecessary human influence
and avoid bias in audit reports, so as to provide a more
powerful guarantee for the fidelity of information.



The application of blockchain technology can
optimize the accounting information system. For
example, in the purchase and sale business, the
information process can be reconstructed from internal
and external aspects, and then the optimization of its
security, information risk and other aspects under the
blockchain technology can be deeply discussed. In
particular, environmental accounting is severely
restricted by the bottleneck of technology, reporting
mode and supervision mechanism, and the integration
of blockchain technology will break the bottleneck and
promote the further optimization and development of
environmental accounting information system.

b) Information sharing

Accounting information system of the intelligent
block distributed record and store chain, each node
record all transactions in chronological order, the
relationship between all nodes are equal, open and
transparent operation rules, abide by the same
consensus algorithm trading rules, the point-to-point
connections, jointly safeguard, the trust, information
sharing, intelligence, wisdom, for the accounting
information system laid a foundation. Because of the
self-trust, all users on the chain give full play to the
wisdom of free trade, innovation of production mode,
change the production relationship, each enterprise to
optimize the accounting information system, and
business integration, the whole economy will be a great
wisdom of the accounting information system. No
matter which industry, to achieve a high degree of
information sharing, we can analyze the advantages and
disadvantages of the company's accounting system and
business system, and then explain how to integrate the
information system process and business process
through process optimization and transformation, so as
to achieve the purpose of wisdom.

Blockchain technology can promote the
optimization of accounting information system. For
example, the enterprise procurement system can
analyze the optimization application value of blockchain
technology in financial accounting and management
accounting by constructing the procurement activity
accounting model. According to the analysis results, the
procurement system can be taken as the entry point to
play a role in system optimization. In terms of optimizing
accounting supervision, first of all, it is necessary to
analyze the necessity of building a blockchain
accounting supervision system. Then, according to the
characteristics of business processes, it is necessary to
analyze how blockchain can help standardize the
supervision process, optimize accounting supervision
and play a role in optimizing the system.

c) Application of information

Value creation of accounting information system
Accounting information system has the disadvantage of
information island, while blockchain technology enables

accounting information  sharing, openness and
transparency, facilitates the operation and use of
accounting information, and creates value from it. Block
chain is combined with "big, smart, mobile, cloud,
things" and other technologies to build a blockchain
management accounting digital skills ecosystem,
making it possible for management accounting to build
a value creation platform for enterprises. From the
perspective of intelligent management accounting, the
technology of "big, smart, mobile, cloud, material" can
also be used to transform the accounting information
system into an intelligent financial sharing platform, so
as to provide real-time useful information for all parties
with information needs, predict risks, and realize the
value creation of accounting information. The
management accounting report system is constructed
through the technology of physical layer, definition layer,
network layer, collaboration layer and application layer
of blockchain, so that the function of management
accounting to create value by information becomes a
reality. Moreover, the management accounting
information system based on the core technology of
blockchain, including data physical layer, data definition
layer, data storage layer, data processing layer, data link
layer and data application layer, can make the
management accounting information information and
promote the accounting information system to create
value.

The application of blockchain technology in the
value creation of accounting information, referring to the
practice of Deloitte Rubix platform in the operation
process of cross-border payment, accounting, data
storage and business audit, can analyze how to deal
with challenges and opportunities through SWOT matrix
analysis model, in order to better play the role of this
platform. Blockchain has been applied in strategic
management accounting and has made some
breakthroughs. For example, the use of blockchain to
establish the framework of management accounting
tools, from the application target, application platform,
application evaluation system to form a systematic and
integrated  system  application of management
accounting tools, can promote the value creation of
accounting information system. The application of
blockchain  technology in the preparation of
management accounting report is also practical and
feasible. As long as it is feasible in theory and reality, the
application of blockchain technology in the preparation
of management accounting report is within reach.

VI.  CONCLUSION

Blockchain technology is a very hot technology
in today's society, and its application in the accounting
industry has also attracted wide attention. More and
more scholars have begun to study the application of
blockchain technology in the accounting field. Its
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advantage is to establish distributed ledger, improve the
quality of accounting information, strengthen enterprise
supervision and management, so as to promote the
optimization of enterprise accounting management
information system. To sum up, with constant innovation
and development block chain technology, in the future
the technology will be increasingly perfect and mature, it
will give the accounting field brings a huge innovation,
S0 as to promote its transformation, promote reform and
innovation of accounting management information
system, improve the enterprise's management method,
management, operation mode, makes in the chain of
blocks technical background, Enterprise accounting
management information system has been further
optimized and improved.
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Critical Success Factors of Remote ERP
Implementation: From System Users’ Perspective

Kasun Kodithuwakku * & Naduni Madhavika °

Abstract- The study explores critical success factors of remote
ERP implementation in the Sri Lankan context from system
users’ perspective. As a result of the Covid-19 pandemic, ERP
implementation has become more complicated, and ERP
software vendors have shifed to remote ERP
implementations. Although, there are several studies on
identifying Critical Success Factors (CSFs) in ERP
implementation, there is a void in the literature on identifying
CSFs in remote ERP implementation. As a result of the
literature review, it was discovered that only a small amount of
research has been done on remote ERP implementation.
Therefore, the current study tries to bridge these gaps by
identifying the CSFs of remote ERP implementation during
Covid-19 by taking Sri Lanka as a case study.

The study adopted positivism philosophy by having
followed deductive approach. The study sample is consisted
of system users who had used the remotely implemented ERP
systems. Based on the convenience sampling technique study
collected responses from 269 system users. SPSS V 21.0
correlation and regression analysis techniques were used, and
it was found that although all the six considered independent
factors as Top Management Commitment, Change
Management, Project Management, User Training and
Education, Implementation Strategy, and Communication have
been positively correlated with the remote ERP implementation
success. However, the User Training and Education,
Implementation Strategy, and Communication were found to
be significantly impacted on the remote ERP implementation
success based on regression results. Thus, the current study
concludes that User Training and Education, Implementation
Strategy, and Communication are critical success factors of
remote ERP implementation success. These findings could be
used by both the customers and ERP software vendors to
ensure ERP implementation success in a remote setting.

Keywords:  remote  ERP  implementation, top
management —commitment, change management,
communication,  user training and  education,

implementation strategy, project management.
. INTRODUCTION

he Enterprise Resource Planning (ERP) system
enables enterprises to manage their resources in

more efficiently and effectively (Nah, et al., 2001).
Additionally, ERP systems allow the presence of a
comprehensive solution that integrates information,
processes requests, and provides an integrated,
consistent view of the information across the enterprise
(Nah et al., 2001). ERP systems allow information to flow
within and among the business entities (Hilletofth &
Lattila, 2012). An ERP system in a firm allows a

Author a: e-mail: kckodituwakku@gmail.com

company to redesign its business processes, enhance
its reporting cycle, and enlarge the possibilities of
information access, which ultimately leads to an
improvement in the firm's performance (Hong & Kim,
2002).

ERP system is designed to replace obsolete
work with a more synchronized application suit for the
company. Efficiency is enhanced through
standardization and harmonization (Boo, 2007).
Moreover, ERP allows the organization to achieve
competitive advantage through innovative business
strategy while bringing visibility and controlling of
operations to work (Boo, 2007). Due to the highest
growth rate of ERP in the IT industry, many scholars and
industry experts refer the ERPs as one of critical
innovations of the last decade (Al-Mashari, 2002).

ERP implementation is a collaborative effort of
the ERP consulting team and the customer project
team. The physical presence of the ERP consulting
team at the customer site for business analysis,
requirements gathering, solution mapping, prototypes,
user training, data migration, user acceptance test, and
go-live is usual during ERP implementation from the
beginning to the end of the project. ERP software
vendors had to transition from being physically present
at the customer location to a remote ERP
implementation procedure while preserving social
distance and adapting to travel limitations with the
Covid-19 pandemic.

In a usual ERP implementation setup, the
interactions between the client company and the ERP
consulting team are more frequent with the physical
presence. To be more specific, the project
implementation team, and the system users have
frequent meetups, most commonly on the customer
site, to identify the business processes of the clients,
business requirements, customer expectations which
includes training requirements, data setup plans, and
data migration. Therefore, there is a mutual
understanding regarding the requirements between the
project implementation team and the customer project
team. However, with the Covid-19 outbreak, physical
meetings have been restricted due to the pandemic
situation, which compelled in social distancing. Also,
Covid-19 circumstances pressurized the companies to
have more integrated business operations. Therefore,
the companies identified the requirement of getting an
ERP implemented, which would streamline integrated
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business operations. However, since the countries
underwent lockdowns, to get this requirement fulfilled,
the only feasible option was to do the ERP
implementations remotely. Several  companies
undertook this initiative in implementing ERP remotely.
However, unlike the usual ERP implementation process,
no physical meet ups were conducted between the
project team of the ERP vendor company with the
customer, nor the project team could physically visit the
customer site for user trainings as usual. All the
processes of the implementation were done remotely in
the virtual setup.

There is a plethora of past literature which
discusses the importance and functionality of ERP
systems (Ranjan & Jha, 2018; Saade & Nijher, 2016;
Hwang, et al., 2015; Saini, et al., 2013).

Although several research has been conducted
to identify the critical success factors for ERP
implementation, most of the studies have been
conducted from the perspective of management.
However, the literature's focus on users who are actively
working with the established ERP system, rather than
just top management and senior ranking executives,
appears to be dubious (Saade & Nijher, 2016). Because
the ERP implementation will primarily affect the
changing nature of employees' tasks, it's necessary to
establish the critical success factors for ERP
implementation from the user's perspective (Saini, et al.,
2013). Several previous studies have emphasized the
relevance of assessing actual users' perceptions (Nah,
et al., 2007).

As a result of the Covid-19 pandemic, ERP
implementation has grown more complex, and ERP
software vendors have shifted to remote ERP
implementations. While there are several studies on
identifying CSFs in ERP implementation, there is a void
in the literature on identifying CSFs in remote ERP
implementation. According to the existing literature on
critical success factors for ERP implementation, the
factors vary depending on the circumstance. Based on
the available literature, it is identified that from one
geographical location to another geographical location,
the factors that drive the successful ERP implementation
are different. Moreover, from one situation to another
situation these factors could be varied. Therefore, it is
suggested that for more than 30 years, contingency
theory has been the most prominent theory in the
information systems literature (Donaldson, 2001).
Although past literature has studied about the factors
affecting successful ERP implementation in several
geographical contexts, until the Covid-19 pandemic
situation, almost all ERP implementations have been
happening by having the ERP team physically present in
the customer site. Therefore, based on the literature, it
was found that, limited literature has been focused on
remote ERP implementation. The current study tries to
bridge these gaps by identifying the critical success
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factors of remote ERP implementation during Covid-19
by taking Sri Lanka as a case study.

[I.  OBJECTIVE

The main obijective of the study is to identify
critical success factors of remote ERP implementation
from system users’ perspective.

I11. LITERATURE REVIEW

Various benefits have been demonstrated
through the implementation of ERP, such as greater
efficiency, improved communication and coordination,
easier decision-making, better customer service and
retention, increased  financials, better  asset
management, and increased ease of use (Shang &
Seddon, 2000). During ERP implementation phases,
enterprises must focus on external factors (e.g.,
consultant and vendor commitment) and internal factors
(e.g., project management). IT governance also plays a
crucial role in enhancing the quality of ERP
implementations (Scott & Vessey, 2000). According to
the literature, roughly 70% of ERP projects fail to deliver
their estimated benefits and three-quarters of ERP
projects fail to succeed. In average, these projects run
178% over budget, take 2.5 times longer than originally
estimated, and provide less than 30% of the anticipated
benefits (Al-Mashari, 2002). Suraj (2013) stated that the
estimated failure rate is 93% due to a poor-quality
control system, which is abnormally high.

The right ERP system helps to boost the
business and integrate the key business functions of a
company (Jamie, 2013). Clare (2007), identifies a few
controls that should be set up to keep consultants on
task to work for the betterment of client organizations.
Researchers looked at 18 factors in 10 different parts of
the world, where commitment from the top
management, and education & training emerged as the
most important factors (Ngai et al. 2008).

There are many reasons for customization like
resistance to change, low project acceptance, lack of
importance given to the implementers'
recommendations, and lack of resistance to
customization requests (Rothenberger & Srite., 2009).
During the implementation of ERP, there are several
parallel roll-out activities, so organizations should
ascertain the complexity of the project, align the work
with the organizational priorities and ensure strong
integration with all modules (Ribbers & Schoo, 2002).
Also, the role of a consultant is vital. Consultants should
have extensive knowledge of the software to execute
projects effectively (Ranjan & Jha, 2018). Ideally, the
clients and consultants should agree on a single project
implementation strategy for success (Chen, et al., 2009).
As well as, consultants should analyze the multiple
consequences of failure factors on project outcomes
and assess the implications if the failure factors are not
mitigated (Zare Ravasan & Mansouri, 2016).



A successful ERP implementation involves two
distinct phases - successful implementation and system
support. There are a few factors that contribute to both
domains, nonetheless (Jiwat, Cprkindale, and Wu 2013).
According to Hasibuan and Dantes (2012), system
success is measured by five indicators, which include
system quality, service quality, information quality,
strategic impact, and tactical impact. Success is usually
viewed from different perspectives by different
stakeholders.

Previous research has focused on the Critical
Success Factors (CSFs) that a corporation must have to
achieve the system's goals. Because the failure of such
an ERP implementation would be a substantial financial,
time, and effort loss for the firm, it would also jeopardize
the organization's ability to gain a competitive advantage
(Elmeziane & Elmeziane, 2012). Therefore, the current
research focuses on characteristics that would enable a
successful remote ERP implementation procedure
based on contingency theory.

Any company undergoing a transformation
must focus on several elements that could sabotage the
transformation's success. As a result, ERP system
implementation would necessitate a lot of criteria to be
successful. The current study will use contingency
theory to investigate the elements that influencing
remote ERP implementation. Even though the theory
has been tested in the research on CSFs of ERP
implementation, there is a void in the literature on
applying the contingency theory as a theoretical lens in
detecting the CSFs of remote ERP implementation,

which is now in vogue with the Covid-19 pandemic limits.

There are many CSFs that determine the
success of an ERP implementation. A successful ERP
implementation requires several factors that Shaul and
Tauber (2013) list as CSFs, including project
management, top management support, data
management, sufficient training programs, and system
users' support. The authors point out that the team of
change managers, along with top management have
the ability to manage user resistance (Shaul & Tauber,
2013).

According to the systematic literature review
recently carried out by Saade and Nijher (2015), after
reviewing 37 different cases with the unique eight-step
coding system, it was revealed that there are 22 Critical
Success Factors (CSFs) for a successful ERP
implementation. Top management support and
commitment, minimal customization, organization fit to
the ERP, legacy system support, detailed cost, quality
management, Business Process Re-engineering, data
migration plan, measurable KPls, small team,
communication, base point  analysis, morale
maintenance, contingent plans, documentation of ERP
success, results management, user feedback usage,
and maximum potential were among the 22 CSFs
identified in this study (Saade & Nijher, 2016).

The literature mentions that among all CSFs for
ERP implementation, persistent top management
involvement and the top management support at each
stage of the ERP implementation is critical (Ranjan &
Jha, 2018; Saade & Nijher, 2016).

A successful implementation is achievable only
if high-degree executives have a sturdy dedication to the
assignment (Gargeya & Brady, 2005). For numerous
reasons, top management commitment to the project is
critical throughout the implementation life cycle (Somers
& Nelson, 2004). One benefit of top management
prioritizing the project is a reduction in the time it takes
to complete, it increased dedication from people in the
organization, as well as management's capacity to
provide the necessary resources and a sufficient
amount of time to complete the task correctly. Senior
management must be dedicated to their involvement in
the implementation process and wiling to devote
precious resources to it. Employees should be informed
about the organization's shared vision and the function
of the new system and structures. It is necessary to
establish and approve new organizational structures,
roles, and duties. To develop new systems and
techniques in the organization, top management should
set policies. Managers should intervene between parties
in times of disagreement. Finally, senior management
support is not only motivating, but it also aligns the ERP
project with the entire business strategy (Akkermans &
Van Helden, 2002).

Change management refers to the ability to
anticipate and manage changes (Mata, et al., 1995;
Wade & Hulland, 2004). Change management has been
identified as a CSF in ERP implementation (Elmeziane
and Elmeziane, 2012; Al-Turki, 2011; Nour and
Mouakket, 2011). Guha et al., 1997, emphasizes the
importance of change management, and suggests that
it is a prerequisite for achieving sustainable competitive
performance.

The relevance of change management is
highlighted during the project's initial phases and
throughout the project's life cycle (Nah, et al., 2007). As
a result, change management is unquestionably a CSF
in ERP implementation success, as evidenced by a few
previous CSFs in ERP implementation success
literature. However, the shift must be carefully handled
depending on the culture, institutions, and style of ERP
deployment, as suggested in the literature (Saade &
Nijher, 2016; Shaul & Tauber, 2013; Nah, et al., 2007).

According to  the literature, change
management is critical to ERP implementation success
regarding empowered team management and adapting
implementation strategies for identifying, managing, and
training ERP project stakeholders (Dezdar & Ainin,
2011). There is a lack of comprehensive coverage of
what change management entails from current literature
on change management. A change management
perspective encompasses not just altering current
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business processes and training users, but also
changing the overall culture of the organization. The
organization, for example, is receptive to new
technologies and support systems (Hwang, et al., 2015).

Communication is  also  important  in
management when attempting to reduce opposition to
change in any organizational situation (Dezdar & Ainin,
2011). Furthermore, efficient company-wide
communication is dependent on cross-functional and
interdepartmental cooperation, which assures ERP
implementation success (Chen, et al., 2009). According
to Motwani, et al. (2005), a company that encourages its
employees to participate actively in the workplace is
more likely to succeed. A corporation that implements
open communication is more successful than one that
does not. Furthermore, it was emphasized the necessity
of open communication when sharing information about
ERP system changes and continuing updates (Motwani,
et al., 2005). When deploying an ERP system, cross-
functional and interdepartmental cooperation is critical,
as is having strong company-wide communication
(Chen, et al.,, 2009). It was claimed that communication
is a crucial technique for managers to use when
attempting to overcome employee resistance to change
(Dezdar & Sulaiman, 2009).

Furthermore, according to a slew of studies, a
phased strategy is better for implementation because it
allows the organization to make changes in the event of
unforeseeable circumstances. As a result, it is also
argued that the implementation strategy's flexibility has a
significant impact on ERP implementation success
(Saini, et al., 2013; Scott & Vessey, 2000). According to
Mandal and Gunasekaran (2004), this is the most
important CSF for a successful ERP implementation
from the perspective of a top manager. Several
questions must be answered to create a well-functioning
implementation strategy: what are the particular
information demands at the operational and
management levels, how will the ERP system interact
with the existing system, and what is the implementation
schedule? By answering these questions, a company
can develop a plan that will increase its chances of
success by 90% when compared to companies which
do not have one (Mandal & Gunasekaran, 2003). Many
academics support a phased implementation because it
allows the organization to make changes to the
timeframe if unexpected occurrences occur (Mandal &
Gunasekaran, 2003; Scott & Vessey, 2000; Saini,
Nigam, & Misra, 2013). Scott and Vessey (2000), use
FoxMeyer and their disastrous SAP R/3 implementation
as an example. They claim that FoxMeyer would have
had a better chance of success if they had been able to
change their implementation technique (Scott & Vessey,
2000).

Several authors stress the significance of
thorough testing to avoid as many unexpected events
as possible. Testing and creating a plan, according to
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Gargeya and Brady (2005), is an essential part of the
implementation process, and Collett (1999) agrees with
Mandal and Gunasekaran (2004), that doing so
dramatically increases the chances of success.

According to Somers and Nelson (2004),
training and education are essential for establishing an
ERP system. A lack of wuser training and a
misunderstanding of the corporate applications appear
to be the root of many ERP implementation failures. ERP
implementations demand a massive amount of data for
people to solve problems that may occur inside the
system's architecture. If employees don't understand
how the system works, they will develop their own
processes by removing bits of the system that they can
modify, according to Umble et al. (2003). User training
should begin far before the implementation process
begins to ensure success (Umble et al., 2003). One of
the most important items to consider when planning for
a new system is user education and training programs,
which, along with other criteria, are necessary
ingredients for successful implementation (Mabert et al.,
2003).

Executives usually misjudge the level of
knowledge and training required to establish an ERP
system, as well as the associated costs; thus, top
management engagement is crucial, as previously
indicated (Zabjek et al., 2009; Sarker & Lee, 2003; Nah
et al.,, 2003; Mabert et al., 2003; Umble et al., 2003).
Executives must be able to estimate the amount of
training and education required to reap the full benefits
of the deployed technology (Motwani et al.,, 2002;
Aladwani, 2001). According to Cobert and Finney
(2007), training and education can be used to improve
user acceptability of the project and develop a positive
employee attitude. Nah et al. (2007) expands on this
idea, arguing that education should be a priority from
the outset of the project, with both money and time
spent on various forms of teaching and training.

As a result, the organization aids system users
in comprehending the benefits and necessity of the new
ERP system, as well as how the system will alter
business procedures (Motiwalla & Thompson, 2012;
Somers & Nelson, 2004; Nah et al., 2007). Employees
are typically expected to be able to efficiently administer
and operate the new system based only on their
educational background. However, for a substantial part
of the learning process, Umble et al. (2003) emphasizes
the need of hands-on experience in real-world
circumstances.

Furthermore, it has been argued that user
training and education is critical to a successful ERP
adoption because training and development will allow
for a smooth transition (Noudoostbeni, et al., 2010).
Apart from training and development, a strong
competent core team of qualified implementation team
is essential for the ERP implementation to run smoothly.



This is especially important at the start of the project
(Cliffe, 1999).

According to Nah et al. (2001), it is identified
that the project management is crucial in ERP
implementation projects. The project management
approach indicates that project planning and control are
related to project factors such as project size,
technological experience, and project structure (Somers
& Nelson, 2004; Holland & Light, 1999). The
responsibility for project management success should
be delegated to an individual or group of employees
(Nah et al., 2001). After the project team has been
properly formed, milestones must be established
(Holland & Light, 1999). It comprises assessing the
project's critical paths, calculating the timeliness of the
project, and managing the force of timely decision-
making (Nah et al., 2001). As a result, the project scope
should be well-specified, well-defined, and limited. ERP
projects are often massive and fundamentally
challenging due to the comprehensive mix of hardware
and software, as well as the various organizational,
human, and political concerns (Somers & Nelson, 2004).
When a project scope is too broad or ambitious,
problems can occur (Somers & Nelson, 2001).

The impact of project management on ERP
deployment has been empirically explored in the past

literature, and it has been proven to be one of the CSFs
in physical ERP implementation success (Ranjan & Jha,
2018). Apart from the aspects in the literature, the
relevance of risk and quality management for any
system deployment success is stressed in several IS
publications (Saade & Nijher, 2016; Shaul & Tauber,
2013). The reason for this is that the system's overall
performance is dependent on the team's ability to
maintain data accuracy when converting it to the new
system. Furthermore, Business Process Re-engineering
(BPR) is mentioned in the literature as a CSF in physical
ERP  deployment during project management.
Customization and BPR are essential at different stages
of ERP systems, according to Francoise et al., (2009).
Furthermore, BPR entails business alignment with the
new ERP system, process adoption, adherence to new
process standards, flexibility in business process skills,
and job redesign (Dezdar & Sulaiman, 2009).

As a result of the literature analysis, it is clear
that numerous elements have been identified as CSFs
for physical ERP deployment success. Accordingly, a
summarized literature review table is generated based
on the literature study, which will serve as the foundation
for the derived conceptual framework for identifying the
elements that influence the success of remote ERP
implementation.

Table 1: Supportive Literature for CSFs

Proposed CSFs

Supportive Literature

Top Management

Persistent top management involvement (Ranjan & Jha, 2018)
Top management support and commitment (Saade&nNijher, 2015)

Commitment
Support of top management (Shaul & Tauber, 2013)
Cultural change readiness (Saade & Nijher, 2015)
Change Organizational experience of major change (Shaul & Tauber, 2013)
Management

Change management programme (Nah, et al., 2007).

Communication

Open and transparent communication (Saade & Nijher, 2015)
Enterprise-wide communication and cooperation (Dezdar & Ainin, 2011)
Interdepartmental coordination for excellent communication (Chen, et al., 2009)

Implementation
Strategy

Contingency plans (Saade & Nijher, 2015)
Implementation strategy (Saini, et al., 2013)
Implementation strategy and timeframe (Scott & Vessey, 2000)
ERP team composition, competence and compensation (Dezdar& Suleiman, 2009)
Balanced team (Finney & Corbett, 2007)

User Training &
Education

Education and training (Shaul& Tauber, 2013)
User training and education (Noudoostbeni, et al., 2010)

Project Management

Project Management (Ranjan & Jha, 2018)
Project tracking (Shaul& Tauber, 2013)
Project management and evaluation (Dezdar& Suleiman, 2009)

Quality management (Saade&Nijher, 2015)

System quality (Dezdar& Suleiman, 2009)
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System testing (Finney & Corbett, 2007)

Risk management (Saade&Nijher, 2015)

Software analysis, testing and troubleshooting (Dezdar& Suleiman, 2009), software
maintenance (Shaul& Tauber, 2013)

a) Theoretical and Conceptual Frameworks

Based on the literature review, the following conceptual framework was derived.

Top Management
Commitment

H1
Change Management

H2
Communication

H3

Successful Remote ERP

User Training and Education

H4

Implementation Strategy

H5

Project Management

H6

\/

Implementation

Figure 1: Conceptual Framework

b) Hypotheses

H1: Top Management Commitment is a critical success
factor of remote ERP implementation from system users’
perspective.

H2: Change Management is a critical success factor of
remote ERP implementation from system users’
perspective.

H3: Communication is a critical success factor of remote
ERP implementation from system users’ perspective.

H4.: Implementation Strategy is a critical success factor
of remote ERP implementation from system users’
perspective.

H5: User Training and Education is a critical success
factor of remote ERP implementation from system users’
perspective.

H6: Project Management is a critical success factor of
remote ERP implementation from system users’

perspective.
[IV.  METHODOLOGY

The philosophy of research is a system of
beliefs and assumptions about how knowledge
develops. As discussed by Saunders et al. (2009), a
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coherent research philosophy is based on well-
considered and consistent assumptions.
Methodological choices, research questions, data

collection techniques, and analysis procedures are
based on this. The underlying philosophy of the study
needs to be considered when researching since it
implies a particular way of viewing the world (Saunders
et al., 2009).

Since the purpose of the study was to reveal
law like generalizations about phenomena, positivism
was the philosophy adopted for this study. Additionally,
since the study aimed to examine the Critical Success
Factors (CSFs) when implementing an ERP system from
a system user perspective, which is a different angle
than prior studies, an observational phenomenon was
considered as knowledge. During the study, the
researchers were detached, neutral, and independent
and took an objective stance to yield pure facts and
data unaffected by human judgment or opinion.

According to Saunders et al. (2009), the
deductive approach usually involves a survey strategy,
which was presented in this research study. A deductive
approach also emphasizes quantification in the
collection and analysis of data (Bryman & Bell, 2011). To



obtain a body of quantitative data connected to two or
more variables, as well as their association, survey
research entails a cross-sectional design (Bryman &
Bell, 2011). With the aid of a survey, the authors were
able to categorize and describe the population, and test
relationships and assumptions (Jackson, 2015).

Since the primary goal of this study was to
establish a correlation between a predictor variable and
several response variables, and because it was
descriptive and explanatory, data were collected using
both a web-based and paper-based questionnaire,
which was then used for statistical analysis.

This study adopted a quantitative approach,
and in the current research, hypotheses are derived
from extensive literature reviews to test the relationships
between variables. Users were asked to rate the
variables on a Likert scale using a web-based survey.
Collected data converted into numerical data, was then
further statistically tested using statistical software. As a
result of the approach and purpose of this study, a
quantitative approach was recommended to answer the
research questions and test the hypothesis.

For primary data collection, the survey strategy
used in this study included a questionnaire. The current
study made use of a self-administered questionnaire for
primary data collection. The research used both paper-
based responses and online questionnaires to increase
the number of responses of system users who are
widely dispersed geographically.

As this study makes use of survey research
strategies where one needs to draw inferences from a
sample of a population to answer the research question,
probability sampling was chosen (Saunders et al,,
2009).

The current study targeted the system users of
ERP systems implemented remotely in Sri Lanka. Since
the targeted respondents were a niche group, the
chosen respondents were credible since they were the
best fit for the intended purpose. The study was aimed
the companies in the manufacturing sector where ERP
systems have been implemented remotely during the

Covid-19 pandemic in Sri Lanka. The population
amounted 10900 ERP system wusers of remotely
implemented ERP, based on the Krejcie & Morghan
(1970), since the population size was 900, the sample
size was taken as 269. According to the convenience
sampling technique, the sample was selected, and
responses were collected both using web-based and
paper-based questionnaires. The research extensively
made an effort to increase the response rate via e-mails
by sending reminders to the respondents and following
up the process by reminding them to finish the
questionnaire.

To address the initial proposition of the study,
the statistical analysis consists of examining, coding,
tabulating, or otherwise combining the evidence (Yin,
1989). In this section, we analyze the data collected
using questionnaires, using descriptive statistics,
Pearson correlation, and multiple linear regression using
the statistical package for social scientists (SPSS
version 21), and presenting the results as tables and
graphs. In terms of the original units of the data,
regression analysis measures the average relationship
between two or more variables. It shows cause-and-
effect relationships between variables. Thus, the current
study used multiple regression analysis to determine the
type of relationship (positive or negative) that exists
between the selected independent variables and the
dependent variable - the remote ERP implementation
success and whether those independent variables
significantly impact on the remote ERP implementation
success.

It is necessary to assess the validity and
reliability of the measures for the instrument, according
to Hair et al. (2003). This study used Cronbach’s Alpha
to assess the instrument's internal consistency and
reliability. Effective research should have a Cronbach's
Alpha result of at least 0.7. Thus, while the questionnaire
is distributed to 33 first respondents, Cronbach's Alpha
result has been checked and found to be above 0.7.
This indicates the validity of the research.

Table 2: Cronbach’s Alpha Level of Reliability

Cronbach'’s Alpha

Internal consistency

a=09

Excellent

09>a0=038

Good

08>a=07

Acceptable

07>a0=06

Questionable

06>a=05

Poor

05>a

Unacceptable

Source: Based on (Bonett and Wright, 2015)

The scale of reliability of Cronbach's Alpha is
shown in Table 2, and there have been various reports
of accepted Alpha values above. The most acceptable
score Alpha value is above 0.7. Also, a minimal number

of questions and poor connections between items or
heterogeneous notions could be reasons for a score
below 0.7.
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Table 3: Reliability Analysis of Variables in Pilot Survey

Variable Cronbach Alpha No of ltems
Top Management Commitment 8562 3
Change Management 961 3
Communication 923 3
User Training and Education 827 3
Implementation Strategy .863 3
Project Management 907 3
ERP Implementation Success 876 4
Overall Value .958 22

Source: Author’s developed based on SPSS results

When all the questions in the Top Management
Commitment variable were added together, Cronbach's
Alpha value was .852, in the data set, it is generated as
a good score. The Change Management variable has a
good Cronbach Alpha rating of .961, it can be an
excellent score for that data set. The Communication
variable also got a .923 score for all their items. The
Cronbach Alpha value for that data set is very high. The
User Training and Education variable has a good
Cronbach Alpha rating of .827, which means it can be
taken as a good score for that data set. The Cronbach's
Alpha value was .863 for the Implementation Strategy in
the data set, it also generated a good score. The Project
Management variable got a .907 score for all items, it
means the Cronbach Alpha value for that data set is
high. ERP implementation success is the dependent
variable in the data set. It achieved a score of .952
among its four items. When identifying overall reliability,
the data set achieved a score of .958, it was an excellent
Cronbach Alpha value.

Bryman and Bell (2003) define validity as the
degree to which any measuring instrument measures

what it claims to measure. In this regard, different
theories and empirical studies have been analyzed to
ensure their validity in the literature survey. According to
Stapleton (1997), an approach to discovering the
number and nature of the variables which underpin a
huge number of variables or metrics is factor analysis. It
instructs  the researcher on which tests or
measurements should be used jointly. When a test user
needs to have an implication from the test results to acts
that may be categorized under a specific psychological
construct, construct validity is investigated. According to
Hair et al. (1998), the minimum communality value is 0.4
and the current study has a value of 0.570. The
Cronbach's Alpha value of this study in diverse between
0.96 and 0.82. All the independent variables and
dependents acquire a Cronbach's Alpha value which is
higher than 0.7, as stated by Hair et al. (1998). The
Kaiser—Meyer-Olkin measure (KMO = 0.721) confirmed
the analysis's sampling adequacy (Field 2009). All
individual items’ KMO values were more significant than
0.7.

Table 4: KMO Values for Individual Items

Variable Kaiser-Meyer-Olkin (KMO)
Top Management Commitment 721
Change Management 874
Communication 832
User Training and Education .756
Implementation Strategy 811
Project Management .830
ERP Implementation Success 743

Source: Author developed based on SPSS results

The validity of the study is established if the
research tool evaluates what it claims to quantify (Field,
2009). According to Hair et al. (1998), if the cut-off level
of KMO is 0.7, and all the variables exceeded that value,
then instrument is valid.
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V. RESULTS AND ANALYSIS

This section indicates the facts to which extent
the identified factors are impacting onremote ERP
implementation success and what are the critical factors
that has the highest impact on remote ERP
implementation success.



CRITICAL SUCCESS FACTORS OF REMOTE ERP IMPLEMENTATION: FROM SYSTEM USERS' PERSPECTIVE

a) Demographic Characteristics

Education Qualification of Respondents

Other

8% Above Masters
° \ /_ 1%

!
Masters "
25%

Diploma__ "0
30%

\ " BA/BSc

36%

Figure 2: Education Qualifications

As Figure 2 shows most of the sample Only 1% of the sample had the qualification above
consisted of system users who had a first degree (BA or  master’s degree, which was the minimum representation
BSc) which was a 36% representation of the sample.  of the sample.

Age Categories

51 and above
5%

41-50 ‘
31%

20-30

28%
/_

31-40
36%

Figure 3: Age Categories

The sample included 36% of the system users the experience of 5-10 years, and there have been 23%
in the age range of 31-40 years, which represented the  of the respondents who had experience of only 5 years
highest representation, while only 5% of the system  or below.
users were above 51 years. 32% of the respondents had

0- 5 years,
23%
5-10 years,
32%
15-20 years,
33%
21andabove,
6%

16 - 20 years,
6%

Figure 4: Experience in Years

© 2023 Global Journals

Global Journal of Computer Science and Technology (G) Volume XXIII Issue I Version I E Year 2023



Global Journal of Computer Science and ’l‘cchn()l()g‘\' (G) Volume XXIII Issue I Version I E Year 2023

b) Relationship between each Factor and Remote ERP
Implementation Success

The output generated precisely to discuss the
relationship  between the identified independent
variables and remote ERP implementation success, and
the impact of each factor on the remote ERP
implementation success in the Sri Lankan context.
lllustrating it through descriptive statistics, scatter plots
were drawn for each control variable (Ursachi et al.
2015) with response variable being remote ERP
implementation success (y) to explode on the nature of
the relationship that may exist between identified factors
and remote ERP implementation success. The scatter
plot is one of the most effective tools for data analysis

(sometimes also called x y diagrams) as well as the
most common method for displaying multidimensional
data to identify the direction of the relationship between
two attributes and clusters of points (Keim et al., 2010).

Depicting the result obtained using scatter
diagrams, the data in all six diagrams of Top
Management Commitment, Change Management,
Communication, User Training and Education,
Implementation Strategy, and Project Management in
relation to the remote ERP implementation success
showed an wupward trend from left to right,
demonstrating a positive linear relationship between
them and remote ERP implementation success.

Scatter Plot of Remote_ERP_Implementation_Success by Top_Mgt_Commitment
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Figure 5: Scatter Plot for Top Management Commitment and Remote ERP Implementation Success

Scatter Plot of Remote_ERP_Implementation_Success by Change_Mgt
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Figure 6: Scatter Plot for Change Management and Remote ERP Implementation Success
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Scatter Plot of Remote_ERP_Implementation_Success by Communication
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Figure 7: Scatter Plot for Communication and Remote ERP Implementation Success

Scatter Plot of Remote_ERP_Implementation_Success by Implementation_strategy
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Figure 8: Scatter Plot for Implementation Strategy and Remote ERP Implementation Success

Scatter Plot of Remote_ERP_Implementation_Success by User_Training_and_Education

n_Success

plementatio

Remote_ERP_Im

250
2.50 300 350 4.00 450 500

User_Training_and_Education

Figure 9: Scatter Plot for User Training and Education and Remote ERP Implementation Success
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Scatter Plot of Remote_ERP_Implementation_Success by Project_Management
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Figure 10: Scatter Plot for Project Management and Remote ERP Implementation Success

To further ascertain on positive relationship
visible through scatter diagrams, the study
accommodated an inferential statistic tool. Accordingly,
the Pearson correlational test was performed using the
sample size n = 269 to affirm on positive relationship
and further enrich the analysis by indicating the
magnitude/strength  of the identified relationship
between identified factors and remote ERP
implementation success.

Pearson correlation coefficients can be positive
or negative (direction), and their magnitude might be
high or low. Correlation coefficients range from -1 to +1,
indicating perfect negative to positive correlation
coefficients, and 0 indicating no correlation (zero
relationships) (Sedgwick, 2012). Further, correlation
coefficients less than 0.30 (negative or positive),
between 0.30 — 0.6, and above 0.6 indicate a weak,
moderate, and strong relationship between control and
response variable (Akoglu, 2018).

Table 5: Pearson Correlation Test Results

Remote ERP Implementation Success

Remote ERP Implementation Correllatlon Cgefflment 1.000
Success Sig. (2-tailed)
N 269
Correlation Coefficient 0.087
Top Management Commitment Sig. (2-tailed) 157
N 269
Correlation Coefficient 0.107
Change Management Sig. (2-tailed) .080
N 269
Correlation Coefficient 0.542**
Communication Sig. (2-tailed) .000
N 269
Correlation s
Coefficient OZOAE)%
Implementation Strategy Sig. (2-tailed) '
N 269
Correlation Coefficient 0.878**
L . Sig. (2-tailed) .000
User Training and Education N 569
Correlation Coefficient 0.031
. Sig. (2-tailed) 607
Project Management N 569

** Correlation is significant at the 0.01 level (2-tailed).
Source: Authors’ Representation Based on SPSS Results
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According to the results derived in Table 5
based on the Pearson correlational analysis, it was
found that, the User Training and Education,
Communication, and Implementation Strategy factors
seem to have a statistically significant correlation with
the remote ERP implementation success (Sig. (2-tailed)
< 0.05). Among these three factors, User Training and
Education has the strongest positive correlation
(r=0.878) with remote ERP implementation success,
while a moderate correlation is witnessed between
Communication (r=0.542) and remote ERP
implementation success, and a weak positive correlation
is witnessed between Implementation Strategy (1 =
0.249) and remote ERP implementation success.
Although Top Management Commitment, Change
Management, and Project Management seem to have
positive correlations with remote ERP implementation
success, they are not statistically significant, since the
Sig. (2-tailed) has been greater than 0.05.

c) Multiple Linear Regression Analysis

According to the previous section, it was
identified that a positive relationship exists between all
the six independent variables and remote ERP
implementation success. This section proceeds with a
deeper investigation based on assessing the impact of
the identified factors that ensure remote ERP
implementation  success. For this, the study
accommodated the multiple linear regression model.

First, the data were analyzed to check on the
convenience for regression analysis. Accordingly, the
assumptions of normality, linearity, and absence of
collinearity were tested as prerequisites for a multiple
regression analysis. With reference to (Pallant, 2001),
there are a few main identified assumptions to be tested
for a multiple regression which include,

1. The required sample size for a regression test

2. No multicollinearity between independent variables

3. Normality distribution of data set and test for outliers

4. Linearity between independent and dependent
variables

5. Homoscedasticity of independent variables

Assumption 071: The Required Sample Size for a
Regression Test

As cited in (Pallant, 2001), it is recommended
for social research to have at least 15 subjects per
predictor for a valid regression test. The ideal sample
size for a regression can also be calculated using the
following formula: n> 50 + 8m (m = number of
independent variables) (Pallant, 2001). Accordingly, the
study consists of 6 main independent variables with
primary data collected from 269 ERP system users.
When outliers are comprised in a data set common,
those data points should be removed (Osbormne and
Overbay, 2004). However, no outliers nor missing values
were spotted in the data set, and therefore, 269
responses were used for a regression analysis.

Assumption 02: Multicollinearity Test of
Variables

The collinearity diagnostics confirm whether
there is a serious problem with multicollinearity.
Condition Index Values greater than 15 indicate a
possible problem with collinearity; greater than 30, a
serious problem. A tolerance value < 0.10 suggests a
concern with (multi) collinearity. VIF is simply the
tolerance's reciprocal value. As a result, VIF values > 10
suggest concerns with collinearity. The results of these
analyzes are presented in Table 6. It could therefore be
seen that the tolerance levels are > .10 and VIF values
are < 10 for all independent variables.

Predictor

Table 6: Multicollinearity Test Based on Tolerance and VIF Value

(Constant) Tolerance VIF
Top Management Commitment 0.978 1.023
Change Management 0.859 1.164
Communication 0.672 1.488
User Training and Education 0.700 1.429
Implementation Strategy 0.700 1.429
Project Management 0.978 1.023

Source: Authors’ Representation Based on SPSS Results

The study also revealed a safer facet in its
Condition Index (Cl) values as shown in Table 7. All
independent variables had a ClI < 15, which thereby

indicates that the predictor variables are free from

multicollinearity.
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Table 7: Multicollinearity Test Based on Condition Index Value

Variance Proportions
Di . Eigen | Condition _— . U.s<.er Project
imension | =5 o Index | (Constant) Top_Mgt_C Change |Communicati|Implementati| training Manage
ommitment| Mgt on on_strategy and
. ment
education

1 6.956 1.000 .00 .00 .00 .00 .00 .00 .00

2 015 21.406 .00 .04 13 .01 .03 .01 49

3 .009 27.210 .00 18 59 .02 .01 .03 22

4 .008 28.751 .00 47 A7 .08 .01 1 b

5 .005 38.219 .00 .02 .06 .00 .78 .38 .03

6 .004 43.304 .01 .00 .00 77 15 45 .02

7 .002 56.772 .98 29 .05 12 .02 .01 14

Source: Authors’ Representation Based on SPSS Results

Assumption 03: Normality Distribution of Data Set and
Test for Outliers

Reponses for the survey instrument were
collected from 269 respondents, which is a relatively
large sample, and hence the Central Limit Theorem

could be applied, posing no question on normality.
Descriptive statistics relevant to normal distribution are
shown in Table 8, with values of 4.47, 4.47, and 4.47
indicated as the mean, mode, and median of the
dataset respectively.

Table 8: Test of Normality Based on Descriptive Statistics of Dataset

Remote ERP Implementation Success

Mean
Standard Error
Median
Mode
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Sum
Count

4.474281
0.02771
4.472136
4.472136
0.454478
0.20655
1.093872
-0.96841
2.289194
2.710806
5
1203.582
269

Assumption 04: Linearity between Independent and
Dependent Variables
The link between dependent and independent
variables can only be effectively estimated using
standard multiple regression if the relationships are
linear (Pallant, 2001). The findings of the regression
analysis will underestimate the true relationship if the
relationship between the independent factors and the
dependent variable is not linear. As tested previously,
both descriptively and inferentially using scatter
diagrams and Pearson correlation coefficient, it was
assured that a linear relationship exists between
identified six factors and remote ERP implementation
N success, which thereby poses no concerns on linearity
between variables.
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Assumption 05: Homoscedasticity of
Variables

The variance of errors is the same across all
levels of the independent variables, known as
homoscedasticity. A visual study of a plot of the
standardized residuals (errors) by the regression
standardized projected value can verify this assumption
(Jargue and Bera, 1980). In an ideal world, residuals are
randomly spread around 0 (the horizontal line), resulting
in a relatively uniform distribution that meets the
homoscedasticity assumption.

Independent
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Figure 11: Homoscedasticity of Independent and Dependent Variables

Accordingly, with data analyzed to test its
viability for regression analysis, all assumptions were
successfully cleared, and a multiple linear regression
test was done as the next step to explore on the impact
of six identified factors towards remote ERP
implementation success.

Regression analysis is a mathematical measure
that is used to determine the average relationship

between two or more than two variables with the use of
the data set. The cause-and-effect relationship between
independent and dependent variables is indicated
through regression analysis. The following Table 9
represents the results received after running multiple
linear regression analysis based on the collected data
set.

Table 9: Regression Results

Model Summary

Model R R Square Adjusted R Square Std. Er'ror of the
Estimate
1 5992 .359 .345 .36840
ANOVA*
Model SSum o df Mean Square F Sig.
quares
Regression 19.940 6 3.323 24.487 .001°
1 Residual 35.558 262 136
Total 55.498 268

a. Dependent Variable: Remote ERP Implementation Success
b. Predictors: (Constant), Project Mangement, Communication, Top Management Commitment, Change
Management, Implementation strategy, User Training and Education

In the process of model estimation, it is
common to evaluate the appropriateness of a single
descriptive  model based on the coefficient
determination (R2). R2 serves as a fast and easy way to
measure the goodness of fit of an estimated model in
empirical studies (Saunders, et al., 2009). Although R2
is a good indicator, it is not absolute. It is simply a
measure of explained variance relative to the total
variance in the dependent variable (Saunders, et al.,
2009). The current study focuses on the system users’
perspective on remote ERP implementation success.

The results of the regression analysis show that a 34.5%
variance of remote ERP implementation success is
caused due to the independent variables Top
Management Commitment, Change Management, User
Training and Education, Project Management,
Communication, and  Implementation  Strategy.
However, looking at the ANOVA table based on the
derived results, since; F (6, 262) = 24.487, p<0.001,
R2=34.5%, it indicates that the derived regression
model is significant to predict the ERP implementation
success. However, in the derived regression model,
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since R2 = 34.5%, there could be some other factors
that significantly impact on remote ERP implementation
success apart from the considered six factors Top

Management Commitment, Change Management, User
Training and Education, Project Management,
Communication, and Implementation Strategy.

Table 10: Regression Results

Coefficients
Model Unstandardized Coefficients Sé%%%?é%ﬁ?: i Sig.
B Std. Error Beta
(Constant) 1.995 442 4,513 .001
Top Management Commitment 077 .081 .047 945 .346
Change Management 018 .050 -.019 -.358 721
1 Communication 342 .069 -.298 -4.946 .001
Implementation Strategy 139 .064 128 2.163 .001
User Training and Education .691 .064 .643 10.871 .001
Project Management .031 .070 .022 444 .658
a. Dependent Variable: Remote ERP system implementation success

Table 10 illustrates the impact of each
independent variable (Top Management Commitment,
Change Management, User Training and Education,
Project Management, Communication, and
Implementation Strategy) on the dependent variable,
which is remote ERP system implementation success.
For all the independent variables, beta values derived
were positive, which determined that with each of the
considered independent variable there has been a
positive correlation with the dependent variable remote
ERP implementation success. However, looking at the
significant values in addition to the constant, the other
independent variables that have a significant impact on
remote ERP system implementation success have been,
User Training and Education (Sig. val = 0.001),
Communication (Sig. val = 0.001), and Implementation
Strategy (Sig. val = <0.001). Further, the results show
that, 1% change in the User Training and Education,
Communication, and Implementation Strategy; would
increase the remote ERP implementation success by
69.1%, 34.2%, and 13.9% respectively. However, looking
at the results, since the significance level of Top
Management Commitment, Change Management, and
Project Management has been greater than 0.05,
although each of these factors have a positive
correlation with the dependent variable - remote ERP
implementation success, they were not found to be
having a significant impact on remote ERP
implementation success.

d) Hypotheses Testing

H17: Top Management Commitment is a critical success
factor in remote ERP implementation from system users’
perspective - Rejected since (B= .077, Sig. = 0.346).
Based on the regression results (refer to table
10), although Top Management Commitment is
positively — correlated  with  remote  the ERP
implementation, Top Management Commitment was
found not to be significantly impact on the remote ERP
implementation success. Thus, Hypothesis 1 is rejected.
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This finding is different from what has been
stated in the previous literature where it was mentioned
that Top Management Commitment is a critical factor for
ERP implementation success in a physical setting.
However, since the setting was remote ERP
implementation, the finding differed drastically from the
previous literature.

Previous literature mentions that in a physical
setting, successful ERP implementation is achievable
only if high-level executives have a sturdy dedication to
the assignment (Gargeya & Brady, 2005). For numerous
reasons, top management commitment to the project is
critical throughout the implementation life cycle (Somers
& Nelson, 2004). According to the literature, among all
the CSFs for ERP implementation, senior management
engagement and support at each step of the ERP
implementation are crucial (Ranjan & Jha, 2018; Saade
& Nijher, 2016). Therefore, the rejection of H1 will
undoubtedly lead to an argument and would be
recommended for future research for further digging
deeper to understand the root cause for the result
through a qualitative approach.

H2: Change Management is a critical success factor in
remote ERP implementation from system users’
perspective - Rejected since (B= .018, Sig. = 0.721).

Based on the regression results (refer to table
10), although Change Management is positively
correlated with the remote ERP implementation, Change
Management was found not to be significantly
impacting on the remote ERP implementation success.
Thus, Hypothesis 2 is rejected.

The relevance of change management, on the
other hand, is highlighted from the project's initial phase
and during its whole life cycle (Nah, et al., 2007).
Further, the literature mentions change management as
a critical factor to ERP implementation success
regarding empowered team management and adapting
implementation strategies for identifying, managing, and
training ERP project stakeholders (Dezdar & Ainin,
2011). Thus, the findings of the current study, questions



whether Change Management is a critical success
factor, especially for ERP implementation success in a
remote setting since the H2 is rejected statistically.

H3: Communication is a critical success factor in remote
ERP implementation from system users’ perspective -
Accepted since (B= .691, Sig. = 0.001).

Based on the regression results (refer to table
10), Communication is positively correlated with the
remote ERP implementation, and Communication was
found to be significantly impacting on the remote ERP
implementation success. Thus, Hypothesis 3 is
accepted.

According to Motwani et al. (2005), a company
that encourages its employees to participate actively in
the workplace is more likely to succeed. A corporation
that implements open communication is more
successful than one that does not. The current study
findings are on par with the previous literature. The
findings suggest that in a remote ERP implementation
setting, communication is a critical success factor.
Further, the findings exaggerate the statement where it
was claimed that communication is a crucial technique
for managers to use when attempting to overcome
employee resistance to change (Dezdar & Sulaiman,
2009).

H4: Implementation Strategy is a critical success factor
in remote ERP implementation from system users’
perspective - Accepted since (B= .139, Sig. = 0.001).

Based on the regression results (refer to table
10), Implementation Strategy is positively correlated with
the remote ERP implementation, and Implementation
Strategy was found to be significantly impacting on the
remote ERP implementation success. Thus, Hypothesis
4 is accepted.

According to Mandal and Gunasekaran (2004),
implementation strategy is the most important CSF for a
successful ERP implementation. Several questions must
be answered to create a well-functioning implementation
strategy: what is the unique information demands at the
operational and management levels, how will the ERP
system interact with the existing system, and what is the
implementation schedule and methodology? By
answering these questions, a business can develop a
plan that will increase its chances of success by 90%
when compared to businesses who do not have one
(Mandal & Gunasekaran, 2003). The current study
finding also is on par with this literature and suggests
that even in a remote ERP implementation setting,
Implementation Strategy remains as a critical factor that
would aid in ERP implementation success.

H5: User Training and Education is a critical success
factor in remote ERP implementation from system users’
perspective - Accepted since (B= .691, Sig. = 0.001).
Based on the regression results, User Training
and Education is positively correlated with the remote
ERP implementation, and User Training and Education

was found to be significantly impacting on the remote
ERP implementation success. Thus, Hypothesis 5 is
accepted.

According to Somers and Nelson (2004),
training and education is critical for deploying an ERP
system. Further, in previous literature, it is also
mentioned that to ensure that system user training is
successful, it should begin well before the
implementation process begins (Umble et al., 2003).
Moreover, when planning for a new system, one of the
most significant aspects to consider is education and
training programs, which, along with other factors, are
essential ingredients for successful implementation
(Mabert et al., 2003). Thus, the findings of the current
study are in par with this literature which suggest that
may it be an ERP implementation that is done by the
project team being physically present on the site or an
ERP implementation that is done remotely, for both the
situations User Training and Education is a critical
success factor.

H6: Project Management is