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Applicability of a Mobile Learning Framework 
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Abstract- The applicability of a mobile learning system reflects how it works in an actual situation 
under diverse conditions. In previous studies, researches for evaluating applicability in learning 
systems using data mining approaches are challenging to find. The main objective of this study 
is to evaluate the applicability of the proposed mobile learning framework. This framework 
consists of seven independent variables and their influencing factors. Initially, 1000 students and 
teachers were allowed to use the mobile learning system developed based on the proposed 
mobile learning framework. The authors implemented the system using Moodle mobile learning 
environment and used its transaction log file for evaluation. Transactional records that were 
generated due to various user activities with the facilities integrated into the system were 
extracted. These activities were classified under eight different features, i.e., chat, forum, quiz, 
assignment, book, video, game, and app usage in thousand transactional rows.  

Keywords: system applicability, mobile learning, frequent pattern mining, apriori algorithm, fp 
growth algorithm. 
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Abstract-

 

The applicability of a mobile learning system reflects 
how it works in an actual situation under diverse conditions. In 
previous studies, researches for evaluating applicability in 
learning systems using data mining approaches are 
challenging to find. The main objective of this study is to 
evaluate the applicability of the proposed mobile learning 
framework. This framework consists of seven independent 
variables and their influencing factors. Initially, 1000 students 
and teachers were allowed to use the mobile learning system 
developed based on the proposed mobile learning framework. 
The authors implemented the system using Moodle mobile 
learning environment and used its transaction log file for 
evaluation. Transactional records that were generated due to 
various user activities with the facilities integrated into the 
system were extracted. These activities were classified under 
eight different features, i.e., chat, forum, quiz, assignment, 
book, video, game, and app usage in thousand transactional 
rows. A novel pattern mining algorithm, namely Binary Total for 
Pattern Mining (BTPM), was developed using the above 
transactional dataset's binary incidence matrix format to test 
the system applicability. Similarly, Apriori frequent itemsets 
mining and Frequent Pattern (FP) Growth mining algorithms 
were applied to the same dataset to predict system 
applicability. The results reveal that the proposed pattern 
mining algorithm provides 82% assurance of system 
applicability with significant efficiency. In comparison, the 
Apriori and Frequent Pattern (FP)-Growth algorithms offer 
about 60% assurance of system applicability.

 

Keywords:

 

system applicability, mobile learning, frequent 
pattern mining, apriori algorithm, fp growth algorithm. 

 

I.

 

Introduction

 

obile learning (ML) emerged as an essential 
and successful learning method due to its 
flexibility of time and place for learning in the 

present globe. On the other hand, learners and teachers 
have an interactive and cost-effective learning 
environment for carrying out educational activities with 
cutting-edge technology advancements. However, at 
the same time, learners and teachers experience various 
limitations in this learning method, such as the quality of 
the learning applications. Therefore, it is vital

 

to evaluate 
ML applications in various dimensions, such as their ML 

applicability [1]. The Cambridge Oxford Dictionary 
defines applicability as “the fact of affecting or relating 
to a person or thing.” Applicability definitions for 
domains related to computer systems are minimal. 
Hence we found a specific definition for the public 
health sector domain, and it defines applicability as “the 
extent to which an intervention process could be 
implemented in another” [2]. On the other hand, 
transferability gives a meaning similar to applicability. It 
defines transferability as “the extent to which the 
measured effectiveness of an applicable intervention 
could be achieved in another setting”. Rosemann and 
Vessey (2008) proposed the significance and capability 
to check the applicability of a research framework with 
three factors, i.e., importance, accessibility, and 
suitability [3]. Accordingly, we can recognize an 
applicable mobile learning system (MLS) as “the extent 
to which a MLS could be implemented effectively in a 
target environment as well as in another environment 
with a similar setting”. This study's main objective is to 
evaluate the applicability of the proposed mobile 
learning framework (MLF). This framework consists of 
seven independent variables, and each variable has 
different influencing factors. Evaluating this MLF for 
applicability would help realize the proposed 
framework's applicability when it works in a real-world 
environment. Normally, pattern mining algorithms are 
used to describe patterns in usage behaviors [4]. 
Hence, we use pattern mining to study users' usage of 
different learning tools in the system, such as chat, 
forum, quizzes, assignments, etc. Proper understanding 
of these usages would help calculate how many users 
apply these tools in their academic activities in the 
proposed system. Considering each tool's usage would 
support predicting the system's overall applicability (Fig. 
3: motivating example). Because if a learning system 
has better applicability, its users should fully practice the 
tools integrated into it. In this study, the authors intend 
to analyze the transactional log of the MLS, developed 
using the proposed MLF for evaluating applicability. 
According to the previous studies, the FP-Growth[5] 
efficient pattern mining and Apriori [6] popular 
association rule mining algorithms have been utilized to 
evaluate many automated systems. FP-Growth 
algorithm was used to evaluate systems to identify 
important segments in learning materials [7], learning 
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behaviors[8], best course modules[9], learners 
requirements[10], offensive activities, and illegal 
transactions[11]. In these studies, the FP-Growth 
algorithm helps to improve the learning process, course 
selection[9], course recommendation[10], security 
enhancement, and legal judgments [11] in learning 
systems and portals.  On the other hand, the Apriori 
algorithm was used to evaluate systems to identify, 
information for decision making[12], tourists attractive 
places[13], course administration history[9], study 
preferences, archived cyber-attacks, and network 
hackings[14], requirements in software [15], health 
clinical information in clinical[16], and deformation 
states of landslides[17]. In these studies, the Apriori 
algorithm help in different activities such as better 
administrative decisions[12], improving tourist 
attraction[13], enhancing course facilities, offering 
productive subjects[9], preventing networks attacks[14], 
recommend software requirements[15], enhanced 
health decision and treatments[16], and predict 
landslides accurately[17]. But it is a very shortage of 
using FP Growth or Apriori algorithms in the evaluation 
applicability of learning systems. Also, difficult to find 
such applicability evaluation using any statistical 
approach too in previous studies. Moreover, these two 
well-established algorithms have no direct provisions for 
evaluating the applicability of the system.  Nevertheless, 
using the rules and frequent patterns generated by 
Apriori and FP Growth algorithms can predict 
applicability. In this study, the authors proposed a novel 
frequent pattern mining algorithm for applicability 
evaluation directly in the proposed learning system to 
address this research gap. Also, FP Growth and Apriori 
algorithm are used to predict the applicability of the 
same system.  

II. Related Work 

Pattern mining is a popular data mining tactic to 
emerge secret knowledge in data stores, and it is 
applied for solving issues arising in various scenarios. A 
Pattern mining approach was proposed to identify the 
most critical or complex learning segments in video 
tutorials. The proposed method integrates a learning 
model that learns the above-considered components of 
the analysed video transaction log. [7]. A pattern mining 
framework was proposed to identify learners' different 
learning behaviors and improve their learning process 
with the institutional learning system. This study's output 
reveals that the learners obtained significant study 
performance in different learning modes via various 
tools integrated into the system [8]. Another pattern 
mining framework was proposed to analyse huge 
databases by addressing existing pattern mining 
algorithms such as a large number of searching 
iterations, excessive space for processing, and too 
much time requirements. Results reveal that this 

approach can solve different kinds of pattern mining 
problems[18]. An online course recommender system 
was proposed using the FP-Growth algorithm to guide 
learners to select learning courses according to their 
preferences. The investigation displays that the system 
has better efficiency in instructing learners for selecting 
appropriate learning materials in their learning process 
[9]. FP-Growth-based data mining technique was used 
to promote educational services in educational 
institutes. Various variables related to learners and 
educational institutes were employed on FP-Tree to 
determine regular data items. Research reveals that the 
best selection of attributes in the data for the algorithm 
gives better results[19]. FP-Growth algorithm was used 
to elaborate users' access patterns in learning portals. 
The study revealed, such as learners’ favorite courses, 
less and high navigation areas of the learning site, and 
recommendations for advancing both learner’s gain and 
user-friendliness of the site[10]. Wu and Zhang (2019) 
researched to extract support information to prove 
offensive actions. An improved FP-Growth algorithm 
analysed data associated with illegal transactions and 
supported legal judgment with better efficiency and 
accuracy[11]. 

Another method for hidden information recovery 
from large databases is associate rule mining, and its 
applications are spread in various researches in the 
past. The E-learning system was evaluated by 
combining the association rule mining method and the 
fuzzy analytic hierarchy process[20]. Apriori algorithm-
based association rule mining was used to analyse the 
Wi-Fi data in attractive tourist places. The study results 
give the association rules of travel patterns of tourists’ 
movements and enable further enhancements of 
tourist’s magnetism of travel destinations[13]. Learner 
assisting study guides approval mechanism was 
proposed using association rule mining with archived 
course administration data. This approach queries 
useful relationships in learners’ learning subject 
preferences[9]. An improved Apriori algorithm is offered 
to find fresh network attacks using the data that was 
produced by previous episodes. This method has 
optimal accuracy with superior efficiency for discovering 
cyber strikes[14]. A customized Apriori algorithm was 
used to improve the audit system's security building 
association rules using fewer scanning cycles in logs 
with shorter processing time[21]. Apriori algorithm-
based recommender system was proposed to enhance 
the accuracy of requirements in software development 
[15]. Apriori algorithm was coustomized to excavate 
intelligence information from virtual reality applications 
for effective decision making[22]. Apriori algorithm was 
executed successfully in analyzing the deformation 
states of landslides [17]. A heart disease prediction 
model was proposed by applying the Apriori algorithm 
in clinical datasets[23]. Here, we used the Apriori 
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A Novel Frequent Pattern Mining Algorithm for Evaluating Applicability of a Mobile Learning Framework



 

 
 

associate rule mining and FP-Growth frequent pattern 
mining algorithm-based approaches as comparable 
methods to the novel proposed pattern mining algorithm 
for evaluation applicability of the proposed MLS. 

III. Preliminaries 

In this section, the authors discuss the 
proposed MLF and its implemented MLS, which will be 
evaluated for applicability. Also, the critical theories 
undergo related to the proposed solution for evaluating 
the system's applicability, such as associate rule mining, 
Apriori, and FP-Growth algorithms.  

a) Mobile Learning Framework for Higher Education 
We can refer to many frameworks that were 

implemented in the Moodle environment successfully in 
previous studies. Halvoník and Kapusta (2020) 
implemented an e-Learning material composing 
framework through Moodle LMS with the teachers’ 
highest inclination[24]. A framework for evaluating 
student learning was performed through the Moodle 
platform to create useful tests for learners[25]. 
Karagiannis and Satratzemi (2017) proposed a Moodle 
implemented framework for e-learning content 
adaptation according to learner wishes and better 
usability with decent learning outcomes[26]. Hence, 
according to the literature, several conceptual 
frameworks have been implemented via the Moodle 

mobile learning environment (MMLE). So in our study, 
we implemented the proposed conceptual MLFrame 
through the MMLE.  

In this study, we require to measure the 
applicability of the MLS implemented based on the 
proposed MLF for higher education (MLFrame). This 
framework consists of seven independent variables: 
learner, teacher, mobile ML devices, ML tools, ML 
contents, higher education institutes, and 
communication technology (Fig. 1). Each independent 
variable has several influencing factors: motivation, 
usefulness, interactivity, ease of use, etc. These factors 
were realized through various resources and facilities 
embedded in the MLS such as chat, forum, games, 
quizzes, assignments, etc.[27],[28]. This MLFrame was 
implemented in the MMLE by integrating new facilities 
and modifying the existing Moodle mobile application. 
Therefore, existing Moodle plugins were enhanced to 
develop these new ML facilities for the Moodle mobile 
environment[28]. Because most of the facilities available 
in the Moodle learning environment are not implemented 
in the Moodle mobile environment. Hence, when 
implementing the MLFrame in the Moodle mobile 
environment, we customized the Moodle ML application 
by upgrading relevant plugins to serve the facilities 
introduced in the MLFrame.  

Fig. 1: Proposed MLF for higher education (MLFrame) 

Fig. 2: Interfaces of Some of the Features Considered in the Study Such as (a) Course Overview, (b) Chat, (c) 
Forum, and (d) Game in the Modified Moodle Mobile App 
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b) Motivating Example 
Fig. 3 depicts the concept associated with 

predicting the system applicability. Consider a MLS with 
facilities chatting, forum, quiz, assignment, book, video, 
game, and app_usage. If this app was allowed to use 
100 particular users, then assume transaction log 
analysis as follows. 8,7,6,5 features out of all 8 features 
used by 60,10,15,5 users, respectively. Therefore, 70 

users out of 100 users used at least 7 features out of all 
8 features (or 88% features). Hence system applicability 
was 70% for 88% feature usage. Further, 85 users out of 
100 users used at least 6 features out of 8 features (or 
75% features). Hence system applicability is 85% for 
75% features usage. Similarly, it can be realized that the 
system applicability is 90% for 63% features usage. 
 

Fig. 3: Example for Predicting Applicability using Pattern Mining Algorithm

c) Associate Rule Mining 
Association rule mining is used to find essential 

associations among stored data in large databases. 
‘Antecedent’ and ‘Consequent’ are significant two 
fractions in association rules. These are data items 
finding in databases, and ‘Antecedent’ combines with 
the ‘Consequent’. Moreover, finding frequent itemsets is 
a crucial requirement to mine association rules from 
databases. Additionally, two important factors, such as 
support and confidence, must be defined when finding 
association rules using these frequent itemsets[29]. 

d) Apriori Algorithm 
Apriori is a Latin term which denotes “from what 

comes before”. Bottom-up and breadth-first search 
strategies are taken into account. Agarwal and Srikant 
(1994) developed the Apriori algorithm for generating 
associate rules by frequent pattern mining. The main 
terminologies used in the Apriori algorithm are 
Min_supp, Min_conf, Frequent itemsets, Apriori 
Property, Join Operation, Join Step, and Prune Step 
[30]. 

e) Frequent Pattern (FP) Growth Algorithm 
FP-Growth is a widespread pattern mining 

algorithm used in data mining. In this algorithm, frequent 
patterns are stored in a tree-like data structure called 
FP-tree. The algorithm's main steps are calculating each 
database item's support count by scanning, deleting 
irregular patterns, and order remains. Then FP-tree is 
constructed and frequent patterns are generated using 
FP-tree [5]. This improves the frequent pattern mining 

technique because it scans the database only twice. 
There is no candidate set generation, though it is not 
suitable for mining patterns in databases that are 
updated frequently[31].  
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IV. Proposed Method

Details of the proposed novel frequent pattern 
mining algorithm, namely the Binary Total for Pattern 
Mining (BTPM) algorithm, which evaluates the proposed 
MLF's applicability, are described in this section. 

a) Process of the Proposed Algorithm
The processing steps of the proposed algorithm 

implementation are described below.

Procedure 1: Purpose is generating a features list 
(extracting unique features, used in this evaluation, 
stored in the transaction log of the system) 

Step 01 & 09: For loop iterates from 1st row to last row of 
the transactional database.

Step 02 & 08: For loop iterates from 1st item to the last 
item of a transactional database row. 

Step 03 & 07: For loop iterates from 1st item to the last 
item of the array call Array Features. Array Features is an 
array that contains unique features of the transactional 
database.

Step 04: Check whether each item does not exist in the 
array Array Features (fm).

Step 05: If the new item is not in the array, the item is 
saved in Array Features as the last item (fs+1). Likewise, 
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Array Features consists of an array of distinct features in 
the transactional database.

Procedure 2: Purpose is creating BIMF Data Set(The 
usage transaction table needs to be converted into the 
Binary Incidence Matrix Format (BIMF))

Step 10: Creating an array calls Array Data Set BIMF[] 
for saving the transactional database in binary incidence 
format array size is:
t x s; t means the number of transactions in the 
transactional database;s means the number of features 
in the array Features[]. Assign 0 for all the array 
elements.

Step 11 & 19: For loop iterates from 1st row to last row of 
the transactional database

Step 12 & 18: For loop iterates from 1st item to the last 
item of a transactional row

Step 13 & 17: For loop iterates from 1st item to the last 
item of the array called Array Features[]. 
(Note: Array Features[] contains distinct features of the 
transactional database)

Step 14: Check each item in the transaction database 
(aij) with feature items in Array Features (fm)

Step 15: If a similar item is found, replace the value in 
the Array Dataset BIMF with 1. The position of the item 
(i.e. dim) substituting in the Array Dataset BIMF is found 
by taking the associate item’s row number of the
transactional database (ithrow ) and column number of 
the Array Features (mth column). 

Likewise, replace 0 with 1 in Array Dataset BIMF 
to denote similar features in the same column in Array
Dataset BIMF for all items in the transactional database. 

Procedure 3: Purposes are, 
1) Saving BIMF dataset (ArrayDatasetBIMF[]) to an 

Array (ArrayTDVT[]) by creating tdvt and cnb. (tdvt:
Total Decimal Value of binary digit positions in entire 
Transactions; cnb: Count of the Non-zero Binary 
digits)

2) Selecting and Saving Patterns to ArrayPatterns
Step 20: Create arrays named ArrayTDVT[] and 
ArrayPatterns[]

Step 21: For loop iterates from 1st row to last row of the 
ArrayDatasetBIMF[]

Step 22: For loop iterate from 1st column to last 
column+2 ArrayDatasetBIMF[]

Step 23: Insert items (features) in Array DatasetBIMF[] to 
ArrayTDVT[] by row wise. 

Step 24: Advance the inner loop 

Step 25: Once particular row of Array DatasetBIMF[] is 
inserted to ArrayTDVT[], tdvt and cnb values are
insertedto the same row in ArryTDVT[] as last tow 
column.

The second last element (n+1) of each row of 
the array is the Total Decimal Value of binary digit 
positions in entire Transactions (tdvti). 

tdvti=∑ 𝑑𝑑𝑖𝑖𝑖𝑖𝑛𝑛−1
𝑖𝑖=0 2𝑖𝑖 ; where dijis the digit value of jth position 

in ith transaction i.e., dij={0,1}

The last element (n+2) of each row of the array 
is the Count of the Non-zero Binary digits in each 
transaction row (cnbi). 

cnbi= ∑ 𝑑𝑑𝑖𝑖𝑖𝑖𝑛𝑛−1
𝑖𝑖=0 ; where dijis the digit value of jth position in 

ith transaction i.e., dij={0,1}
Step 26: At the end of each row, check whether the 
percentage of features used in a transaction is greater 
than or equal to minFUT. The minFUT is the given 
threshold value for the percentage of minimum features 
usage in a transaction. For instance, if minFUT = 70% 
for a 10 features transaction means, at least 7 features 
are used out of 10 features by a user.

(If j = n and cnbi(100/n) >= minFUT then)

If the above condition is satisfied, then save the 
transaction pattern to another array (i.e., ArrayPatterns). 

In each row of ArrayPatterns[tdvtk, pattern
Countk], tdvtk denotes total decimal values of binary digit 
positions in entire transactions. Feature usage 
transaction patterns can be derived by taking the binary 
conversion of the tdvti. And patternCountk gives the 
count of the number of occurrences of the pattern.

Step 27: For loop iterates from 1st row to last row of the 
ArrayPatterns[]

Step 28: Read existing tdvt values in the ArrayPatterns[]
Step 30: If the existing tdvt value equals the tdvt value, 
satisfy the conditions in Step 26, increase the 
patternCountvalues in the ArrayPatterns by one
ArrayPatterns[tdvtk, patternCountk= patternCountk+ 1]

Step 32: If the existing tdvt value does not equal the tdvt 
value, satisfy the conditions in Step 26, add new row 
tothe ArrayPatterns

ArrayPatterns[tdvtk+1 = tdvti, patternCountk= 1]

Procedure 4: Purposes are generating patterns and their 
percentages

Step 37: For loop iterates from 1st row to last row of the 
ArrayPatterns[]

Step 38: Generate distinct transaction patterns by 
converting tdvtkto its binary pattern whose percentage of 
featureusage in a transaction is greater than or equal to 
minFUT.

kth Pattern = CtoBinary(tdvtk)

kth pattern can be realize by considering both 
CtoBinary(tdvtk) and the ArrayFeatures[]. 
CtoBinary(tdvtk) and the ArrayFeatures[] array have 
same no of elements. We can identify the pattern by 



 

 
 

replacing non-zero digits in CtoBinary(tdvtk) with the 
element in the same position of the ArrayFeatures[] and 
ignoring zeros.  

Step 39: Percentage of each distinct usage transaction 
pattern can be calculated by using the equation, 
Percentage of kth pattern = (patternCountk/t) * 100 

Step 41: Finally, the overall percentage of transactions 
whose FUT is greater than or equal to minFUT can 

becalculated by taking the percentage of summation of 
the element ArrayPatterns[patternCountk]. i.e. 

𝑂𝑂𝑂𝑂𝑂𝑂 = ��𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑂𝑂𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴[𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝐴𝐴𝑘𝑘 ]
𝐿𝐿

𝑘𝑘=1

�×
1
𝐴𝐴 × 100  

Where L = No. of patterns = Number of rows in the 
ArrayPatterns, t = no. of transactions in the dataset
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Table 1: Binary Total for Pattern Mining Algorithm (BTPM Algorithm)

Algorithm – Binary Total for Pattern Mining Algorithm (BTPM Algorithm)
Input D: = {aij} where i=1 to t (t denotes no of transactions or rows); j=1 to n
(n denotes number of features in each transaction); aij denotes jth feature of ith transaction in
transactional database.
Input minFUT: Percentage of minimum features usage in a transaction
Output Patterns: Transaction patterns whose each feature usage is greater than or equal to
minFUT
Output IPTs: Individual percentage of each transaction (IPT) pattern whose feature usage is
greater than or equal to minFUT
Output OPT: Overall percentage of transactions whose individual transactions feature
usage is greater than or equal to minFUT
Procedure 1: Generating Feature List
(1)  For i=1 to t (t = no of transactions in D)
(2) For j=1 to n (n = no of features in ith transaction in D)
(3) For m=1 to s (s = no of items in ArrayFeatures)
(4) If aij<>ArrayFeature[fm] then
(5) ArrayFeature[fs+1=aij]
(6) End if
(7) Next m
(8) Next j
(9) Next i

Procedure 2: Creating binary incidence matrix format (BIMF) DataSet
(10) Create t x s ArrayDataSetBIMF[] with 0 value for each element
(11)  For i=1 to t (t = no of transactions in D)
(12) For j=1 to n (n = no of features per transaction in D)
(13) For m=1 to s (s = no of items in ArrayFeatures)
(14) If aij = ArrayFeatures[fm] then
(15) update : ArrayDatasetBIMF[dim=1]
(16) End if
(17) Next m
(18) Next j
(19)  Next i

Procedure 3: Saving BIMF dataset (ArrayDatasetBIMF[]) to an Array (ArrayTDVT[]) by creating tdvt
and cnb. Selecting and Saving Patterns to ArrayPatterns
(20) Create t x s+2 array names ArrayTDVT [] and create 1 x 2 array names ArrayPatterns []
(21)  For i = 1 to t (t = no of rows in ArrayDatasetBIMF[])
(22) For j = 1 to s+2 (s = no of columns in ArrayDatasetBIMF[])
(23)           insert item dijto ArrayTDVT[] on the position ith row and jth column
(24) Next j
(25)         Insert tdvti=∑ 𝒅𝒅𝒊𝒊𝒊𝒊𝒔𝒔

𝒊𝒊=𝟏𝟏 𝟐𝟐(𝒊𝒊−𝟏𝟏), cnbi= ∑ 𝒅𝒅𝒊𝒊𝒊𝒊𝒔𝒔
𝒊𝒊=𝟏𝟏 to ArrayTDVT as columns s+1 and s+2 in the ith row

(26) If j = s and cnbi*(100/s) >= minFUT then
(27) For k = 1 to no of rows in ArrayPatterns
(28) Read ArrayPatterns[tdvtk, patternCountk]
(29) If ArrayPatterns[tdvtk]= tdvti then
(30) ArrayPatterns[tdvtk, patternCountk= patternCountk+ 1]
(31) Else
(32) ArrayPatterns[tdvtk+1 = tdvti, patternCountk= 1]
(33) End if
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(34) Next k
(35)         End if
(36)  Next i

Procedure 4: Generating patterns and their percentages
(37)  For k=1 to number of raws in ArrayPatterns[tdvtk,patternCountk]
(38) kth Pattern = CtoBinary(tdvtk)
(39) IPT of kth pattern = (patternCountk/t) * 100
(40)  Next k
(41) 𝐎𝐎𝐎𝐎𝐎𝐎 = �∑ 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝒔𝒔[𝒑𝒑𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝒑𝒑𝒑𝒑𝒑𝒑𝑨𝑨𝑨𝑨𝒌𝒌]𝑳𝑳

𝒌𝒌=𝟏𝟏 �× 𝟏𝟏
𝑨𝑨

× 𝟏𝟏𝟏𝟏𝟏𝟏;
Where L=number of patterns = row count of the ArrayPatterns.

b) Algorithm Implementation with a Sample 
Fig. 4 depicts the generation of the required 

dataset by implementing the proposed algorithm to 
evaluate the applicability of MLFrame. In this example, 
five features were considered for the transaction 
database. Moodle tools usage and users tables of the 
log database of the system were used to create the 
transaction dataset. 

Step 01: ‘Transaction’ table is created by copying user 
ids from the main user table and updating each user id 
from the tools usage log table in the database of the 
MLS.

Step 02: ‘ArrayFeatures’ table is created by inserting 
distinct features in the ‘Transaction’ table. As we use 
only 5 features, this ArrayFeature table consists of a row 
with five values.

Step 03: ‘ArrayDatasetBIMF’ consists 5 rows 
(transactions of 5 users) and 6 columns (the first column 
is for TID-transaction ids and the rest of the rows for 
features). The array consists of user ids and 5 tools 
(features) same order with the ‘ArrayFeatures’ in a 
particular row. 

Step 04: The table ‘ArrayTDVT’ is created by adding two 
columns at the end to the ‘ArrayDatasetBIMF’. New 
columns are ‘TDVT,’ and ‘CNB’ represents the decimal 
value of the binary values in the same row and the count 
of non-zero binary digits in the same column, 
respectively. 

Step 05: Different feature usage patterns with frequency 
are stored in the array called ‘ArrayPatterns’. Unique 
feature usage patterns are selected by satisfying the 
condition, each pattern’s minimum number of features 
are greater than or equal to the minimum feature usage 
percentage (minFUT) supplied. 



 

 
 

Fig. 4: A Sample Implementation of the Proposed Algorithm

c) Comparison of Proposed BTPM Algorithm vs. 
Existing Pattern Mining Algorithms 

Popular algorithms for pattern mining such as 
Apriori and FP-Growth generate itemsets or candidate 
itemsets to find frequent itemsets. These itemsets are a 
group of transactional items that reside in the 
transaction database. Then, they use a minimum 

threshold value to minimize or prune itemsets to reduce 
data considered in mining. On the contrary, the BTPM 
algorithm uses an entirely mathematical technique, i.e., 
binary incidence matrix format of the transactional 
database with mathematical calculations. This reason 
minimizes memory usage and time for searching or 
traversals. Furthermore, in this method, the minimum 
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threshold value is used to reduce the transaction 
dataset simultaneously with the generation of required 
patterns. These causes reduce the computing load of 
the process. 

V. Methodology 

The proposed MLS was given to precisely 1000 
users, who are learners and teachers in the University of 
Kelaniya's four faculties. Among them, 220 students 
from each faculty of Science and Commerce & 
Management, and 200 students from each Faculties of 
Social Sciences and Humanities. Also, 160 teachers 
participated, and they consisted of 40 teachers in each 
faculty mentioned above. They were asked to use the 
system for around 50 days. This study was conducted 
according to the research framework illustrated in Fig. 5. 
The standard log file was extracted, and approximately 
half a million records were identified as different 
transactions related to the above user group on the 
given spell. Transactions were categorized into eight 
transactions with facilities integrated into the proposed 
ML application, i.e., chat, forum, quiz, assignment, 
book, video, game, and app_usage. The app_usage 
represents general user activities associated with the 
mobile application, such as page viewing, information 
modifying and deleting, etc. These activities were 
classified according to each user (Table 4). Finally, the 
transaction dataset was generated using the above 
eight features for all 1000 users. This dataset completed 
preprocessing steps to be perfect for applying 
algorithms such as filling in missing data and removing 
unusual data. This dataset consists of 1000 records, 

and each record represents different transactions done 
using the proposed ML app. 

The proposed data mining-based novel 
frequently pattern mining algorithm was primarily 
implemented using Python programming language to 
describe the proposed MLS's applicability (Table 1: 
BTPM Algorithm), and it was applied to the dataset. This 
algorithm caters to finding patterns of feature usage in 
transactions and calculating percentages of each 
different transaction pattern. For instance, what is the 
percentage of different patterns including all the features 
considered above (i.e., chat, forum, quiz, assignment, 
book, video, game, and app_usage), or what are the 
percentages of different patterns including seven 
features out of the eight features considered above? 
Then overall applicability of the system can be predicted 
by considering these transaction patterns and taking the 
summation of their percentage values. Next, the Apriori 
algorithm for associate rule mining and the FP-Growth 
algorithm for frequent pattern mining were applied on 
the same dataset and generated the best possible rules 
which can describe the overall systems’ applicability.  

Finally, the proposed BTPM algorithm's 
performance was compared with Apriori and FP-Growth 
algorithms. For that, a data set with 15000 records were 
used. The dataset was created by using the original 
data set multiple times with changing the order of 
records randomly. Each algorithm’s execution times 
were recorded by changing number of execution 
records (i.e. 2500, 5000, 7500, 10000, 12500, 15000) 
and percentage of minimum feature usage (supports) 
(20%, 40%, 60%, 80%). 
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Fig. 5: Research framework
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Various activities in the MLS are used as eight features in the transaction dataset. Feature descriptions are 
mentioned in Table 2.

 

Table 2: Activity

 

Table

Feature

 

Type

 

Description

 

ID No.

 

Identification

 

Student identification number

 

Chat

 

Activity

 

Chat facility for discussions

 

Forum

 

Activity

 

Forum facility for knowledge sharing

 

Quiz

 

Activity

 

Quiz facility to test learners’ knowledge

 

Assignment

 

Activity

 

Assignment for extra academic tasks

 

Book

 

Activity

 

Book-facility for further reading

 

Video

 

Activity

 

Video facility for academic activities

 

Game

 

Activity

 

Game facility for academic activities

 

App_usage

 

Activities 
(View/Modify/..)

 

General activities in the mobile app such as view, modify..

 

VI.

 

Results and Discussions 

a)

 

Dataset

 

In this study, we use a data set including 1000 transactional rows of 1000 users. Each transaction row 
consists of 8 features denoting activity usage in the MLS. The second subprocedure in the proposed algorithm 
converts the transactional dataset to the BIMF dataset, and part of the BIMF dataset is shown below (Table 3).
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Table 3: Converting Transaction Table into BIMF

ID

A
pp

_u
se

d

A
ss

ig
nm

en
t

B
oo

k

C
ha

t

Fo
ru

m

Q
ui

z

Vi
de

o

G
am

e

TD
VT

C
N

B

1 1 1 1 1 1 1 1 1 255 8 
2 1 1 1 1 1 1 1 1 255 8 
3 1 1 1 1 1 1 1 1 255 8 
4 1 1 1 1 1 1 1 1 255 8 
5 1 0 1 1 1 1 1 1 253 7 
.. . . . . . . . . . . 
.. . . . . . . . . . . 

996 1 1 1 0 1 1 1 0 119 6 

997 1 0 1 1 1 1 1 1 253 7 

998 1 1 1 1 1 1 1 1 255 8 

999 1 0 1 1 0 1 0 1 173 5 

1000 1 1 1 1 1 1 1 1 255 8 

b) Results of the Proposed Novel Frequently Pattern Mining Algorithm
The proposed algorithm was implemented using the Python programming language. The following results 

were obtained after running the proposed algorithm on the dataset. 
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Table 4:

 

Results of BTPM Algorithm

 

PNo

 

Features (F1 to 8) No. of 
Features 

used

 

Each rule 
percentage 

(%)

 

Each rule 
group 

percentage 
(%)

 

FUT 
Percentage 

(%)

 

F1

 

F2

 

F3

 

F4

 

F5

 

F6

 

F7

 

F8

 

1 
App 
used

 

Assign
ment

 

Book

 

Chat

 

Forum

 

Quiz

 

Video

 

Game

 

8 43

 

43

 

82

 

2 
App 
used

 

Assign
ment

 

Book

 

Chat

 

Forum

 

Quiz

 

Video

 

Null

 

7 2 

24

 

3 App 
used

 

Assign
ment

 

Book

 

Chat

 

Forum

 

Quiz

 

Null

 

Game

 

7 1 

4 App 
used

 

Assign
ment

 

Book

 

Chat

 

Forum

 

Null

 

Video

 

Game

 

7 6 

5 
App 
used

 

Assign
ment

 

Book

 

Chat

 

Null

 

Quiz

 

Video

 

Game

 

7 2 

6 
App 
used

 

Assign
ment

 

Book

 

Null

 

Forum

 

Quiz

 

Video

 

Game

 

7 2 

7 
App 
used

 

Assign
ment

 

Null

 

Chat

 

Forum

 

Quiz

 

Video

 

Game

 

7 3 

8 
App 
used

 

Null

 

Book

 

Chat

 

Forum

 

Quiz

 

Video

 

Game

 

7 8 

9 App 
used

 

Null

 

Book

 

Chat

 

Forum

 

Null

 

Video

 

Game

 

6 4 

15

 

10

 

App 
used

 

Null

 

Book

 

Chat

 

Forum

 

Quiz

 

Null

 

Game

 

6 1 

11

 

App 
used

 

Null

 

Null

 

Chat

 

Forum

 

Quiz

 

Video

 

Game

 

6 3 

12

 

App 
used

 

Assign
ment

 

Null

 

Chat

 

Null

 

Quiz

 

Video

 

Game

 

6 1 
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13 App 
used

Assign
ment

Null Chat Forum Null Video Game 6 3 

14 App 
used

Assign
ment

Null Chat Forum Quiz Null Game 6 1 

15
App 
used

Assign
ment Null Chat Forum Quiz Video Null 6 1 

16
App 
used

Assign
ment Book Null Forum Quiz Video Null 6 1 

c) Results of the Apriori Algorithm

Table 5: Results of the Apriori Algorithm

Rule No. Antecedent Consequent Support 
(%)

Confidence 
(%) Lift

1 App_used Assignment 71 71 1.0
2 App_used Quiz 72 72 1.0
3 App_used Forum 92 92 1.0
4 App_used Game 85 85 1.0
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The proposed algorithm gives 16 different 
patterns of features used in transaction rows. We 
considered 75% as the minimum threshold value for 
minimum feature usage in a transaction (6 features out 
of 8 features) (Table 4). Thus, we ask the proposed 
algorithm to give different patterns in the dataset, 
consisting of at least six features out of the eight total 

features in a single transaction. Results reveal that 43%,
24%, 15% of transactions have used 8, 7,and 6 features 
consecutively. Therefore 82% of transactions have used 
at least six features(75% of features). Hence, we can 
predict that the system's applicability is 82% when the 
minimum threshold feature usage in a transaction is 
75%.
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5 App_used Book, Forum 73 73 1.0
6 App_used Game, Chat 82 82 1.0
7 App_used Chat, Video 82 82 1.0
8 App_used Forum, Chat, Video 79 79 1.0
9 App_used Game, Chat, Video 74 74 1.0
10 App_used Game, Chat, Forum 76 76 1.0
11 App_used Game, Forum, Video 73 73 1.0
12 App_used Video, Game, Chat, Forum 71 71 1.0
13 App_used Video, Game, Book, Chat, Forum 61 61 1.0
14 App_used Video, Game, Forum, Quiz, Chat, Book 51 51 1.0
15 App_used Game, Assignment, Book, Forum, Chat, Quiz, Video 43 43 1.0

The authors use values 40%, 40%, and 1.0 for 
Apriori parameters, i.e., support, confidence, and lift, 
respectively to build the Apriori model Using these 
parameters 267 rules were generated. We chose these 
values to get 8-itemset combinations. Therefore, 
according to the 15th rule mentioned in table 05, 
support, confidence, and lift of 8-itemset are matched 
with the above minimum parameter values. Otherwise, 
we were unable to obtain 8-itemset combinations. 
Fifteen specific rules were selected whose antecedent is 
the app_used feature. Since all the users use the 
app_used feature, the support of the app_used feature 
is 100%. Therefore, we can assume that the maximum 
feature usage in transactions comes for an itemset 
whose antecedent is App_usage. According to the 
Apriori algorithm results (Table 5), rule 15 reveals that its 
confidence is 43. Rule 15 denotes that 43% of users use 
the app with seven other features. This indicates that 
43% of users used all the considered features in the 

proposed system. Hence, both the proposed novel 
algorithm and the Apriori algorithm gave the same 
output percentage value for eight feature usage in 
transactions. Similarly, according to the confidence 
value of rule 14 and rule 13, we can assume that the 
maximum percentage for the usage of 7 features in 
transactions is 51%, and the maximum percentage for 
six features usage in transactions is 61%. Finally, using 
the Apriori algorithm results, we can assume that the 
proposed system's overall applicability should be 
greater than 61% when at least 6 features are used in a 
transaction. 

d) Results of the FP-Growth algorithm
FP-Growth algorithm gives the following 

patterns as frequent patterns for the above dataset with 
40% as both minimum threshold values for support and 
confidence parameters.

Table 6: Results of the FP-Growth Algorithm

Pattern description Min. support Min. confidence Number of 
patterns

7-itemset (7 feature items patterns) 40% 40% 8
6-itemset (6 feature items patterns) 40% 40% 28
6-itemset (6 feature items patterns) 50% 40% 28
6-itemset (6 feature items patterns) 60% 40% 8

These results denote that 40% of users use at 
least seven features among the eight features. Also, 
60% of users use at least six features among the eight 
features. These results secure the 75% usage of the 
features by 60% of users. Therefore, we can assume 
that the applicability of the system is not less than 60% 
when minimum feature usage in a transaction is equal to 
75% for the FP-Growth algorithm.

e) Evaluating the Algorithm
The performance of the proposed algorithm for 

pattern mining was compared with Apriori and FP-
Growth algorithms. The results clearly show the better 
efficiency of the proposed algorithm. According to the 
graphs in Fig.6, the proposed algorithm (BTPM) takes 
less execution time than the Apriori and FP-Growth 
algorithm for different support thresholds in each size of 
transactions. 
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Table 7: Execution Times (in milliseconds) of Apriori, FP Growth, and BTPM Algorithms when Changing the Number 
of Execution Records in Different Support Thresholds

Exec. 
Records

20% Support 40% Support 60% Support 80% Support

Apri FP BTPM Apri FP BTPM Apri FP BTPM Apri FP BTPM
2500 387 195 161 141 121 110 118 113 101 117 103 92

5000 961 202 189 617 176 171 450 161 155 345 148 137

7500 1969 1255 349 1417 899 320 1117 750 305 917 559 291

10000 2946 1846 431 2014 1532 420 1403 1316 413 994 869 407

12500 3255 1850 454 2314 1714 445 1706 1505 431 1393 1110 410

15000 3779 2107 618 3513 1849 600 2889 1556 574 2419 1399 564

Fig. 6: Algorithm Performance Graphs of Number of Transaction vs Execution time in (a) 20% Support (b) 40% 
Support (c) 60% Support (d) 80% Support

Reasons for these performances in the 
proposed algorithm are, it scans the database only once 
to develop an array of features. Also, the BIMF dataset 
and mathematical process have quicker processing 
power in the proposed algorithm. On the contrary, other 
algorithms considered in this study use techniques to 
mine frequent patterns such as scans database 
iteratively, creating candidate itemsets, and a frequent 
pattern tree. However, if our proposed algorithm uses 
the BIMF dataset directly, these execution times reduce 
further. 

f) Time complexity of the proposed algorithm
The time complexity of an algorithm is the time 

estimation to execute the programming code inside the 
algorithm. It depends on the building blocks or control 
structures used in the algorithm, such as sequence, 
selections, and iterations. Further, the situation differs 
when the input is increasing. It expresses universally 
using big O notations, for instance, O(N), O(N2), O(N3), 
O(Nc), O(2N), O(NlogN), O(log log N), O(log2 N). Here N 
means the number of run times. Typically, loops run 
equal to their ending number times while a single 
statement runs only once[32]. The time complexity of 
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the BTPM algorithm can be evaluated as follows. 
Assume the number of transactions in the input 
database is N,

Table 8: The Time Complexity Evaluation of BTPM Algorithm

Component Description Complexity

Procedure 1
Three nested iterations and an inner if statement with an 
assignment statement. But innermost iteration considers 
a low number of transactions well below N. 

O(N*N*M+1+1), M is very close to 1 
and very low to N
~ O(N2)

Procedure 2

Array create a statement, three nested iterations, inner if 
statement, and inner assignment statement. But 
innermost iteration considers a very low number of 
transactions well below to N.

O(1+N*N*M+1+1) ~ O(N2) ), M is very 
close to 1 and very low to N
~ O(N2)

Procedure 3

Two array creating statements, two nested for loops, one 
inserting statement in the second for loop, two arrays 
insert statements, inside an if statement another for loop 
within the first iteration, a read statement and 
another if statement within the last for loop, last for loop’s 
if the statement has two array assignment statement 
before and after else part. Last for loop runs very low 
number of times transaction well below to N.

O(1+1+(N*(N+1)(1+1+1+M+1+1), 
M is very close to 1 and very low to N
~ O(N2)

Procedure 4
two assignment statements within a for loop and one 
outside assignment statement.

O(N*(1+1)+1)
~ O(N)

According to table 8, the total time complexity is 
equal to the summation of time complexity of procedure 
1, procedure 2, procedure 3, and procedure 4. It is close 
to O(N2).

Therefore the time complexity of the proposed 
BTPM algorithm is realized approximately as O(N2). 
According to the previous studies, the Apriori algorithm's 

time complexity was calculated as O(N2) for a larger 
dataset[33]. But Tahyudin and colleagues (2019) show 
the time complexity of the Apriori algorithm as O(2N)[34].
Also, the FP-Growth algorithm’s time complexity is O(N 
log N) for higher data volumes, while in lower datasets, it 
shows O(N) better performance[35]. 

Fig. 7: Big-O Complexity for Different Input Sizes

According to Fig. 7, the proposed BTPM 
algorithm's time complexity has similar or a little better to 
the Apriori algorithm for more extensive data volumes. 
The purpose of creating the BTPM algorithm is to 
evaluate the proposed algorithm for applicability. BTPM 
algorithm provides the applicability of the MLS directly. 
But when Apriori and FP Growth algorithms are used to 
evaluate applicability, it requires certain assumptions, as 
mentioned in 6.3 and 6.4. 

VII. Conclusion and Implication

This study's primary purpose is to check 
whether the proposed MLF for higher education is 
applicable for higher education learners and teachers. 
The framework was implemented via a modified MMLE. 
This study was carried out using generated MySQL 
standard system log files integrated with a Moodle 
learning management system. In this study, the authors 
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used Python programming language implementations of 
the proposed novel frequent pattern mining algorithm, 
the Apriori associated rule mining algorithm, and the FP-
Growth frequent pattern mining algorithm. Results reveal 
that the system's applicability is not less than 60% by the 
FP-Growth algorithm while it should be greater than 61% 
by the Apriori algorithm.

Meanwhile, our proposed algorithm gives 82% 
of the system applicability for a 75% threshold as the 
transaction's minimum features. Finally, we can 
conclude that the proposed pattern mining algorithm 
provides accurate and more precise results for 
evaluating the proposed ML system's applicability 
compared to the Apriori and FP-Growth algorithms. 
Meanwhile, in the applicability evaluation of the learning 
system, the proposed algorithm shows better efficiency 
than the Apriori and the FP-Growth for different support 
thresholds in various sizes of transactions. The 
proposed algorithm also shows the competitive value for 
the time complexity with the other two algorithms used 
in this study for larger datasets. However, the proposed 
novel pattern mining algorithm's efficiency can be 
improved further by the direct use of the binary 
incidence matrix format dataset. 
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A Novel Methodology for Generating Demographically 
Representative Fictional Identities 

By Antonina Lawson 
   

Introduction- In an increasingly digitized and data-driven world, the capacity to generate synthetic 
data that can simulate real-world situations is of immense importance. It has become particularly 
relevant in various fields such as data analysis, software testing, social science simulations, and 
even creative writing. These applications often require large sets of data that imitate real- life 
contexts while ensuring that they are entirely fictional and do not infringe upon individual privacy 
[9]. This paper introduces a novel methodology for creating demographically representative 
fictional identities, specifically designed to reflect the demographic distribution of the United 
States. Creating synthetic identities that match specific demographic distributions presents 
several benefits. It enables more accurate and meaningful results in data analysis and testing 
scenarios, as it mirrors the natural variation present in real-world populations [10]. For instance, 
in the realm of software testing, having access to data that closely mirrors actual user 
demographics can help developers discover and address issues that might only occur in 
specific subsets of the population.  
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I. Introduction

n an increasingly digitized and data-driven world, the 
capacity to generate synthetic data that can simulate
real-world situations is of immense importance. It has

become particularly relevant in various fields such as 
data analysis, software testing, social science 
simulations, and even creative writing. These applications
often require large sets of data that imitate real- life
contexts while ensuring that they are entirely fictional and
do not infringe upon individual privacy [9]. This paper
introduces a novel methodology for creating
demographically representative fictional identities,
specifically designed to reflect the demographic
distribution of the United States. Creating synthetic
identities that match specific demographic distributions
presents several benefits. It enables more accurate and
meaningful results in data analysis and testing 
scenarios, as it mirrors the natural variation present in 
real-world populations [10]. For instance, in the realm of 
software testing, having access to data that closely 
mirrors actual user demographics can help developers 
discover and address issues that might only occur in 
specific subsets of the population. In social science
simulations, having characters or agents that accurately
reflect a given demographic can be crucial to obtaining 
realistic outcomes and drawing meaningful conclusions. 
For creative writers, the process of developing
characters can also be enriched through access to
demographically representative synthetic identities, 
offering a realistic base upon which to build their 
narratives. Moreover, in educational contexts, such a 
methodology can facilitate understanding of
demographic distributions and help students grasp the
concepts of statistical representation and data analysis
[4].

Despite these potential benefits, generating
synthetic identities poses several challenges. Foremost 
among these is the ethical imperative to respect privacy 
and avoid any potential harm to real individuals. This 
necessitates a careful approach to ensure that the 
generated identities, while realistic, are entirely fictitious 
and bear no possibility of being linked to or confused
with real persons. This imperative has guided the

Author: e-mail: antonina_lawson574@uaapii.com

development of the methodology we present, with 
measures taken at every stage to safeguard privacy. 
These include the use of generic domains and 
placeholders in email addresses and phone numbers, 
the creation of entirely fictional addresses that include 
fictitious street names and house numbers, and the
careful selection and randomization of first and last 
names to avoid reproducing any specific, identifiable 
individuals. In addition to these ethical considerations, 
there is the technical challenge of ensuring that the
synthetic identities generated align accurately with the
demographic distribution of the United States
population. This requires a thorough understanding of 
U.S. demographics and the development of a weighted 
randomization process that mirrors this distribution.

The primary aim of this paper is to present our
novel methodology for generating demographically 
representative fictional identities, detailing each step of 
the process, and demonstrating how it can be used to
create synthetic data that is both realistic and respectful
of privacy considerations. Through this, we hope to 
provide a valuable tool for researchers, software 
developers, social scientists, writers, educators, and 
others who require such data for their work. We hope 
that this methodology can serve as a model for creating 
synthetic identities that reflect other national or 
demographic contexts, highlighting the potential for
further research and development in this area. We
believe that such approaches can contribute 
significantly to the ongoing exploration and 
understanding of our diverse and interconnected world. 
This paper is organized as follows: the following section 
provides a detailed description of the methodology used
to generate the synthetic identities. Subsequent sections 
present the results obtained using this methodology, 
discuss the implications and potential applications of 
these results, and consider the ethical aspects involved. 
The paper concludes with a summary of the findings 
and an outline of potential directions for future research
in this area.

II. Related Work

In the field of data simulation and synthetic
identity generation, various studies have already explored
different methodologies and approaches, each bringing

I

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
III

 I
ss
ue

 I
I 
V
er
sio

n 
I 

  
 (

)
C



 

    
      

     
      

 
 

  

 
 

    
        

  
   

       
     

   

 

 

        
         

        
        

      

    
    

   
  

      
     

     
       
       

     
 

  
       

   
       

     

 

 
   

 
     

  

 
  

       
    

 
  

      
       

       

 

        
        

       
   

 
 

   
         

    

        
       

    
   

   
        

      
        

        
        

     
       

        
        

      
       
        

      
       

       
          

    

      
         

 

© 2023   Global Journals

  
  
 

  

18

Y
e
a
r

20
23

A Novel Methodology for Generating Demographically Representative Fictional Identities

unique insights and innovative techniques to the table. 
However, there is a significant research gap in creating
synthetic identities that accurately mirror a specific 
demographic distribution, such as that of the United
States, which this study aims to fill.

Researchers have emphasized the importance
of synthetic data that can simulate realworld situations, 
demonstrating its critical role in software testing and 
development. They highlighted how synthetic data could 
help developers uncover issues that might only emerge 
with specific subsets of users, emphasizing the need for 
diverse and representative data [5]. This study further 
bolsters the assertion by providing a methodology that 
creates a more accurate representation of demographic 
distribution. In a separate study, the role of synthetic 
data in social science simulations was examined. The 
researchers showed that realistic outcomes and
meaningful conclusions were more likely to be obtained
when agents within these simulations accurately 
represented the demographic being studied [2]. Our
research echoes this finding and contributes an
innovative method for generating demographically
representative synthetic identities.

The ethical aspects of synthetic data generation 
have also been thoroughly explored in academic 
literature. For instance, the crucial balance between 
realism in synthetic data and the protection of individual 
privacy was investigated. Stress was placed on the 
need for synthetic identities to be entirely fictional to
avoid potential harm or misuse [8]. The methodology we
present in this paper aligns with their recommendations,
prioritizing privacy considerations in each step of the
synthetic identity creation. Creating synthetic data that 
aligns with a specific demographic distribution poses a 
notable technical challenge. Previous studies have
proposed a weighted randomization process that
accounts for varying representation levels within different 
demographic groups [7, 1, 6]. This approach has been
influential in shaping our methodology, which
incorporates a similar technique to ensure the generated 
synthetic identities reflect the actual U.S. demographic 
distribution. Finally, while not focused on synthetic
identity creation, other research provided an in-depth
analysis of U.S. demographic distribution, which served
as a foundational resource for the development of our 
methodology [3]. They meticulously detailed the 
diversity and distribution of the U.S. population,
information that proved critical to accurately modeling
our synthetic identities.

This review of related literature demonstrates the
importance and relevance of synthetic data, the need for 
it to be demographically representative and entirely 
fictional, and the technical challenges involved in 
achieving this. It shows that while significant strides 
have been made in this field, our study fills a unique gap 
by providing a robust methodology for creating synthetic

distribution of the United States.

III. Methodology

The methodology we developed for generating
demographically representative fictional identities
involves several components, each contributing to the
production of identities that are realistic, diverse, and 
entirely fictitious. By using this approach, we aimed to 
create synthetic identities that accurately reflect the 
demographic distribution of the United States while
ensuring complete respect for privacy considerations.

The first step in our methodology involves
generating first and last names. To ensure the synthetic 
identities adequately reflect the U.S. population’s ethnic 
diversity, we compiled a list of common American first 
and last names using publicly available databases and 
Censusdata. However, merely having a list of names isn’t
enough. We aimed to mirror the frequency and
distribution of these names within the U.S. population.
Thus, we implemented a weightedrandomization process 
in name selection. Each name was assigned a weight 
corresponding to its frequency in the population, and 
our random name generator uses these weights to
select names in a manner that mimics their real-world 
distribution. The sex of the synthetic identities was
assigned next. According to U.S. Census Bureau data, as
of 2020, the population of the U.S. is approximately 
50.8% female and 49.2% male. We used a random 
number generator with these probabilities to assign the
sex to each synthetic identity. This weighted
randomization process ensures that the proportion of 
male and female identities in our synthetic data matches
the real-world distribution.

Assigning race and ethnicity to our synthetic 
identities followed a similar process. We utilized broad
racial and ethnic categories representative of the U.S.
population distribution. These categories included White,
Hispanic or Latino, Black or African American, Asian,
Native American or Alaska Native, Native Hawaiian or
Other Pacific Islander, and Two or More Races. Again, a
weighted randomization process was implemented,
mirroring the representation of these categories within
the U.S. population as closely as possible. The
nationality of the synthetic identities, being designed to
reflect the U.S. demographic distribution, was
predominantly American. This aspect did not require
randomization, as the aim was to create synthetic
identities representative of the U.S. population.

Creating the email addresses for the synthetic
identities required careful consideration to ensure they
could not be linked to real individuals. We chose to use a
combination of the first and last names generated 
earlier, coupled with a series of numeric characters. 
These email addresses were assigned to generic
domains, which further reduced the risk of matching real

identities that accurately reflect the demographic 
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synthmail.com’. The numeric component was generated 
using a simple random number generator. Phone 
numbers, like email addresses, required careful 
handling to prevent the accidental replication of real 
phone numbers. We followed the standard U.S. phone
number format, but replaced all digits apart from the
country and area codes with ’X’. This approach results in 
phone numbers that look realistic while ensuring they 
cannot be linked to actual individuals.

The generation of ages for the synthetic
identities relied on the age distribution of the U.S.
population. Using data from the U.S. Census Bureau, 
we created a weighted age distribution that matches the 
U.S. population’s age breakdown. A random number 
generator, weighted according to this distribution, was 
used to assign ages to each synthetic identity. The final,
and perhaps most challenging aspect of our 
methodology, was the generation of entirely fictional 
addresses. To ensure these addresses are 
representative of the U.S. population’s geographic 
distribution, we compiled a list of real U.S. city names. 
However, to prevent the potential replication of real 
addresses, we generated street names and house 
numbers completely at random. By combining real city 
names with fictional street names and house numbers,
we produced addresses that appear realistic while being 
entirely fictional.

The steps detailed above resulted in the
creation of synthetic identities that are statistically
representative of the U.S. population. By considering the
demographic distribution of names, sex, race and
ethnicity, nationality, and age, and by carefully generating

fictional email addresses, phone numbers, and 
addresses, our methodology offers a robust and ethical
approach to generating realistic, yet entirely fictional,
synthetic identities.

IV. Results and Discussion

Our methodology generated a total of 10,000 
synthetic identities, each composed of a first name, last 
name, sex, race/ethnicity, nationality, email, telephone 
number, age, and address. These identities accurately 
mirrored the U.S. demographic distribution, as is 
demonstrated by our statistical analysis.

The first analysis conducted was on the
distribution of first and last names. We found that the
weighted randomization process was effective in
reflecting the diversity of names in the U.S. population. 
Although a complete list of names generated is not 
feasible due to the sheer volume, a subset of the
generated identities is represented in Table 1.

Analyzing the sex of the synthetic identities, we
found a distribution that closely matches the
demographic data of the U.S. As shown in Table 2, the
generated data includes approximately 50.8% females
and 49.2% males, mirroring the U.S. Census Bureau’s
data.

The distribution of race and ethnicity also 
showed a high level of accuracy, with the weighted
randomization process yielding a representation
consistent with the U.S. population. Table 3 provides a
comparison between the actual U.S. demographic data
and the Table 1: Sample of Synthetic Identities
Generated.

Table 1: Sample of Synthetic Identities Generated

First Name Last Name Sex Race/Ethnicity

John Smith Male White

Maria Garcia Female Hispanic or Latino

Michael Johnson Male Black or African American

Mei Lee Female Asian

Thomas Anderson Male Two or More Races

Nancy Thompson Female White

... ... ... ...

Table 2: Distribution of Sex in Generated Identities         Synthetic Data Generated By Our Methodology

Sex Percentage (%)

Female 50.8

Male 49.2

be assigned the email address ’johnsmith12345@
email addresses. For instance, a synthetic identity might 
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Table 3: Distribution of Race and Ethnicity in the U.S. Population vs. Synthetic Data 

Race/Ethnicity U.S. Population (%) Synthetic Data (%) 

White 60.1 60.2 

Hispanic or Latino 18.5 18.6 

Black or African American 13.4 13.3 

Asian 5.9 6.0 

Native American or Alaska Native 1.3 1.4 

Native Hawaiian or Other Pacific 
Islander 0.2 0.2 

Two or More Races 0.6 0.3 

       
     

 

 

 

  

 

      
         
      

     

 
       

        
    

     

 
 

        
        

      
   

  

V. Conclusion 

The development and execution of our robust 
methodology to generate synthetic identities that 
accurately reflect the demographic distribution of the 
United States have led us to a multitude of intriguing 
insights and conclusions. This study aimed to fill a 
significant gap in the existing body of research related to 
synthetic data, specifically the creation of realistic yet 
entirely fictitious identities. The conclusions derived from 
this study underscore the immense potential of our 

methodology and point towards future research 
avenues. Our methodology, constructed from multiple 
stages of data generation, sought to capture the 
richness and diversity of the United States. Starting with 
the creation of first and last names, our approach 
employed a weighted randomization process. This 
process, built upon the frequency and distribution of 
names within the U.S. population, allowed us to produce 
identities with names that span the range of common 
American monikers. This meticulous attention to the 
diversity of names and their distributions highlights the 
depth of our methodology and underpins the realism of 
the generated identities. 

Next, the sex of each synthetic identity was 
assigned following the real-world distribution in the U.S. 
By adhering closely to U.S. Census Bureau data, the 
generated identities comprised approximately 50.8% 
females and 49.2% males. This adherence to real-world 
proportions further enhances the believability and 
practicality of our synthetic identities. In addressing the 
critical demographic aspects of race and ethnicity, our 
methodology demonstrated a high degree of 
sophistication. We mirrored the broad racial and ethnic 
categories representative of the U.S. population. The 
weighted randomization process was crucial in this stage, 
ensuring that the distribution of these categories within 
our synthetic identities was an accurate reflection of their 
representation in the U.S. population. The nationality 
aspect was fairly straightforward, given the U.S.-centric 
nature of our study. Our synthetic identities were largely 
assigned American nationality, further aligning our 
synthetic data set with the demographic makeup of the 
United States. 

In the creation of email addresses and telephone 
numbers for the synthetic identities, our methodology 
exhibited a careful balance between realism and privacy 
protection. We successfully generated unique identifiers 
for each synthetic identity, thereby eliminating any risk of 
accidentally replicating real email addresses or phone 
numbers. This outcome was an essential consideration 
from an ethical standpoint, ensuring our methodology 
did not infringe upon the privacy of real individuals. Our 

© 2023   Global Journals

  
  
 

  

20

Y
e
a
r

20
23

A Novel Methodology for Generating Demographically Representative Fictional Identities

The generation of email addresses and
telephone numbers successfully resulted in unique
identifiers for each synthetic identity, ensuring no 
repetition or inadvertent duplication of actual emails or 
telephone numbers. For instance, the format used (e.g., 
johnsmith12345@synthmail.com and +1-XXX-XXX-
XXXX) was consistent throughout the data set. 
Regarding the age of the synthetic identities, the 
generated data showed a similar distribution to the U.S. 
population. The youngest age generated was 18, and 
the oldest was 90, reflecting the data used from the U.S. 
Census Bureau. The median age in the generated data 
was 38, closely matching the median age of the U.S. 
population. Lastly, the generated addresses successfully
combined real U.S. city names with fictional street names
and house numbers. For instance, ”1234 Azure Lane,
Phoenix” or ”5678 Crimson Court, Miami” were
among the thousands of generated addresses. This 
combination of real and fictitious elements led to
addresses that appeared realistic while ensuring that
they do not correspond to any actual locations.

The statistical analysis shows a strong
correlation between the U.S. population’s demographic 
distribution and the synthetic identities generated using 
our methodology. It suggests that the methodology was 
successful in generating synthetic data that realistically
represents the U.S. population, fulfilling the primary goal
of this study. The generated synthetic identities hold
potential for a variety of applications, from software
testing to social science simulations, while upholding the 
highest ethical standards to respect individual privacy.
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from an ethical standpoint, ensuring our methodology
did not infringe upon the privacy of real individuals. Our 
approach to generating ages was an area where our 
methodology truly shined. By adhering to the age 
distribution data from the U.S. Census Bureau, we 
created a realistic range of ages for our synthetic 
identities. This aspect further contributed to the realism 
of our data set, making it a valuable tool for various
applications such as software testing and social science 
simulations. The final component of our methodology, the
generation of addresses, was one of the most
challenging yet rewarding aspects. By combining real 
U.S. city names with entirely fictitious street names and 
house numbers, we were able to generate realistic yet 
non-existent addresses. This innovative approach 
allowed us to produce addresses that maintain the 
appearance of authenticity without risking the replication
of real addresses.

Beyond the technical aspects of our 
methodology, it’s crucial to reflect on its broader
implications and potential applications. Given the
growing need for realistic synthetic data in a wide array of
domains - from the development of machine learning
models to demographic studies and beyond - the impact
of this research could be far-reaching. It presents an
ethically sound and technically robust method for
generating realistic synthetic identities that closely mirror
real-world demographics. This methodology could
prove indispensable for researchers and developers who
require large, realistic data sets but are hindered by
privacy and ethical considerations. However, despite the
promising outcomes and potential applications, we
recognize that our methodology, like any research, is not
without limitations. In its current form, the methodology is 
specifically tailored to generate synthetic identities
representative of the U.S. demographic distribution. As
such, its applicability to other countries or regions may 
require further adaptations to account for different 
demographic characteristics and distributions. 
Furthermore, the current methodology does not 
consider certain other sociodemographic factors like
socioeconomic status, marital status, and education 
level. The inclusion of these factors could enhance the 
realism and utility of the generated synthetic identities,
which is a potential direction for future research.

Our study presents a novel, robust, and 
ethically conscious methodology for generating
synthetic identities representative of the U.S. population.
While our methodology represents a significant step 
forward in the realm of synthetic data generation, we 
recognize the need for continued exploration and
refinement. We hope that the insights derived from this
study will inspire further research in this fascinating area 
of inquiry, pushing the boundaries of what is possible in
synthetic data generation and application.

VI. Future Work

While the present study and the developed
methodology represent a significant step towards the 
generation of realistic yet entirely fictitious identities, they 
nonetheless open multiple avenues for future research,
further development, and refinement. The next logical
extensions of this work include expanding the 
methodology to other countries and regions,
incorporating additional sociodemographic variables, 
and applying the methodology in a variety of real-world
use cases. Our methodology was primarily designed to
generate synthetic identities that reflect the U.S.
demographic distribution. The choice of the United

States as the focus of the current research was
driven by the availability of detailed demographic data, 
the country’s diverse population, and its prominence in 
many domains where synthetic data can prove valuable. 
However, the application of this methodology in other
countries or regions would necessitate careful adaptation
to accommodate the specific demographic characteri-
stics and distributions of those regions. Expanding this
methodology to a global context represents a substantial 
and intriguing area of future work. Such an endeavor
would require a comprehensive collection and
understanding of global demographic data, ensuring 
that the generated synthetic identities are a true 
reflection of their respective populations.

Additionally, the current methodology primarily
focuses on the generation of first and last names, sex,
race/ethnicity, nationality, age, email, phone number,
and address. These factors were selected due to their
high relevance in identity representation and the feasibility
of their generation while ensuring privacy. However, 
several other demographic and sociographic factors 
could enhance the realism and utility of the generated 
synthetic identities. Future work should consider 
incorporating variables such as socioeconomic status, 
marital status, education level, and occupation. It’s 
important to acknowledge that the inclusion of such
factors would significantly complicate the generation
process, due to the additional layers of correlation and 
the sensitivity of some of this data. Nonetheless, the 
benefits to realism and applicability could justify this
added complexity.

Another key area of future work is exploring the 
applications of the generated synthetic identities in 
various real-world scenarios. These scenarios could 
range from testing and training machine learning
models, running simulations in social science research,
enhancing the realism of video game characters, to the 
development and testing of identity verification systems, 
among others. While we’ve already discussed the 
potential uses of our synthetic identities, there is still
much work to be done in actually applying these
identities in practice and assessing their effectiveness. 
Future work could focus on implementing our synthetic
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identities in these contexts and conducting
comprehensive evaluations to gauge their performance
and utility.

Lastly, an important area of future work lies in 
the ethical considerations of synthetic identity
generation. While our methodology was designed with
privacy protection at its core, the landscape of privacy
and ethics is constantly evolving. Future research must
continuouslyadapt to these changes and ensure that the
generation of synthetic identities remains ethically 
sound. In addition, as synthetic identities become more 
sophisticated and realistic, new ethical questions may 
arise. These could relate to the potential misuse of 
synthetic identities, the perception and treatment of 
synthetic entities in society, and the boundaries between 
synthetic and real identities. Navigating these ethical 
challenges will be a critical component of future work in
this area.

The future work in this field is extensive and 
multifaceted, encompassing technical advancements,
geographical and demographic expansions, practical
applications, and ethical considerations. Through 
continued research and development, the generation of 
synthetic identities holds immense potential for
advancing numerous fields, contributing to methodolo-
gical innovations, and pushing the boundaries of what
is possible in the realm of synthetic data. The insights
gained from this study represent a solid foundation for
these future endeavors, and we look forward to the many
exciting developments that lie ahead.
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Hadoop big data platform is designed to process 
large volume of data. Small file problem is a performance 
bottleneck in Hadoop processing. Small files lower than the 
block size of Hadoop creates huge storage overhead at 
Namenode’s

 

and also wastes computational resources due to 
spawning of many map tasks. Various solutions like merging 
small files, mapping multiple map threads to same java virtual 
machine instance etc have been proposed to solve the small 
file problems in Hadoop. This survey does a critical analysis of 
existing works addressing small file problems in Hadoop and 
its variant platforms like Spark. The aim is to understand their 
effectiveness in reducing the storage/computational overhead 
and identify the open issues for

 

further research.           

 

I.

 

Introduction

 

adoop is an open source big data processing 
platform designed to process large volume of 
data. The data is kept in form of files in Hadoop 

distributed file system (HDFS). A map job is spawned 
on a java virtual machine (JVM) instance for each file in 
HDFS. The file data is copied to a memory block and 
the block is passed to map task. In addition, a object 
instance is created for each file in the Namenode of 
Hadoop to facilitate processing. When the file size is 
more than or equal to block size, maximum performance 
gain in achieved in terms of number of maps spawned 
and the meta data storage overhead at Namenode. In 
case of IoT applications, the data files are small (less 
than 2KB) and when these files are stored in

 

HDFS for 
data processing, it affects the Hadoop performance [1-
2]. On one hand, it drastically increases the storage 
overhead at Namenode for object bookkeeping [3]. On 
another hand it exhausts the computational resources 
by spawning multiple map tasks which only lasts for 
smaller duration to process small files. The time spent in 
bootstrapping the map task becomes higher than data 
processing time in case of small files. Various solutions 
have been proposed addressing the Hadoop small file 
problem. The existing solutions can be categorized as: 
(i) file merging solutions, (ii) file caching solutions, (iii) 
optimizing Hadoop cluster structure and (iv) Map task 
optimizations. In file merging solutions, pre-treatment of 
small files is done to form a big file and this big file is 

stored in HDFS. In file caching solutions, files are sent to 
a file queue, and when queue size crosses threshold 
files are sent to processing in a systematic manner. In 
Hadoop cluster structure optimization solutions, 
hierarchical memory structure is created combining 
cache and HDFS memory to reduce the overhead due 
to single name node. In map task optimization solution, 
number of JVM instances spawned for map tasks are 
reduced and shared. 

This work does a critical analysis on various 
solutions in the above four categories of file merging, file 
caching, Hadoop cluster structure optimization and map 
task optimization. The effectiveness of each of the 
solutions in terms of storage and computation are 
analyzed and their open issues are identified. Based on 
the open issues, a prospective solution framework is 
designed and detailed.             

II. Survey 

Ahad et al [4] proposed a dynamic merging 
strategy based on the file type for Hadoop. Dynamic 
variable size portioning is applied to blocks and the file 
contents are fitted to blocks using next fit allocation 
policy. By this way large file is created and saved to 
HDFS. In addition, authors also secured the block using 
Twofish cryptographic technique. The solution reduced 
name node memory, number of data blocks and 
processing time. Merging was done only based on file 
types without considering the context and their semantic 
relation. Siddiqui et al [5] proposed a cache based 
block management technique for Hadoop as a 
replacement for default Hadoop Archives (HAR). A 
logical chain of small files is built and transferred to data 
blocks. In addition, efficient read/write on blocks was 
facilitated using block manager. Though the solution 
achieved more than 92% space utilization of data 
blocks, small files are merged only based on size, 
without considering the semantic relations and content 
characteristics. Zhai et al [6] built a index based archive 
file to solve the small file problem in Hadoop. The small 
files are merged to large file and metadata record is 
created to retrieve each file content. Meta data records 
are arranged into buckets. An order preserving hash is 
created over metadata records. The hash and the 
metadata records are in turn written to a index file. The 
index files helps to retrieve the file contents for 
processing. This method is able to save atleast 11% 
disk space but the solution access efficiency becomes 
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Abstract-



lower with large number of small files. Also the indexing 
does not support streaming inputs. Cai et al [7] 
proposed a file merging algorithm based on two factors 
of distribution of the files and the correlation of the file. 
Correlation between files is built based on their history of 
access and the highly correlated files are kept in the 
same block. Through experiments, author found that 
placing highly correlated files in same block improved 
the speed up. The correlation is not based on content 
characteristics so over a period of time, performance 
can reduce. Choi et al [8] integrated 
combinedfileinputformat and JVM reuse to solve the 
small file problem. Small files are combined till block 
size and passed to map task. JVM instances are reused 
for the map task , so they overhead of JVM bootstrap is 
minimized. Though the integration reduces the 
computational overhead, the approach combined files in 
order without considering their semantics. Also the 
memory buildup due to JVM reuse can crash the tasks 
due to inefficient memory management. Peng et al [9] 
combined merging and caching techniques to solve the 
small file problem. User based collaborative filtering is 
applied to learn the correlation between the files. Files 
with higher correlation are merged into single large file. 
Remote procedure call (RPC) requests to fetch the 
block information about the files are reduced by caching 
the access requests and looking into cache for the 
blocks before placing RPC requests. By this way, 
authors were able to reduce the file access time by 50% 
and increase storage utilization by 25% compared to 
default Hadoop.  The scheme does not works well for 
streaming data, as the correlation model proposed in 
this work is not adaptive to streaming data. Niazi et al 
[10] proposed a new technique called inode stuffing to 
solve the small file problem. For small files, the 
metadata and data block are combined and decoupling 
is maintained only for large files. The approach is not 
scalable as it increases the metadata storage overhead 
at Namenodes. Jing et al [11] proposed a dynamic 
queue method to solve the small file problem. The files 
are first classified using the period classification 
algorithm. The algorithm calculates similarity score 
based on sentence similarity between two documents. 
The similar files are then merged to large file using 
multiple queues for specific file sizes. Authors also used 
file pre-fetching strategy to improve the efficiency of file 
access. Analyzing similarity between pairs is a 
cumbersome task for large number of files. Sharma et al 
[12] proposed a dual merge technique called Hash 
Based-Extended Hadoop Archive to solve the small file 
problem in Hadoop. The small files are merged using 
two level compaction. This reduces the storage 
overhead at Namenode and increase the data block 
space utilization at Datanodes. File access is made 
efficient using two level hash function. The proposed 
solution is atleast 13% faster compared to default 
Hadoop. The files were merged without considering the 

content characteristics and their semantics. Wang et al 
[13] combined merging and caching to solve the small 
file problem in Hadoop. Authors proposed a equilibrium 
merger queue algorithm to merge small files to Hadoop 
block size and then merged file is saved to HDFS. 
Indexing is built to access small files. To reduce the 
communication overhead between the client and 
Namenode for small file access, pre-fetched cache is 
used. With the cache, the number of RPC calls to name 
node is reduced. The memory consumption at 
Namenode drastically reduced in the proposed solution 
compared to default Hadoop Archives. Contents were 
merged without considering their content characteristics 
and semantic correlation. Ali et al [14] proposed a 
enhanced best fit merging algorithm to merge small files 
based on type and size. The merging is done till 
Hadoop block size is reached and merged file is saved 
to HDFS.  Author found that merging improved Hadoop 
storage utilization by 64% but the file access time was 
higher in this work. Prasanna et al [15] compressed 
many small files into a zip file to the size of Hadoop data 
block and saved to disk. This increased the disk 
utilization of data nodes and name nodes. But the 
computational overhead in compressing stage and 
decompressing during processing is higher. Huang et al 
[16] addressed the small file problem for the case of 
images in Hadoop. A two level model was proposed 
specific to medical images. The images were grouped 
at first level based on series and next level based on 
examination. The grouped images are saved to data 
blocks in HDFS. Indexing and pre-fetching is done to 
done is reduce the access time for small image files. 
The pre-fetching algorithm did not have higher cache 
hit. Renner et al [17] extended the Hadoop archive to 
appendable file format to solve the small file problem. 
Small files are appended to existing archive data files 
whose block size is not completely used. Authors used 
first fit algorithm to select the data blocks. In addition 
indexing is done to facilitate faster access. Red black 
tree structure is used for indexing for efficient lookup. 
Though this scheme improved the data block utilization, 
appending is done without considering content 
characteristics and semantic similarity. Liu et al [18] 
proposed a file merging strategy based on content 
similarity. Files are converted to vector space features 
and correlation between the features is measured using 
cosine similarity. When cosine similarity is greater than 
threshold, files are merged. In addition authors used 
pre-fetching and caching to speed up the file access. 
Constructing a global feature space for streaming data 
is difficult and thus this approach is not suitable for 
streaming data.Lyu et al [19] proposed an optimized 
merging strategy to solve small file problem. The small 
files are merged based on size in such that way block 
size is fully utilized. In addition authors used pre-fetching 
and caching to increase the access speed. Only block 
size utilization was considered as the only criteria for 
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merging without considering content characteristics and 
semantic relations. Similar to it Mu et al [20] proposed 
an optimization strategy to maximally fill the existing 
Hadoop archive by appending small files. In addition 
author also used secondary index to speed up the 
execution of file access. But here too merging was done 
without considering content characteristics and 
semantic relation. Wang et al [21] used probabilistic 
latent semantic analysis to determine the user access 
pattern and based on it small files are merged to a large 
file and placed in HDFS. In addition author also 
improved the pre-fetching hit ratio based user access 
transition pattern. Both the strategies improvised the 
speed of access and data block utilization. But this 
scheme is not suitable for multi user environment as for 
each user, a merging order must be kept and this 
increases the storage overhead. He et al [22] merging 

the small files based on balance of data blocks. The aim 
was to increase the data block utilization. Merging did 
not consider content characteristics and their semantic 
relation. Fu et al [23] proposed an flat storage 
architecture to handle the small files. In this scheme, 
both files and meta data are collocated with meta size 
fixed for any number of small files. This is facilitates by 
meta data having only pointer to related information in 
its index. But the scheme is not suited for Hadoop as 
collocation causes higher access overhead for large 
files. Tao et al [24] merged small files to large file and 
built a linear hash to small files to speed up access.  File 
size was the only criteria considered for merging. Bok et 
al [25] integrated file merging and caching to solve the 
small file problem. Author used two level of cache for 
small files, so that access requests to –  
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Figure 1: Research direction framework 
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Table 1: Survey Summary 

Work Solution for Small file Problem Gap 

Ahad et al [4] dynamic merging strategy based on the file type 
Merging was done only based on file types 
without considering the context and their 

semantic relation 

Siddiqui et al [5] cache based block management technique 
small files are merged only based on size, 
without considering the semantic relations 

and content characteristics 

Zhai et al [6] a index based archive file with order preserving  hash 
for speedup 

Does not support streaming 

Cai et al [7] file merging algorithm based on two factors of 
distribution of the files and the correlation of the file 

The correlation is not based on content 
characteristics 

Choi et al [8] 
integrated combinedfileinputformat and JVM reuse to 

solve the small file problem 

memory buildup due to JVM reuse can crash 
the tasks due to inefficient memory 

management 

Peng et al [9] combined merging and caching techniques to solve 
the small file problem 

The scheme does not works well for 
streaming data, as the correlation model 
proposed in this work is not adaptive to 

streaming data 

Niazi et al [10] Coupling both meta data and small file together. 
The approach is not scalable as it increases 

the metadata storage overhead at 
Namenodes 

Jing et al [11] Files classified using the period classification algorithm 
and merged based on similarity 

Analyzing similarity between pairs is a 
cumbersome task for large number of files 

Sharma et al 
[12] 

Hash Based-Extended Hadoop Archive to solve the 
small file problem 

The files were merged without considering the 
content characteristics and their semantics. 

Wang et al [13] 
combined merging and caching to solve the small file 

problem 

Contents were merged without considering 
their content characteristics and semantic 

correlation 

Ali et al [14] enhanced best fit merging algorithm to merge small 
files based on type and size. 

file access time was higher in this work 

Huang et al [16] A two level model was proposed specific to medical 
images 

The pre-fetching algorithm did not have 
higher cache hit 

Renner et al [17] Small files are appended to existing archive data files Appending is done without considering 
content characteristics and semantic similarity 

Liu et al [18] File content based merging 
Constructing a global feature space for 
streaming data is difficult and thus this 

approach is not suitable for streaming data 

Lyu et al [19] optimized merging strategy to solve small file problem. 

Only block size utilization was considered as 
the only criteria for merging without 

considering content characteristics and 
semantic relations 

Wang et al [21] 
probabilistic latent semantic analysis to determine the 

user access pattern and based on it small files are 
merged to a large file 

scheme is not suitable for multi user 
environment as for each user, a merging 
order must be kept and this increases the 

storage overhead 

He et al [22] merging the small files based on balance of data 
blocks 

Merging did not consider content 
characteristics and their semantic relation 

Fu et al [23] 
flat storage architecture collocating metadata and file 

in same object 

the scheme is not suited for Hadoop as 
collocation causes higher access overhead 

for large files 

Tao et al [24] merged small files to large file and built a linear hash to 
small files to speed up access 

File size was the only criteria considered for 
merging 

Bok et al [25] integrated file merging and caching to solve the small 
file problem 

The merging was based only on size without 
considering the content characteristics and 

semantic similarity 
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Namenode is totally minimized. Least recently 
used (LRU) mechanism is used to upgrade the cache. 
The merging was based only on size without 
considering the content characteristics and semantic 
similarity.   

The summary of survey so far discussed is 
presented in Table 1.       

III. Open Issues 

From the survey, following three open issues 
are identified.  

1. Context specific merging  
2. Personalized access 
3. Streaming support 
Context specific merging: In most of the existing 
approaches, merging was based only on size. Merging 
did not consider user access or application contexts, 
content characteristics and their semantic relation. In 
applications like recommendations based on user 
comments, it is necessary to co-locate user comments 
related to specific product characteristics in same 
blocks for application speedup. 

Personalized Access: In most of the existing caching 
strategies, caching was based on least recently used at 
a global context without considering the user access 
context. But it is important to consider user access 
context as each user access behavior is different. 
Caching on global context can provide better 
performance for some users and can give worst 
performance for other users. To solve this access time 
discrepancy among the users, personalized caching 
strategy must be employed.  

Steaming Support: Most of the merging schemes does 
not handle the steaming data effectively. Streaming data 
content similarity cannot be computed effectively using 
vector space modeling and their merging can become 
ineffective. Merging based on streaming arrival patterns 
has not been considered in earlier works.     

IV. Research Directions 

Based on the open issues identified, a 
prospective framework for further research is presented 
in Figure 1.  

The framework addresses three problem areas 
of context specific merging, personalized access and 
streaming support.  

Context Specific Merging: It can be facilitated and made 
adaptive using machine learning. Based on the 
application contexts and inherent data characteristics 
the files to be merged can be found. Blocks can be 
categorized based on context and small files can be 
categorized based on context. Context based merging 
is the realized to merge files and blocks based on 
context similarity. Instead of flat context, hierarchical 
context can be learnt automatically from file 

summarization. File summarization strategies specific to 
file types can be proposed to identify the context to be 
associated with files and blocks.  

Personalized Access: User can be clustered based on 
their content access patterns over a temporal duration 
and multiple caches can be maintained for each user 
group. Also the cache item management can be based 
on multi criteria optimization instead of LRU 
mechanisms. The items to pre-fetch can be identified 
based on context associated with files. By this way 
access speed up can be increased and optimized 
specific to each user group.  

Streaming Support: To support streaming data, the 
context must be learnt dynamically in a light weight 
manner and association of small file to blocks must be 
done based on context. To learn context in a light weight 
manner, the streaming data characteristics and their 
arrival patterns must be used.   

V. Conclusion 

This survey made a critical analysis of existing 
solutions for small file problem in Hadoop. The solutions 
were analyzed in four categories of file merging 
solutions, file caching solutions, optimizing Hadoop 
cluster structure and Map task optimizations. Based on 
the survey, three open issues of context specific 
merging, personalized access and streaming support 
are identified. Prospective solutions to these three open 
issues were identified and a solution roadmap for further 
exploration in this area was documented.  
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Abstract- The fundamental goal of problem solution under 
numerous limitations, such as those imposed by issue size,  
performance, and cost in terms of both space and time.  
Designing a quick, effective, and efficient solution to a 
problem  domain is the objective. Certain problems are simple 
to resolve  while others are challenging. To develop a quick 
and effective  answer, much intelligence is needed. A new 
technology is  required for system design, and the foundation 
of the new  technology is the improvement of an already 
existing algorithm. The goal of algorithm research is to create 
effective algorithms  that improve scalability, dependability, 
and availability in  addition to cutting costs and turnaround 
times.  
Keywords: analysis, solution, time, algorithm, optimal, 
complexity, computing, application, space, design.

I. introduction

esign and analysis of algorithms is referred to as 
DAA. It aids in the analysis of the answer prior to 
coding. Algorithms and documentation can be 

used to determine the space and time complexity. A 
clear image of the code you will write to address the 
problem is provided by algorithms and designs. It
enables you to obtain the optimal time and spatial 
complexity for a shorter solution. The standards 
formeasuring algorithms before we can create effective 
ones. Algorithms are rated according to the amount of
computing resources they need. The majority of these 

resources are running time and memory. Other factors 
may also be taken into consideration depending on the 
application, such as the volume of disc visits in a
database programme or the amount of communication 
bandwidth in the networking application. The design of 
the algorithms must take into account a variety of 
challenges that arise in practice. Algorithms are 
instructions that you create in order to solve a 
complicated problem. You create these instructions by 
carrying out various computations, processing data, and 
scenario. 

The methods are follows to solve a problem 
using descriptions of how to employ time and space 
resources are known as algorithms. Prior to 
implementing the actual code, you may use algorithms 
to learn more about the time and spatial complexity. 
Algorithms resemble technology in many ways. 
Although we all have the newest CPUs, we still need to 
run implementations of effective algorithms on that 
machine in order to get the full benefits of our 
investment in the most recent processor. When you 
develop the algorithms for the specific problem, you can 
determine the optimum solution. It is the most effective 
technique to illustrate any issue with the finest and most 
practical answers.

Fig. 1: The Notion of the Algorithm
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II. Need for Algorithmic Problem

In computer science, algorithms are vitally significant.  

• Acquire a thorough grasp of the problem. 
• To identify the best answer to the problem.
• Allows for scalability. As it helps with 

comprehending, break the problem down into 
smaller steps. 

• Being aware of the design guiding concepts and 
algorithms. 

• Make use of the greatest technology to obtain the 
best and most effective solution. 

• Getting thorough knowledge about the problem is 
impossible without implementation. 

Fig. 2: Algorithm Design and Analysis Process [1] 

a) Problem Recognition 
Read the problem's description attentively to 

fully comprehend the problem statement; this is the 1st 
step in  constructing an algorithm. 

b) Making Decisions 

Decisions are made based on the following: 

a. Determining the Computational Device's 
Capabilities: In a RAM i; e random access machine, 
instructions are carried out one at a time (this is the 
underlying premise). As a result, algorithms created 
to run on these devices are known as sequential 
algorithms. 

b. Selecting between exact and approximate problem-
solving techniques. The choice between tackling the 
problem precisely or roughly is the next crucial 
option. An exact algorithm is one that solves a 
problem precisely and yields the desired outcome. 
When a problem is too complicated to have a 
precise solution, we must use a technique known as 
an approximation algorithm. 

c. Techniques for designing algorithms: It is design 
methodology is a comprehensive approach for
problem-solving that may be used to a variety of 
situations  from different computing areas. 

Programme = Algorithms + DS (Data Structures)

Although data structure & algorithm are 
separate concepts, programme is developed by 
combining them. Therefore, selecting the appropriate 
DS i; e data structures is necessary before constructing 
the algorithm. Algorithm implementation is only 
achievable with the aid of data structures and
algorithms. Algorithmic strategy, methodology, and
paradigm are a generic method for solving a variety of 
issues algorithmically. Examples include using "brute 
force,"  "divide and conquer," "dynamic programming," 
"greedy technique”. 

III. Procedural for Algorithmic 
Problem Solving

An initial input and a list of instructions are used 
by algorithms. The user's input, which may be 
expressed as words or numbers, is the first piece of 
information required to build judgements. The provided 
information is subjected to a series of computations,
which may involve mathematical operations and moral 
assessments. The final step of an algorithm is called the 
output, and it is typically stated as more data. The 
picture below depicts the stages that go into creating 
and analyzing an algorithm. 

c) Methods for Specifying an Algorithm  
An algorithm can be specified in three different 

ways. As follows: A flowchart, natural language &

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
III

 I
ss
ue

 I
I 
V
er
sio

n 
I 

  
 (

)
C



 

 
  

 

 
 

 
 

  

 

 
 

 

  
 

 

 
 
 

 

  

 
 

 
 

 
 

  

  

 
 

 
 

 
  

  
 

 
 

  

 
 

 

 
 

 
  

 
 

 
  

 
 

 
 

  

 
  

 
 

  
 

 

  

 
 

  
 

 
 

  

 

  
 

 
 
 
 

  
 

  
  

 

 

 
 

  
  
 

  

31

Y
e
a
r

20
23

© 2023   Global Journals

Literature Study on Analyzing and Designing of Algorithms

Natural Language 
Using plain language to describe an algorithm 

is really straightforward and simple. However, using 
normal language to describe an algorithm is not always 
straightforward, thus we only obtain a brief definition.

Pseudocode 
It combines elements of normal language with 

those of programming languages. Natural English is 
frequently less exact than pseudocode. 

A flowchart 
Flowcharts were formerly the standard for 

expressing algorithms in the early days of computers, 
but this way of representation has since proven to be 
inconvenient. An algorithm is graphically represented by 
a flowchart. It is a way of representing an algorithm 
using a network of linked geometric forms that each 
include descriptions of an algorithm step. 

d) Proving the Accuracy of an Algorithm
An algorithm's correctness must be established 

once it has been stated. An algorithm must provide a 
needed result in a finite period of time for each valid 
input. 

e) Analysis of an Algorithm  
The most crucial factor for an algorithm is 

efficiency. There are actually 2 types. They are efficiency 
in time, which measures how quickly the algorithm 
executes, and efficiency in space, which measures how 
much more memory it consumes. Therefore, the 
following criteria should be considered while analyzing 
an algorithm time efficiency, space efficiency, simplicity, 
and generality. 

f) Code for Algorithm  
An appropriate programming language is used 

to code or implement an algorithm. It is possible to 
make the conversion from an algorithm to a programme 
improperly or extremely inefficiently. An algorithm must 
be appropriately implemented. Writing efficient, 
optimized code is crucial if you want to lighten the load 
on the compiler. 

IV. Algorithm Characteristics

Each algorithm should possess the following six 
essential characteristics:  

A) Input-One or more inputs may be present in an 
algorithm. The inputs are taken from a 
predetermined group of participants. Any form of file 
can be entered, including text, pictures, and 
images. 

B) Output- It can provide one or more results i; e. 
output. It is essentially number that has a predefined 
relationship with the input. 

C) Finiteness-An algorithm should end after a finite 
number of steps, then only it considers as 
computational method.

D) Certainty- An algorithm must have every step well
described. For each scenario, the action that has to 
be taken must be vaguely described. Because the 
step is difficult to grasp, one would assume that it 
lacks definiteness. As a result, mathematical 
expressions are expressed in these situations in a 
way that is similar to how instructions are written in a 
computer language. 

E) Efficiency- An algorithm is typically assumed to be
efficient. means that the processes should be 
sufficiently  simple that a man might be able to solve 
them. 

F) Language Independence - An algorithm type should 
be languages-independent, meaning that its 
instructions or commands must function
consistently regardless of the language in which 
they are implemented. 

V. Guidelines to Be followed for 
Development of Algorithm

The following guidelines must be adhered to 
while developing an algorithm: 

• An algorithm will be surrounded by the symbols 
START (or BEGIN) and STOP (or END). 

• The words OBTAIN, GET, READ, and INPUT are 
frequently employed to accept data from users. 

• To display results or messages, statements like 
WRITE, PRINT, and DISPLAY are frequently used. 

• Mathematical expressions are often denoted by the 
terms CALCULATE or COMPUTE and depending on 
the situation, appropriate operators may be used. 

VI. Anaysis of an Algorithm & its 
Method

A method for evaluating an algorithm's 
performance is algorithm analysis. The time and spatial 
complexity are the main variables on which the 
algorithms rely. Two algorithms are examined using 
asymptotic analysis to see how well they perform when 
the input size is changed (increased or reduced). 
i. Worst Case Analysis- It is the algorithm's worst 

case, or the circumstance that causes the majority 
of operations to be carried out must be understood. 
In the worst case, we are able to determine an 
algorithm's upper bound running time. When the 
sought-after element (x) is not present in the array, 
linear search experiences its worst-case scenario. 
The search () function checks each member of arr[] 
independently if  x is absent. The worst-case 
temporal complexity of the linear search would thus 
be O(n). The worst-case situation is represented by 
the Big O notation. Only the upper bound of time is 
computed when the procedure is applied. 

pseudocode. The two methods that are most frequently 
used nowadays for describing algorithms are 
pseudocode and flowcharts. 
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ii. Best Case Analysis- The scenario in which an 
algorithm is run with the fewest number of 
operations is known as its "best case." It establishes 
the algorithms lower bound for execution time in the 
best-case scene.  It is necessary to understand the 
situation that just executes a few activities. When x 
appears at the first position, the best case for the 
linear searching problem happens. In the best 
situation, the number of processes is fixed and 
independent of n. Thus, for time complexity, (1) is 
the best-case situation. The best scenario is 
represented by Omega notation. When the method 
is used, just the lowest bound of time is calculated. 

iii. Average Case Analysis-It is an algorithm, which is 
the scenario in which the algorithm becomes 
aroused after a few operations. For example, when 
we execute a linear search technique in any data 
structure and find an element at the midway place, 
that scenario is referred to as the average case. 
When studying typical instances, Theta Notation is 
used. It establishes the complexity of time with the 
aid of the upper and lower bounds. 

VII. Advantages of an Algorithm

1. Since it shows a step-by-step approach to solving a 
particular problem, it is easy to understand. 

2. An algorithm executes a predefined procedure. 
3. Because each step has its own logical sequence, 

an algorithm is easy to debug. 
4. An algorithm is used to divide the problem into 

smaller components or stages, which makes it 
simpler for programmers to turn the problem into 
usable software. 

5. It is independent what programming language is 
used. 

VIII. Disadvantages of an Algorithm

1. Algorithms take a lot of time. 
2. It's challenging to demonstrate looping and 

branching in algorithms. 
3. Big challenges are hard to describe and even more 

challenging to write algorithms for. 

IX. Types of Algorithms

a) Brute Force Algorithm 
The most fundamental algorithm that may be 

developed to address a problem is of this type. We must 
first identify at least one answer before attempting to 
enhance it in order to create the optimal one. The most 
simple and fundamental algorithm is one of them. Any 
problem can be solved using the brute force approach; 
however, it often doesn't add much time or space 
complexity. 

b) Recursive Algorithm 
It is the easiest algorithms to create since it 

doesn't need to individually consider each sub problem. 
When the problem scale is substantially decreased, the 
recursive algorithm procedure converts the problem into 
a smaller scale but similar form problem, which is then 
solved. Among these, the basic issue-solving process is 
characterized by self-reference at the level of recursive 
description, where the scenario and approach that may 
solve the problem directly are defined.  Similar to 
mathematical induction, the fundamental concept of 
recursive process description involves quoting oneself in 
order to minimize the complexity of the problem. 
Recursion is a very efficient approach, but since it calls 
a recursive stack each time the recursion function is 
invoked, memory management must always be kept in 
mind. When the complexity is reduced to a given extent, 
the problem is then directly solved. 

i. Divide and Conquer Algorithm 
This is one of the techniques that programmers 

utilize the most. With this approach, the problems are 
divided into smaller ones, each of which is solved 
independently, before the combined solutions are used 
to determine the solution to the initial challenges. As it is 
relatively stable and ideal for the majority of the 
challenges posed, this algorithm is widely employed in a 
variety of problems. When deciding how to address a 
problem, the divide-and-conquer tactic is widely used. 
Strassen's Matrix Multiplication, Merge Sorting, Binary 
Search, Quick Sorting, etc. are a few typical issues that 
are resolved utilizing Divide and Conquer algorithms. 

Fig. 1: Divide and Conquer Algorithm [15]
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Dynamic Programming Algorithms 
This type of algorithm is most efficient ways of 

problem solutions, this algorithm is the most popular. 
This technique is very efficient in terms of time 
complexity since it just requires recalling previous 
results and applying it to future results that correspond. 
Since this type of procedure maintains the previously 
computed answer in order to avoid having to compute it
repeatedly, it is also known as the recalled technique. 

There are two versions of this algorithm: 

Bottom-Up Approach: This method begins by resolving 
the smallest feasible subproblems first, building on the 
answers obtained from those subproblems to solve the 
larger problem.  

Top-Down Approach: This method begins by resolving 
all of the problems until it reaches the necessary 
subproblem, which is then addressed utilizing 
subproblems that have already been resolved. 

Fig. 2: Fibonacci Series in Dynamic Algorithm [12]

Greedy Algorithms 
This algorithm does not consider the future 

while making decisions; instead, it considers the 
situation at hand. It doesn't matter if the best outcome at 
the moment leads to the best result altogether. A greedy 
algorithm gradually assembles an approach, always 
choosing as the next step the element that offers the 
most apparent and immediate advantage. Greedy so 
works well with problems when choosing locally optimal 
also leads to a global solution. Although the algorithm 
that is greedy is not consistently successful, when it 
exists, it is fantastic! This method is typically the 
simplest since it is easy to develop. It's probable that
this method won't work for all problems. But, if the 
problem has any of the following characteristics, we can 
decide if this approach can be applied to any of the 
problem cases. 

A Greedy Property Choice  

A greedy method can be used to tackle a 
problem if it is possible to make the best or most 
advantageous option at each stage without going back 
and changing the decision made at the prior stage. The 
"greedy choice property" is the name given to this trait. 

The Runner-Up Substructure 
If the most effective solution to the challenge is 

also the most effective solution to each of its 
subproblems, the problem can be solved using a 
greedy approach.  

This trait is known as "optimal substructure". It 
achieves this because it is continuously working to get 
the best result possible locally. Examples of common 
cases or problems that the Greedy Algorithm solves 
includes the Kruskal's Algorithm, Prim's Algorithm, 
Dijkstra Shortest Path Algorithm, Huffman Coding, and 
others.

Fig. 3: Greedy Algorithm [15]
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Backtracking Algorithms 
It is based on a depth-first recursive search. It is 

an improvement over using raw force. Here, we choose 
one choice from the many that are available and try to 
solve the problem. The Brute force approach, which 
evaluates each potential answer, is used to choose the 

desired/best solutions.  It is an algorithmic method for 
recursively addressing problems. The Backtracking
Algorithm may be used to solve problems like the
Hamiltonian Cycle, Rat in Maze Problem, the N Queen 
Problem, the M-Coloring Problem, etc. 

Fig. 4: Backtracking Algorithm [13]

c) Randomized Algorithm 
This sort of algorithm bases its conclusions on 

random numbers, i.e., it incorporates random numbers 
into its reasoning. Selecting the desired result is helpful. 
the process  of choosing a number at random that offers 
an instant benefit. One of the problems that the
randomized Algorithm could fix is quicksort. The pivot in 
Quicksort is selected at random. 

d) Searching Algorithm 
A searching algorithm is a method for finding a 

certain key among a group of sorted or unordered data. 
A number of problems may be solved using the 
searching algorithm, such as the following: Binary 
search, sometimes referred to as linear search, is one 
form of search technique. 

X. Conclusion

Algorithms may be used by both individuals and 
machines to carry out routine activities. The primary 
distinction is that computers employ algorithms far more 
quickly and effectively than we can. A series of actions 
used to solve a problem is called an algorithm. In the 
field of information technology and computer science, 
building algorithms to tackle various sorts of problems 
requires careful planning and analysis. A problem that 
needs to be solved initiates the  process of designing an 
algorithm, which is then followed by  the classification of 
the problem's type into the categories listed above, the 
implementation of the algorithm, and finally an 
evaluation of the finished algorithm's efficiency (both in  
terms of time and space). The computer theory of 
complexity, which offers a theoretical estimate of the 
resources needed for an algorithm to effectively address 
a certain computer issue, includes algorithm analysis as 
a key component. Analysis is used to calculate how 
much space and time are needed to run a programme.
Applying various algorithmic design techniques, such as 
divide-and-conquer, greedy, and others, to real-world 

issues. The capacity to comprehend and calculate the 
algorithm's performance. Algorithms are frequently 
simple to design, simple to implement, and quick to 
execute. Insidiously difficult mathematical proofs may be 
needed to demonstrate their correctness.  
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Annotation-

 

A contemporary software tool has been devised to 
evaluate software quality through metric analysis techniques. 
This tool calculates pertinent metrics utilizing quality indicators 
and establishes a composite quality indicator value for 
software products. The intricacies of software quality 
assessment processes have been elucidated, including the 
examination of software quality's standardization as well as the 
presentation level of its model. This enables the potential for 
enhancement through the formulation of suitable criteria for 
quality assessment, refining models for metric analysis, and 
quantitatively measuring quality across all phases of project 
implementation. Notably, the use of metric analysis to gauge 
software quality reveals a lack of standardized metrics, 
resulting in varying assessment methods and metrics from 
different measurement system providers. Interpreting metric 
values also proves challenging for most software users due to 
a lack of clarity and informativeness. Furthermore, it has been 
discovered that while decisions based on cost, development 
duration, and designer company reputation influence software 
implementation choices, they do not always guarantee optimal 
software quality.

 

Keywords:  software engineering, project management, 
software project, quality assessment criteria, software 
quality indicators, comprehensive quality indicator.

 
I.

 

Introduction

 
onsidering the multi-faceted nature of software 
quality, a combination of these metrics is used 
for

 

evaluation. Weighting factors, established by 
experts, are applied to individual metrics based on the 
dominant quality criteria. These combined indicators 
provide a comprehensive assessment of software 
quality. Extensive complexity metrics are particularly 
relevant during the design phase, while subsequent 
stages refine the value metrics.

 

In accordance with ISO [1] standards, quality 
pertains to the extent of alignment between relevant 
attributes and stipulated requirements. As defined by 
[10], quality signifies the entirety of features and traits 
within a product, process, or service, ensuring the 
capability to fulfil anticipated or declared needs. In 
accordance with [3], software quality refers to the extent 
of its possession of the requisite combination of 
attributes. Essentially, software quality reflects the 

degree to which software aligns with specified 
requirements. 

The challenge is to ensure the desired software 
quality while recognizing that an unknown number of 
errors and defects persist within complex software 
systems, necessitating their containment or reduction to 
an acceptable level. Consequently, a pivotal objective 
within the modern software life cycle is the assurance of 
software product quality [4]. 

II. Literature Review 

Software quality is contingent upon the quality 
of methods and tools employed throughout its complete 
life cycle. Practical assessment of program quality is 
crucial not only upon completion but also during the 
design and development phases. The predicted or 
estimated quality of a software product comprises 
attributes evaluated or addressed at each life cycle 
stage, grounded in process quality and technological 
support [6]. 

The Software Development Life Cycle (SDLC) 
embodies a model depicting software creation and 
usage across various stages, commencing from the 
point of need identification and culminating in its 
retirement from user utilization. Numerous SDLC models 
exist, with three classified as foundational by 
international standards [4]: waterfall, incremental, and 
spiral. 

During the design phase, establishing a set of 
quality requisites is vital: structure requirements for the 
software system (PS); air navigation specifications; user 
interface design prerequisites; multimedia component 
requisites for aircraft; usability demands; and technical 
prerequisites. The design stage formulates the response 
to the question, "How will the software system realize the 
imposed requirements?" Information flows during the 
software design stage [9] encompass software require-
ments portrayed through informational, functional, and 
behavioral analysis models. The information model 
outlines the data the software must process as per the 
customer's specifications. The functional model deline-
ates a roster of information processing functions and 
software system modules. The behavioral model 
captures the desired system dynamics (operational 
modes). Concluding the design phase entails data 
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development, architecture formulation, and procedural 
software development. 

Various approaches are employed for 
evaluating quality indicators, as outlined in standard [6]: 
measurement, recording, computation, expert assess-
ment, and their combinations. Measurement involves 
specialized software tools to gather data on software 
characteristics such as volume, lines of code, operators, 
branches, entry/exit points, and more. Recording tracks 
factors like execution time, failures, and software 
start/end instances. Computation relies on statistical 
data collected during testing, operation, and 
maintenance to estimate indicators like reliability, 
accuracy, and stability. Expert assessment involves a 
panel of experienced evaluators who rely on intuition 
and experience rather than direct calculations or 
experiments. This method is used for reviewing 
programs, codes, documentation, and software require-
ments to assess factors like analyzability, document-
tation quality, and structured design [11]. 

In this context, the spiral life cycle model allows 
for the early assessment of software quality using a 
combination of calculation and expert evaluation 
techniques during the design phase. 
1. The Purpose of the Article: Is to develop an 

adequate tool for determining the quality of software 
using the methods of metric analysis, which will 
make it possible to calculate the appropriate metrics 
with the help of quality indicators and determine the 
value of a complex indicator of the quality of a 
software product. 

2. Presentation of the Main Material:  The valuation of 
software can take the form of its monetary cost or 
be expressed through alternative means. Typically, 
clients hold their own notions regarding the 
maximum investment they're willing to make and the 
subsequent returns they expect, contingent on the 
software achieving its core objectives. The client's 
perspective might also encompass the software's 
functionality and specific expectations concerning 
its quality. 

Typically, a client's initial focus revolves around 
the functional capacities of the software, often 
overlooking quality considerations, let alone the 
associated development costs. Consequently, during 
the initial phases of a software project, the focus may 
shift towards ensuring the client comprehends both the 
benefits of software utilization and the developmental 
expenses tied to attaining a particular level of software 
quality. Ideally, these crucial determinations should 
primarily occur when establishing user requirements for 
the software. Nonetheless, these considerations remain 
pertinent throughout the entirety of the software's 
development process. While standardized decision-
making protocols might not exist, systems engineers 
must possess a clear understanding of the diverse 
avenues leading to specific levels of software quality 
and the corresponding developmental costs. This clarity 
aids in the anticipation of the overall expenditure 
associated with executing the software project. 

To visually illustrate the correlation between the 
implementation costs of a software project and the level 
of software quality, we delve into the particulars of an 
information protection system's (ISI) development. 
Specifically, we analyze its functional model while 
bearing in mind its inherent intricacies. This model omits 
the depiction of information's inherent value- the object 
of confidentiality (e.g., bank deposit accounts or access 
codes), as such information retains its value over time. 
To facilitate understanding, the diagram introduces 
specific notations: 

• P: Probability level indicating the extent of 
information protection (approximately 0.6 ≤ P < 
1.0). 

• Z (P): Permissible costs associated with 
safeguarding information as a function of the 
required level of protection. These costs rise as the 
demands for higher levels of information protection 
increase.  

  

Fig. 1: The Main Features of the Process of Evaluating the Quality of SHI 
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The aspiration to achieve an exceedingly high 
level of information protection often ushers in a 
substantial escalation in expenses, potentially 
surpassing the intrinsic value of the information being 
safeguarded. The conceivable losses, or damages, 
borne by the information owner U(P), stemming from an 
insufficient level of protection, form a direct correlation 
with the extant level of protection, denoted as P. The 
diagram illustrates how the sum of Z(P) and U(P) 
collectively shapes the overall costs V(Z, U) associated 
with ensuring information security. Within this context, 
the optimal threshold for safeguarding, marked as Vopt(Z, 

U), corresponds to the point where the combined costs 
of protection (Z(P)) and potential losses (U(P)) are 
minimized. This equilibrium signifies the balance 
between investing in protection measures and the 
potential losses due to inadequacies in protection, 
effectively preventing both excessive expenditures and 
heightened risks. 

Striving to surpass this equilibrium point 
inevitably triggers a sharp escalation in Z(P), the 
expenses tied to information protection. Conversely, 
lowering the level of protection would lead to an 
escalation in potential losses, U(P), stemming from the 
compromised functionality of the system handling the 
safeguarding of information. 

Consequently, the notion of software quality is 
intrinsically relative, gaining true comprehension within 
the context of real-world application scenarios. 
Therefore, the quality requirements established by 
relevant standards must be carefully aligned with the 
circumstances of the software's use and its specific 
domain of application. 

Software quality embodies several critical 
components, notably: 

1. Quality of Software Development Processes: This 
pertains to the efficacy, efficiency, and adherence to 
best practices during the creation of the software. 

2. Quality of Software Project Products: Referring to the 
final software products themselves, encompassing 
attributes like functionality, reliability, and 
performance. 

3. Quality of Software Support or Implementation: 
Addressing the competence and effectiveness of 
the software's implementation, utilization, and 
ongoing support. 

This multi-faceted perspective illustrates how 
software quality is a nuanced and multifarious concept, 
emerging as a result of intricate interplays between 
development processes, product attributes, and the 
operational support environment. 

The element concerning software development 
processes plays a pivotal role in gauging the extent of 
formalization and the inherent reliability of these 
processes across every stage of software evolution. This 
facet is intricately interwoven with the critical activities of 

verification and validation (abbreviated as V & V), which 
entail scrutinizing and endorsing the interim outcomes 
generated during these processes. The diligent pursuit 
of error detection and eradication within the finalized 
software is facilitated through rigorous testing 
methodologies. These approaches serve to diminish the 
occurrence of errors, thereby elevating the overall quality 
of the forthcoming software product. 

Fostering excellence in the software project's 
products is underpinned by the meticulous application 
of procedures that govern the oversight of intermediate 
project deliverables at all developmental stages. These 
steps encompass meticulous checks to ascertain the 
attainment of the requisite quality standards. Further-
more, modern methodologies and resources dedicated 
to supporting the software product are harnessed to 
bolster this quality pursuit. The efficacy of software 
implementation hinges upon a symbiotic combination of 
factors, including the expertise of service personnel, the 
functional prowess of the software product, and the 
meticulous adherence to well-defined implementation 
protocols. 

The framework for software quality is structured 
across four distinct levels of representation, as 
expounded by [7]. 

1. First Level: This pertains to the delineation of 
software quality's inherent attributes or indicators. 
Each of these indicators offers a unique vantage 
point from an end-user's perspective, encapsulating 
diverse facets of software quality. Established 
standards such as ISO/IEC 9126, DSTU 2844-1994, 
DSTU 2850-1994, and DSTU 3230-1995 elucidate a 
comprehensive quality model comprising six key 
characteristics or quality indicators for software: 
functionality, reliability, usability, maintainability, 
efficiency, and portability. 

2. Second Level: Subsequent to the first tier, the focus 
shifts to expounding software quality attributes 
germane to each distinctive characteristic. This 
intricate articulation delves into the finer nuances 
and multifaceted features that contribute to each 
attribute. This assemblage of attributes sub-
sequently underpins the metric analysis of software 
quality, enabling a comprehensive assessment 
across a spectrum of dimensions.  

Therefore, a comprehensive understanding of 
the intricacies involved in assessing software quality has 
been elucidated. This endeavor encompasses a 
meticulous exploration of the very essence of software 
product quality, a subject subjected to the tenets of 
standardization. Concurrently, an in-depth investigation 
into the strata of the software quality model's 
representation has taken place. This discerning analysis 
has not only unveiled latent dimensions for refinement 
but also paved the way for the construction of judicious 
requisites tailored to the assessment of quality criteria. 
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Furthermore, it has facilitated the enhancement of the 
metric models used for the analysis of software quality 
and the calibration of quantitative measurement 
methods across every juncture of software project 
implementation. 

The empirical landscape reveals a significant 
proportion of software errors manifesting during the 
critical phase of requirement formulation, accounting for 
10-23% of the entire spectrum. A conspicuous trend 
emerges whereby the magnitude of software intricacy is 
positively correlated with the prevalence of conceptual 
errors within this stage (Hrytsiuk, 2018). It is noteworthy 
that as the complexity of software augments, the 
propensity for conceptual discrepancies becomes more 
pronounced. This phenomenon often arises due to the 
nherent challenges of grappling with extensive and 
multifaceted requirements. 

Moreover, the formulation of software require-
ments engenders a vulnerability to information losses, 
primarily stemming from the interplay of incomplete 
articulation and variances in comprehending customer 
needs and the contextual milieu within the requirements 
specification. This predicament is particularly acute 
within software projects traversing the intersections of 

diverse domains of knowledge. It is unequivocally 
established that software endeavors marred by 
incomplete requirements and ill-prepared specifications 
invariably confront hurdles impeding successful 
realization. 

Consequently, in light of such circumstances, 
the judicious recourse of subjecting the software 
requirements specification to rigorous analysis by 
impartial experts assumes paramount significance. This 
proactive measure serves as a pivotal bulwark against 
errors cascading through successive stages, 
encompassing requirement formulation, software 
architecture design, and subsequent construction 
phases [3]. 

Informed by the data presented in Table 1, a 
salient revelation surfaces wherein errors originating 
from requirement formulation and architectural design 
precipitate as a substantial portion, accounting for 25-
55% of the overall error spectrum. It is compelling to 
note that this proportion is notably exacerbated as the 
magnitude of software complexity escalates, signifying a 
heightened susceptibility to errors during the nascent 
stages of development. 

Table 1: Distribution of Errors Assumed at Different Stages of  Software Development [2] 

Software development stage 
Volume of Software/Share of Errors,% 

2K 8K 32K 128K 512K 
Formulation of requirements 10 15 20 22 23 

Architecture design 15 19 25 28 32 

Designing 75 66 55 50 45 

Consequently, we hold the conviction that an 
imperative avenue for further exploration lies in 
investigating the potential of harnessing metric analysis 
to ascertain software quality through insights gleaned 
from software requirements specifications. As a decisive 
stride towards this objective, we have conceived a 
bespoke software tool (depicted in Figure 2) 
meticulously architected to evaluate software quality via 
metric analysis. More specifically, it capitalizes on the 
utilization of quality metrics replete with both precise and 
prognostic values. A salient distinction of our tool, 
differentiating it from established counterparts, resides 
in its adeptness to dissect software based on 
ascertained metric values, prognosticating the trajectory 
of its developmental trajectory. Furthermore, the tool 
orchestrates a sequence of computations culminating in 
the generation of a comprehensive dataset, which in 
turn enables an extrapolation of metric outcomes. This 
inductive methodology endows the capacity for a 
quantitative assessment of the project's product quality 
and engenders the anticipation of developmental 
software quality attributes. 

To orchestrate a systematic software 
development risk management paradigm, a project 

manager assumes the pivotal role of foretelling the 
precursors to potential predicaments, the emergence of 
adversities, or the occurrence of unfavorable events. 
This endeavor unfolds as an art of forecasting, 
grounded in empirically substantiated inferences 
regarding plausible trajectories of software project 
management execution, juxtaposing alternative courses 
and temporal dynamics. The interplay of forecasting 
management decisions intersects intimately with 
strategic and tactical contours delineating the risk 
landscape of program project implementation. 

The development of the aforementioned 
software tool was steered within the contours of 
Microsoft Visual Studio. NET 2017 development 
environment. Significantly, this tool operates 
autonomously, devoid of any tether to internet 
connectivity. The commencement of the task hinged 
upon an intricate process of prototyping the user 
interface, progressively infusing augmentative 
functionalities into the software tool's architecture. The 
outcome of this endeavor, culminating in the software 
tool's user interface, is prominently featured in Figure 5. 

A cornerstone of the software's architecture is 
encapsulated within the MetricsQualitySoftware.cs 
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class, an abstract entity that encapsulates pivotal 
functionalities essential for metric evaluation. This class 
is equipped with a suite of cardinal methods that 
underpin its operational dynamics. These include 
functions such as modifying metric parameter values 
(ChangeValue_OfParameter), accessing parameter 
names (GetNameOfParameter), furnishing fundamental 

metric information (SetInformation_OfMetric), 
illuminating metric definitions (ShowDescription_Of 
Metric), establishing metric parameter value functionality 
(SetAllParameters), ascertaining metric values 
(FindMetric), and facilitating metric parameter reference 
information display (ClearAllParameters_OfMetric). 

Fig. 2: Windows of the Software Tool for Determining Software Quality by Metric Analysis Methods 

To facilitate the seamless manipulation, input, 
and retrieval of data within specific cells of the DataGrid 
table, the software employs the DataGridHelper.cs 
class. This crucial class encompasses key methods that 
empower efficient data handling: first, the ability to 
retrieve the value of a designated cell by specifying the 

row and column indices (GetCell), and second, the 
capability to retrieve data based solely on the row index 
(GetRow). 

The architecture encompasses a series of 
distinct metrics classes, namely CHPmetric.cs, CPP 
metric.cs, MBQmetric.cs, MMTmetric.cs, RUPmetric.cs, 
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CCCmetric.cs, CPTmetric.cs, SCCmetric.cs, SCTmetric. 
cs, SDTmetric.cs, SQCmetric.cs, FPmetric.cs, LCmetric. 
cs, DPmetric.cs. Each of these classes is crafted to 
inherit from the abstract MetricsQualitySoftware.cs 
class, thereby inheriting its foundational structure, while 
also seamlessly overriding its methods to align with the 
specific requisites of their respective contexts. 

The design also embraces auxiliary model 
classes such as MyTableInfo_OfAllMetrics.cs, MyTable 
Info_OfAllParameters.cs, and MyTableInfoCharacteristic 
_forMetricFp.cs. These model classes are meticulously 
sculpted to serve as repositories for recording the data 
harvested from distinct DataGrid tables. They also boast 
the capacity to efficiently dispense the synthesized 
tabular information. 

Illustrating the software tool in action, let's delve 
into an illustrative scenario that underscores its 
operational prowess. In a bid to engender a 
comprehensive understanding of the tool's underlying 
mechanics, a meticulous examination is undertaken to 
ascertain both the quality and overarching forecasted 

assessment of the developmental process. This 
exploratory analysis culminates in the extraction of 
essential input data pertinent to the metrics, as 
delineated in Table 2. Following the meticulous input of 
all pertinent metrics' parameters and their subsequent 
calculation utilizing the software tool, a comprehensive 
dataset is curated, pivotal for constructing an informed 
forecast concerning the software's quality attributes. 

The software tool instantiates the delivery of 
diverse representations of the culled information. 
Foremost, it furnishes an all-encompassing tabular 
display of metric values (Figure 4), thereby proffering a 
succinct overview of the analytical outcome. 
Furthermore, it leverages graphical illustrations to 
visually convey the insights, employing both pie charts 
and histograms (Figure 3) to distill the intricacies of the 
analysis. This holistic visualization augments the clarity 
and interpretability of the results. Conclusively, the 
software tool culminates in the holistic assessment of 
the software's quality, synthesizing the intricate array of 
metrics and their concomitant implications. 

Fig. 3: Graphic Presentation of Results in the form of a Histogram 

Table 2: Input Data for the Software Tool 

No. 
for/p 

Parameter name Value 

1 How many times will the module actually access the global variable 265 
2 How many times a module could access a global variable 348 
3 The number of lines of program code 4670 
4 The duration of the implementation of the software project 126 
5 Part of the software architecture design stage in the process of its development 2 
6 Number of module errors 108 
7 Number of modules 345 
8 Expected number of lines of function source code 54, 34, 28, 58, 6 
9 Estimated cost to develop a feature line 1 

10 Part of the stage of verification , validation and testing of software in the process of its development 1 

11 
Part of the product quality control stage of the project at the 

verification , validation and testing stages 
2 

12 The expected number of lines of source code in a similar function 45, 30, 25, 50, 5 
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13 Productivity of the process of developing a similar function 2 
14 Predicted performance of the software development process 3 
15 The number of external inputs to the function that affect the executed function differently 5, 11, 6, 5, 34 

16 
The number of external outputs of the function for significantly different algorithms and non-

trivial functionality 
8, 56, 7, 7, 12 

17 Number of external requests 3, 3, 10, 2, 4 
18 Number of internal logical files or unique logical groups of user data 1, 1, 53, 5, 7 
19 Number of external logical files or unique logical groups of user data 4, 1, 1, 8, 2 
20 Connectivity level functional 
21 Clutch type by content 
22 Number of functions 5 

  

Fig. 4: Obtained Results of Metrics

 In the realm of software engineering, a 
sophisticated and advanced software tool has been 
meticulously crafted with the explicit purpose of 
ascertaining the quality of software through the adept 
utilization of metric analysis methodologies. This 
innovative tool transcends mere analysis, extending its 
reach into the realm of forecasting the prospective 
efficacy of the software development process. A notable 
feature of this software is its intrinsic capability to curate 
a comprehensive dataset that plays a pivotal role in the 
determination of a multifaceted indicator encapsulating 
the quality of the resultant software product. To 
concretize the tool's operational essence, an illuminating 
example elucidating its function is presented. Moreover, 
a comprehensive research endeavor has been 
undertaken to scrutinize and discern the quality of select 
software entities, culminating in a holistic prognostic-
cation concerning the triumphant trajectory of their 
developmental journey. 

This contemporary software marvel, 
meticulously fashioned to evaluate software quality, 
harnesses the power of metric analysis paradigms, 
enabling the seamless translation of quality indicators 
into precise metrics. Through this harmonious synergy, 
the intricate fabric of software quality is meticulously 
woven, ultimately manifesting in the articulation of a 
multifaceted metric indicative of software excellence. An 
in-depth examination of the research findings 

precipitates several salient conclusions, shedding 
luminous insight into the complex tapestry of software 
quality assessment. 

The labyrinthine path of software quality 
assessment is unveiled, wherein the fundamental tenets 
of this process are dissected with precision. The 
concept of software product quality, assuming a central 
role in standardization, undergoes profound analysis. 
Simultaneously, the stratification of the software quality 
model is scrutinized, thereby establishing a robust 
framework conducive to iterative enhancements. This 
involves the meticulous refinement of quality 
assessment criteria, augmentation of metric analysis 
models, and the development of methods for 
quantitative measurement. Consequently, this holistic 
approach encompasses all facets of software project 
realization. 

III. Conclusion 

For gauging software quality during the design 
phase, the spiral model of the software life cycle 
emerges as the most fitting approach. Examining the 
methods of assessing quality indicators (metrics) 
reveals that solely calculation and expert measurement 
techniques are viable at this stage. This is due to the 
inability to measure characteristics of software that 
hasn't been developed and the impracticality of 
recording execution moments for non-existent software. 
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1. The bedrock of successful software project 
implementation is unveiled through meticulous 
exploration. The crux of this revelation lies in the 
ardent aspiration of project managers to engender 
software solutions that bear inherent value. This 
value is both a catalytic agent in solving intricate 
challenges and a cornerstone in accomplishing 
tactical and strategic objectives. A nuanced 
understanding of this value leads to the 
discernment that it can be encapsulated either in 
monetary terms or via alternative metrics. This 
profound insight is fortified by the recognition that 
customers harbour their distinct perception of 
maximum investment thresholds, intertwined with 
the anticipated returns rooted in the attainment of 
overarching objectives through software 
deployment. Moreover, this discernment extends to 
the articulation of software functionality and the 
quality paradigm, encapsulating the customer's 
discerning expectations. 

2. The unique contours of metric analysis as a conduit 
for assessing software quality come to the fore. A 
pivotal observation is the absence of homogenous 
standards for metrics, resulting in diverse 
methodologies proposed by individual system 
providers to gauge software quality. The enigmatic 
interpretation of metric values surfaces as an 
additional challenge, as these values often elude 
the comprehensive grasp of the majority of users. 
The interplay of these facets underscores the 
complexity inherent in selecting a software 
implementation route. As a corollary, pivotal 
determinants in this selection process include 
financial viability, temporal dynamics, and the 
reputation of the design company. Notably, 
however, these determinants do not inexorably 
guarantee the desired software quality outcome. 

3. A groundbreaking feat materializes in the form of a 
bespoke software tool architected to gauge 
software quality by harnessing the potential of 
metric analysis methodologies. This innovative tool 
ingeniously extends its functionality beyond 
analysis, adroitly projecting the future efficacy of the 
developmental process. The hallmark of this 
innovation is its adeptness in formulating a dataset 
of paramount importance, intricately intertwined with 
the determination of a comprehensive quality 
indicator encompassing the software product's 
inherent excellence. 

4. A culmination of insightful observations culminates 
in the crystallization of pertinent recommendations, 
offering guidance in the employment of the 
developed information visualization technique. This 
technique augments the interpretability and efficacy 
of software quality assessment, paving the way for 
enhanced decision-making and informed 
trajectories in software development endeavors. 
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We accept the manuscript submissions in any standard (generic) format.

We typeset manuscripts using advanced typesetting tools like Adobe In Design, CorelDraw, TeXnicCenter, and TeXStudio. 
We usually recommend authors submit their research using any standard format they are comfortable with, and let Global 
Journals do the rest.

Authors should submit their complete paper/article, including text illustrations, graphics, conclusions, artwork, and tables. 
Authors who are not able to submit manuscript using the form above can email the manuscript department at 
submit@globaljournals.org or get in touch with chiefeditor@globaljournals.org if they wish to send the abstract before 
submission.

Before and during Submission

Authors must ensure the information provided during the submission of a paper is authentic. Please go through the
following checklist before submitting:

1. Authors must go through the complete author guideline and understand and agree to Global Journals' ethics and code 
of conduct, along with author responsibilities.

2. Authors must accept the privacy policy, terms, and conditions of Global Journals.
3. Ensure corresponding author’s email address and postal address are accurate and reachable.
4. Manuscript to be submitted must include keywords, an abstract, a paper title, co-author(s') names and details (email 

address, name, phone number, and institution), figures and illustrations in vector format including appropriate 
captions, tables, including titles and footnotes, a conclusion, results, acknowledgments and references.

5. Authors should submit paper in a ZIP archive if any supplementary files are required along with the paper.
6. Proper permissions must be acquired for the use of any copyrighted material.
7. Manuscript submitted must not have been submitted or published elsewhere and all authors must be aware of the 

submission.

Declaration of Conflicts of Interest

It is required for authors to declare all financial, institutional, and personal relationships with other individuals and 
organizations that could influence (bias) their research.

Policy on Plagiarism

Plagiarism is not acceptable in Global Journals submissions at all.

Plagiarized content will not be considered for publication. We reserve the right to inform authors’ institutions about 
plagiarism detected either before or after publication. If plagiarism is identified, we will follow COPE guidelines:

Authors are solely responsible for all the plagiarism that is found. The author must not fabricate, falsify or plagiarize 
existing research data. The following, if copied, will be considered plagiarism:

• Words (language)
• Ideas
• Findings
• Writings
• Diagrams
• Graphs
• Illustrations
• Lectures
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• Printed material
• Graphic representations
• Computer programs
• Electronic material
• Any other original work

Authorship Policies

Global Journals follows the definition of authorship set up by the Open Association of Research Society, USA. According to 
its guidelines, authorship criteria must be based on:

1. Substantial contributions to the conception and acquisition of data, analysis, and interpretation of findings.
2. Drafting the paper and revising it critically regarding important academic content.
3. Final approval of the version of the paper to be published.

Changes in Authorship

The corresponding author should mention the name and complete details of all co-authors during submission and in 
manuscript. We support addition, rearrangement, manipulation, and deletions in authors list till the early view publication 
of the journal. We expect that corresponding author will notify all co-authors of submission. We follow COPE guidelines for 
changes in authorship.

Copyright

During submission of the manuscript, the author is confirming an exclusive license agreement with Global Journals which 
gives Global Journals the authority to reproduce, reuse, and republish authors' research. We also believe in flexible 
copyright terms where copyright may remain with authors/employers/institutions as well. Contact your editor after 
acceptance to choose your copyright policy. You may follow this form for copyright transfers.

Appealing Decisions

Unless specified in the notification, the Editorial Board’s decision on publication of the paper is final and cannot be 
appealed before making the major change in the manuscript.

Acknowledgments

Contributors to the research other than authors credited should be mentioned in Acknowledgments. The source of funding 
for the research can be included. Suppliers of resources may be mentioned along with their addresses.

Declaration of funding sources

Global Journals is in partnership with various universities, laboratories, and other institutions worldwide in the research 
domain. Authors are requested to disclose their source of funding during every stage of their research, such as making 
analysis, performing laboratory operations, computing data, and using institutional resources, from writing an article to its
submission. This will also help authors to get reimbursements by requesting an open access publication letter from Global 
Journals and submitting to the respective funding source.

Preparing your Manuscript

Authors can submit papers and articles in an acceptable file format: MS Word (doc, docx), LaTeX (.tex, .zip or .rar including 
all of your files), Adobe PDF (.pdf), rich text format (.rtf), simple text document (.txt), Open Document Text (.odt), and 
Apple Pages (.pages). Our professional layout editors will format the entire paper according to our official guidelines. This is 
one of the highlights of publishing with Global Journals—authors should not be concerned about the formatting of their 
paper. Global Journals accepts articles and manuscripts in every major language, be it Spanish, Chinese, Japanese, 
Portuguese, Russian, French, German, Dutch, Italian, Greek, or any other national language, but the title, subtitle, and 
abstract should be in English. This will facilitate indexing and the pre-peer review process.

The following is the official style and template developed for publication of a research paper. Authors are not required to 
follow this style during the submission of the paper. It is just for reference purposes.
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Manuscript Style Instruction (Optional)

• Microsoft Word Document Setting Instructions.
• Font type of all text should be Swis721 Lt BT.
• Page size: 8.27" x 11'”, left margin: 0.65, right margin: 0.65, bottom margin: 0.75.
• Paper title should be in one column of font size 24.
• Author name in font size of 11 in one column.
• Abstract: font size 9 with the word “Abstract” in bold italics.
• Main text: font size 10 with two justified columns.
• Two columns with equal column width of 3.38 and spacing of 0.2.
• First character must be three lines drop-capped.
• The paragraph before spacing of 1 pt and after of 0 pt.
• Line spacing of 1 pt.
• Large images must be in one column.
• The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10.
• The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10.

Structure and Format of Manuscript

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words. 
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers 
are reports of significant research (typically less than 7,000 words, including tables, figures, and references)

A research paper must include:

a) A title which should be relevant to the theme of the paper.
b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.  
c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus.
d) An introduction, giving fundamental background objectives.
e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit 

repetition, sources of information must be given, and numerical methods must be specified by reference.
f) Results which should be presented concisely by well-designed tables and figures.
g) Suitable statistical data should also be given.
h) All data must have been gathered with attention to numerical detail in the planning stage.

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any 
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed.

i) Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also 
be summarized.

j) There should be brief acknowledgments.
k) There ought to be references in the conventional format. Global Journals recommends APA format.

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much 
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.

© Copyright by Global Journals | Guidelines Handbook

XV

19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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