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Multilevel Downlink Relay Queue Aware and Loss Recovery 
Scheduling for Media Transmission in Wireless Cellular 
Networks 

                   By A.Veerabhadra Reddy & Dr. D. Sreenivasa Rao    
                                                      Jawaharlal Nehru University - Anantapur 

Abstract - In this document, we study the result of multi hop relaying on the throughput of the downstream channel in 
cellular networks. In particular, we contrast the throughput of the multi hop method through that of the conventional 
cellular system, representing the feasible throughput development by the multi hop relaying under transitive transmission 
considerations. We moreover propose a hybrid control plan for the multi hop communicate, in which we activist the use of 
in cooperation, the straight transmission and the transitive multi hop relaying. Our study illustrates that the majority of the 
throughput gain can be obtained with the related of a transitive relaying scheme. Important throughput improvement 
could be moreover obtained by operating the simultaneous relaying transmission in conjunction with the non 
simultaneous transmission. We also disagree here that the multi hop relaying technology can be developed for mitigating 
injustice in quality-of-service (QoS), which arrive due to the location-dependent signal quality. Our outcomes demonstrate 
that the multi hop system can provide more even QoS over the cell district. The multi hop cellular system design can also 
be used as a self-configuring network mechanism that efficiently contains variability of traffic distribution. We have studied 
the throughput development for the consistent, as well as for the non uniform traffic distribution, and we conclude that the 
utilization of transitive relaying in cellular networks would be relatively robust to alter in the actual traffic distribution. 

Keywords : Mobility prediction, mobile positioning, location tracking, handoff prioritization, dynamic, resource reservation. 
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Multilevel Downlink Relay Queue Aware and 
Loss Recovery Scheduling for Media 

Transmission in Wireless Cellular Networks 
A.Veerabhadra Reddy α & Dr. D. Sreenivasa Rao σ 

Abstract - In this document, we study the result of multi hop 
relaying on the throughput of the downstream channel in 
cellular networks. In particular, we contrast the throughput of 
the multi hop method through that of the conventional cellular 
system, representing the feasible throughput development by 
the multi hop relaying under transitive transmission 
considerations. We moreover propose a hybrid control plan for 
the multi hop communicate, in which we activist the use of in 
cooperation, the straight transmission and the transitive multi 
hop relaying. Our study illustrates that the majority of the 
throughput gain can be obtained with the related of a transitive 
relaying scheme. Important throughput improvement could be 
moreover obtained by operating the simultaneous relaying 
transmission in conjunction with the non simultaneous 
transmission. We also disagree here that the multi hop relaying 
technology can be developed for mitigating injustice in quality-
of-service (QoS), which arrive due to the location-dependent 
signal quality. Our outcomes demonstrate that the multi hop 
system can provide more even QoS over the cell district. The 
multi hop cellular system design can also be used as a self-
configuring network mechanism that efficiently contains 
variability of traffic distribution. We have studied the 
throughput development for the consistent, as well as for the 
non uniform traffic distribution, and we conclude that the 
utilization of transitive relaying in cellular networks would be 
relatively robust to alter in the actual traffic distribution. 
Keywords : Mobility prediction, mobile positioning, 
location tracking, handoff prioritization, dynamic, 
resource reservation. 

I. Introduction 

ULTI HOP cellular networks have been 
proposed as an addition to the conventional 
single-hop cellular network by joining the fixed 

cellular infrastructure with the multi hop relaying 
technology that is frequently used in ad hoc networks. 
Due to the potential of the multi hop relaying to enhance 
coverage, ability and flexibility, the multi hop cellular 
networks have been drawing considerable notice. This 
approach of augmenting cellular communication with 
multi hop relaying was also used in the consistency 
effort to include the multi hop relaying into the third-
generation (3G) mobile communication systems [1]. The 
main advantage of the  multi  hop  relaying  arrives  from  
 
 
Author α : Lecturer, Department of ECE Government Polytechnic for 
Women, Hindupur. E-mail : bhadrareddy47@gmail.com 
Author σ : Professor, Department of ECE , JNTU CE, Hyderabad 

the reduction in the overall path loss among a base 
station (BS) and a mobile station (MS) [2]. 

However, the penalty for using multi hop 
relaying is in the necessitating for extra radio channels. 
Another advantage of the multi hop relaying is the path 
diversity increase that can be achieved by picking the 
mainly favorable multi hop path in the shadowed 
environment. This diversity increase can increase with 
the quantity of MSs, as then the quantity of potentially 
transmit candidates raise and the likelihood of finding a 
relay with lesser path loss increases as well. 

In addition, the system's ability can additionally 
increase by permitting concurrency among the multi hop 
broadcast. However, such concurrency also raises the 
interference. So, the overall result is not instantly clear. 

As we saw above, the performance of the multi 
hop cellular networks is ruled by different tradeoffs. 
Thus, to get advantage from the multi hop relaying, the 
different tradeoffs must be comprehensively studied. 
However, the study of such tradeoffs in the literature is 
extremely limited. In scrupulous, the analysis of the 
transaction caused by the simultaneous transmissions 
among the interference and the channel reuse efficiency 
is of very importance. Toumpis and Goldsmith [3] 
showed that the simultaneous transmission can improve 
the system capacity of the multi hop cellular networks. 
However, their outcomes were obtained for a single cell 
system and in just two cases of complex topology, i.e., a 
linear topology and a single comprehension of a 
haphazard topology. Hence, those outcomes are 
inadequate to demonstrate, in common, the 
concurrency exchange. Moreover, numerous studies 
account that it is not easy to improve the capacity of 
code-division multiple-access (CDMA) systems by 
utilize of the multi hop relaying [5] –[9]. This is mostly 
due to the interference increase resulting from the 
simultaneous transmissions. Such interference may be 
the most significant factor limiting the network capacity. 
Hence, the collision of the concurrent transmission must 
be carefully investigated. The multi hop relaying 
technology can give a significant flexibility in the design 
and the operation of the cellular system. On the multi 
hop cellular system, MS preserve decide to utilize the 
multi hop relaying instead of the single-hop direct 
transmission. Such a hybrid operation can be exploited 
for different purposes; one of which is to mitigate the 

M 
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unfairness in the quality of service (QoS) between the 
users. In cellular networks, there is a tradeoff difficulty 
between system throughput and QoS fairness [4]. Since 
the established signal excellence depends on the user 
location, it is not easy to give an even QoS over the 
entire cell service region and to maximize the system 
throughput at the similar time. On the other hand, the 
use of multi hop relaying, instead of a direct link, can 
develop the QoS of the users with poor direct links who 
are situated near the cell boundary or in a deep 
shadowed district. Therefore, the equation, as well as 
scheme throughput in the cellular network can be better 
through the use of the multi hop relaying. 

An additional application exploiting the flexibility 
of the multi hop relaying technology is to mitigate the 
inefficiency due to the temporal changes in traffic 
demand in cellular scheme. To optimize the appearance 
of a cellular scheme, discover the optimum positions of 
the cell sites is a fundamental problem with interference- 
imperfect systems, such as the CDMA category 
scheme. However, due to the ever-changing traffic 
demand patterns, optimal placement of cell site is a 
complex problem. Even if the traffic allocation could be 
predictable, it would still be complex to optimally plan 
the radio network, as the fixed cell sites cannot be 
relocated whenever the traffic allocation changes. 
Hence, there is a requirement for a self-configuring 
network, which would be capable of automatically 
coping with the alteration in traffic distribution. In the 
multi hop cellular system, the unusual collection of the 
multi hop path can allow flexible design of the cell site, 
which is mainly important in the case of non regular 
traffic allocation. Thus, the multi hop cellular system 
design can be utilized as a self-configuring network 
method that can efficiently accommodate the spatial 
and temporal inconsistency of traffic patterns. 

Although the multi hop relaying technology has 
been future as one of the key technologies of the self-
configuring cellular networks [10], [11], there have been 
merely little numerical results clarifying how the self-
configuring feature achieved during the multi hop 
relaying can develop the system's ability for non 
consistently distributed traffic case. Although Wu et al. 
[12] evaluated the capacity of the multi hop system with 
non consistent traffic, such that when the traffic among 
adjacent cells is unstable, that paper focused only on 
the channel borrowing among adjacent cells through 
multi hop relaying. Moreover, a few features of the multi 
hop transmit, such as path-loss diminution and path 
variety, were not measured in their study. Hence, their 
outcome may not be able to completely explain the 
behavior of the self-configuring capability of multi hop 
relaying itself. 

The problem studied here is to plan a 
scheduling algorithm for multi-hop relay wireless cellular 
networks, so that it can correctly position the concurrent 

transmission scenarios for multi-hop relay links, and the 
overall network throughput can be improved. 

II. Related work 

The study of combining relay networks with 
cellular networks has been going on for quite a while. In 
[12], an RS is equipped with together WLAN and cellular 
network interfaces to help with cellular traffic forwarding 
with WLAN links, aiming to achieve throughput 
development and load balancing. In [13], the MS is 
assumed to contain both WLAN and 3G interfaces for 
traffic communicates. On-demand direction-finding 
protocols are urbanized to discover relay paths, and 
incentive schemes are designed to encourage the MS to 
transmit traffic for other MS. In [14], a clique discovery 
algorithm is proposed to place the concurrent 
transmissions in a multi-hop relay cellular system, and 
relay nodes contain WLAN or WPAN edge in addition to 
the cellular network interface. The authors believe that 
the MS is presented all over in the relay path and can 
serve as a communicate node. Dissimilar from the over 
loom where a separate relay interface is required, other 
approaches illustrate below let the relay path share the 
identical physical interface of the cellular system. In [15], 
multiple portable stations appearance multi-hop ad hoc 
network inside cellular system and ad hoc steering is 
oppressed to extend system throughput. In [16], the MS 
is used to communicate traffic, while simultaneous 
transmissions are investigated with an easy network 
topology, though the source is based on account and 
hence is not appropriate for practical purpose. In [17], a 
distributed scheduling algorithm is developed to 
schedule concurrent transmissions in a cellular relay 
network aiming at maximizing throughput while avoiding 
data collision in the communicate links. As a 
consequence, each mobile knob has to pay for the 
signaling and bandwidth overhead for the distributed 
algorithm. The over approaches have one thing in 
general, which is the ad hoc implementation of a relay 
network within cellular network architecture. One benefit 
of the ad hoc implementation is the abundance of ad 
hoc routing protocols that can provide in communicates 
routing. Besides, the ad hoc steering protocol 
consequences in flexibility in the selection of relay 
routes. However, the ad hoc implementation has a few 
drawbacks. The first drawback is that ad hoc routing 
needs every node in the relay network to contribute in 
the route discovery process that involves distribution, 
feedback, and onward of routing communication, and 
this participation need significant modifications of the 
signaling protocols of wireless cellular system. These 
momentous modifications in the indication protocols of 
the BS and the MS make the present cellular network 
operator reluctant to deploy relay network. Second, the 
algorithm for discovery ad hoc routing occupies a 
definite amount of bandwidth from every mobile node, 
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and additional bandwidth expenditure is anticipated in 
order to continue the routing bench up to date, since 
nodes are movable in the scheme. Third, the recurrent 
alter in the routing table decrease the consistency of the 
data delivery and authority the total complex throughput. 
Therefore, the ad hoc implementation is unattractive to 
the network machinist in manufacturing, since the BS, 
the RS, and the MS all embrace to correct for the 
architecture changes of the cellular network, and the 
additional signaling overhead and bandwidth 
consumption incurred for each MS is significant. 
Observing the disadvantage of the ad hoc 
implementation of a relay network, we prefer an 
approach that involves least network architecture 
changes and still can enjoy the advantages of multi-hop 
simultaneous transmissions. A desirable solution must 
be able to incorporate a relay network into the existing 
cellular network with unimportant architecture 
modification and little realization slide, and the new 
network construction is still handy from the point view of 
the network operator. 

When designing a relay network within the 
cellular network, there are several optional factors, such 
as whether or not the relay networks accepts the ad hoc 
implementation as converse over, and whether or not 
the RS must use the identical cellular spectrum to relay 
traffic, referred to as in-band relay. Other option include 
whether or not the MS can provide as the RS and 
whether or not the scheduling algorithm for 
simultaneous transmissions should be centralized. How 
to wisely select among these options to form an 
adaptive relay network is a difficult task. With such effort 
is the development of a WiMAX draft standard, 802.16j 
[20], which is a revision of WiMAX with the aim of 
incorporating relay network into WiMAX network. This 
802.16j draft standard has the subsequent 
characteristics. The RS in 802.16j is for relay traffic 
simply, and the forecast algorithm is federal and run in 
the BS. The RS uses the identical spectrum as the BS 
and the MS, and no ad hoc steering is suitable in the 
relay paths. The approach in 802.16j permit WiMAX 
network to incorporate relay network without sacrificing 
WiMAX network architecture, and the WiMAX BS is still 
able to control the RS. One research work [18] study the 
scheduling algorithm in 802.16j, and it utilizes directional 
antennas to exploit the space use again of frequency 
resources in multi-hop relay cellular network under a 
Manhattan-like environment. Although scheduling 
algorithm is given to improve network throughput, but 
how to decide the simultaneous transmissions on the 
relay network is not addressed. 

What inspires our research is the work in [19], 
which suppose a multi-hop wireless mesh backhaul 
network with in-band communicate. Each RS cumulates 
the traffic from the close MS. A linear programming 
model is then developed to evaluate the minimum time 
to transmit a fixed data load from the BS to every RS 

above likely multiple hops. Since the transmission time 
is reduced for the fixed information load, throughput is 
exploiting. However, it does not in use into reflection the 
varying line size of each relay station; neither does it 
relate the frame boundary of cellular network into the 
transmission. Since wireless cellular networks are mainly 
frame-based, it is non-trivial to study the scheduling 
algorithm for multi-hop relay network under frame-based 
statements. 

III. Network architecture and 
challenges 

In a cellular network with frame-based 
transmissions, base Station attach to relay station 
and/or mobile station, and every relay station can attach 
further to additional relay station and/or mobile position. 
Relay position only ahead traffic to/from mobile station 
and produce no traffic on its own. Relay station is visible 
to a mobile station, and mobile station does not engage 
in routing packets for additional mobile station. Base 
station, relay station, and mobile station all share the 
similar spectrum, thus no additional hardware such as a 
second physical interface is required. Base station 
needs to meet the downlink real time queue range of its 
related relay station and this queue information is sent to 
the base station with uplink bandwidth. The resulting 
signaling change due to uplink queue status report is 
unimportant, and the matching uplink bandwidth 
consumption is neglect able. After gathering relay 
station queue. 

Queue information, base station runs the 
scheduling algorithm to get the downlink scheduling 
results and broadcasts the outcome to relay station and 
mobile station. 

As the input for the scheduling algorithm, 
simultaneous transmission scenarios need to be 
resolved in a capable way. When adding a link 
candidate into a simultaneous transmission scenario, it 
must be sure that adding this link will not decrease the 
total throughput of this scenario. However, it is not 
practical to cross all possible links searching for 
simultaneous scenarios due to the nonlinear 
development of links with respect to number of MS and 
RS. 

The challenge is due to information that wireless 
cellular networks are mainly frame-based, and the 
equivalent scheduling algorithm must take this factor 
into consideration. In each frame, different simultaneous 
scenarios must share this frame period. Thus arises the 
matter of a fair share of time resources between different 
MS who share one frame, while still achieving the goal of 
achieving max network throughput. 

The third challenge is to let the scheduling 
algorithm regulate to the real time queue size change in 
RS. Implementation of Scheduling Algorithm under 

Linear Programming: 
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We there a linear programming model to 
implement the scheduling algorithm for wireless cellular 
multi hop relay network. The main advantages of this 
algorithm are  

Constraint 1: Derives the throughput for Mobile 
Station node in the border, informative the simultaneous 
broadcast nature of the multi hops cellular networks.  

Constraint 2: Indicates the queue 
consciousness of the proposed preparation algorithm 
by monitoring  

Constraint 3: The dynamic RS queue status, 
and this queue consciousness are not addressed by the 
associated work, the capacity restraint of a link in 
situation SK.  

Constraint 4: Applies Shannon’s Theorem to 
compute the upper bound of link data rate with the 
thought of the interference caused by simultaneous 
transmissions. 
  Constraint 5: States the time restraint of all 
simultaneous scenarios in a frame, suggestive of the 
frame-based characteristic of this approach. 
Constraint 6: Transitive relative among BS and RS will 
be careful and this restraint power the real delay 
calculated at RS that connected directly to the BS. 
Block Diagram: 

 
Figure 1 : Scheduling Algorithm under Linear 

Programming 

a) Detection of Concurrent Transmission Scenarios  
The number of links grows non-linearly with the 

number of nodes in the network; it is impractical to use a 
comprehensive algorithm to search for all probable 
scenarios.  We use a linear programming model 
confirmed to compute the transmission schedules for all 
simultaneous transmission scenarios, aiming at 
maximizing the throughput in each frame. Here we 
consider the transmission schedules those subjective by 
the transitive relations between BS and RS. 

b) Structure of Greedy effect 
In this Greedy Approach we apply the back 

force flow control mechanism. This mechanism states 
that in order to maximize the end to- end throughput in 
multi hop wireless network, the chosen simultaneous 

transmissions must be able to get the most out of the 
object function. We use a greedy algorithm to get a set 
of simultaneous transmission scenarios, with the back 
force flow control mechanism included in the greedy 
algorithm. 
Which are defined as:  
 

IV. Implementation methodology and 
results 

The Queue aware scheduling under transitive 
connection considerations has been implemented using 
mxml and action script. The accomplishment is based 
on multi-hop relay based wireless cellular network 
routing functions that are added. In additional to 
building QoS routes, the protocol also establishes a 
best schedule plan when it learns such obligation. The 
best-effort scheduling is used to enhance the 
throughput. A distributed protocol which dynamically 
generates and updates broadcast schedules between 
the nodes has been used. Assumed transmission rate is 
1 Mbps.  The proposed model detects all simultaneous 
transmissions, and responds by invoking scheduling 
behavior as suitable. The relay station queues that are 
transitively associated with BS also be measured to end 
the Queue capacity of the relay station that relies on the 
middle between BS and transitive relay station. We 
apply greedy search techniques to recognize 
simultaneous relations of the replication. And finally end 
the scheduling strategy using the linear program 
technique proposed. These greedy searches and linear 
approach we implemented using action script. The 
linear approach considers the 6 different constraints 
explored above. 
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LP model for arrangement in cellular relay networks under transitive relation considerations.  

OBJECTIVE: maximizes 

( )m
m

a t∑
 

INPUT VARIABLES: 
1: MS index m; 
2: frame index t; 
3: frame duration T; 
4: Under transitive situation the calculation of relay stations r; 

5: RS node i’s queue status 
( )m

iQ t
; 

6: RS node i’s queue status under transitivity 

1
( )

r

tc
m
i

r
Q t

=
∑

 
7: a set of simultaneous transmission scenarios Sk, 1 ≤  k ≤  K; 
8: power used from node i to j, Pij ; 

9: distance between node I to j, dij ;  
OUTPUT VARIABLES: 

1:
( , )m

ijx k t
, scheduled packets transmitted from node i to j in Sk at frame t, which are destined for MS node m; 

2: Tk(t), scheduled time portion for scenario Sk 
 
Constraints 

1. 

, 1

( )
1

( , )

( )

K

sm sm
s k

K

m sm k
k

S x k t

a t S

=

=

=

=

∑

∑
 where s is MS node m’s upstream node’ index; 

2. 
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Process flow:



1 1, , 1 1
( ) ( , ) ( , ) ( 1)

r r

tc K K tc
m m m m
i si iw i

r k s w k r
Q t x k t x k t Q t

= = = =

+ = + +∑ ∑ ∑ ∑
Where ‘i’ is RS index and r is transitive RS index and tc is transitively associated relay station count. ‘s’ and ‘w’ 
stands for node i’s upstream and downstream node,  correspondingly; 

3. 

( , ) ( , ) ( )m
ij ij k

m
x k t w k t T t≤ ×∑

 

4. 

2

0

( , ) log (1 )

( , ) , ( , ) ( , )
xy

xj

ij

ij
ij p

d
k

P
d

w k t

N x y S x y i j
α

α

ω ∂= +

+ ∈ ≠∑  where α  is the path defeat 
advocate, and N0 is sound power; 

5. 1
( )

K

k
k

T t T
=

=∑
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 : Cellular network with Transitive relay topology for simulation 

 

Fig. 2 : Throughput Comparison report 

 

Fig. 3 : Fairness Comparison report 

V. Conclusion and future work 

We have offered a Transitive relation aware 
scheduling algorithm for multi-hop relay wireless cellular 
networks. Through our analysis, we dispute that 
following a centralized approach for building cellular 
relay networks best reflects the interest of the cellular 
networks. This central approach implies that relay 

stations and mobile stations do not form ad hoc 
networks and they are under the control of bottom 
station. Another selection of building communicates 
cellular networks we follow include using in-band 
spectrum of relay stations, not permit mobile stations to 
provide as relay position, and relate centralized 
preparation algorithm. An essential scheduling algorithm 
is developed and base stations will run this preparation 
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algorithm. In the preparation algorithm, initial a locate of 
simultaneous transmission scenarios is the result and 
then it is used as input for a linear programming model 
that decide the transmission schedules for the multi-hop 
communicate network. The linear encoding model aims 
at exploiting the overall throughput of the all the mobile 
stations, while taking into attention the frame-based 
environment of cellular networks and the dynamic queue 
modify in the relay position The skin of frame-based and 
queue-awareness of the preparation algorithm are the 
single assistance that have not been addressed by 
earlier work. Simulations calculate performance metrics 
such as throughput and equality of the proposed 
scheduling algorithm. Two extra scheduling algorithms 
are evaluated with our approach via simulations. One is 
scheduled for straight transmission only, and the other 
is scheduled with no buffer in the communicate nodes. 
The effectiveness of our loom is authenticated by the 
replication results. 
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Abstract - With the hasty growth of internet contact and voice 
and information centric communications, many contact 
technologies have been urbanized to meet the stringent insist 
of high speed information transmission and viaduct the wide 
bandwidth gap among ever-increasing high-data-rate core 
system and bandwidth-hungry end-user complex. To make 
efficient consumption of the limited bandwidth of obtainable 
access routes and cope with the difficult channel environment, 
several standards have been projected for a variety of 
broadband access scheme over different access situation 
(twisted pairs, coaxial cables, optical fibers, and unchanging 
or mobile wireless admittance). These access situations may 
create dissimilar channel impairments and utter unique sets of 
signal dispensation algorithms and techniques to combat 
precise impairments. In the intended and implementation 
sphere of those systems, many research issues arise. In this 
paper we present advancements of multi-rate indication 
processing methodologies that are aggravated by this design 
trend. The thesis covers the contemporary confirmation of the 
current literature on intrusion suppression using multi-rate 
indication in wireless communiqué networks. 
Keywords : Acoustic signal processing, audio 
reconstruction, autoregressive (AR) models, blocking, 
cyclic spectrum, cyclostationarity, filterbanks. 

I. Introduction 

ulti-rate signal dispensation techniques are 
extensively used in several areas of 
contemporary engineering such as interactions, 

image processing, digital audio, and multimedia. The 
major benefit of a Multi-rate system is the considerable 
decrease of computational density, and consequently, 
the inferior power utilization in real-time operations, 
slighter chip area pursue by the cost diminution. The 
computational competence of Multi-rate algorithms is 
pedestal on the ability to use concurrently dissimilar 
example rates in the dissimilar parts of the scheme. 
Moreover, the Multi-rate-based algorithms are worn to 
solve a few of the composite signal processing errands 
that could not be resolve otherwise, such as illustration 
rate conversions, signal disintegration and 
reconstruction, multiplexing and de-multiplexing, totaling 
of DSP transforms. Multi-rate systems are structure 
blocks   frequently   used  in   digital   signal  processing 
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(DSP). Their purpose is to alter the tempo of the 
discrete-time signals, which is realize by adding or erase 
a portion of the signal illustration. Multi-rate systems 
play a inner role in a lot of areas of signal processing, 
such as strain bank theory and multi declaration theory. 
They are necessary in various typical signal processing 
techniques such as signal analysis, de-noising, density 
and so forth. During the previous decade, however, they 
have progressively more found submission in new and 
emerging region of signal processing, as well as in 
some neighboring regulation such as digital 
infrastructure. 

Rate alter filters, wavelets and sift banks have 
conventionally been used in a amount of digital 
communications region like timing management, digital 
modems, pre-coding for conduit equalization, wideband 
infrastructure, pulse form filter design [1] etc. They have 
established recent and growing usage in extend 
spectrum CDMA infrastructure, fractal modulation [2] as 
well as distinct multi-tone intonation systems [3].  

In (some) subsequent and (most of) third cohort 
digital recipient architectures [4], Analog to Digital 
Converters (ADC) illustrates a wideband indication 
instantly after first spectrum conversion to IF. Digital 
oscillators transfer the range to baseband; personages 
channels are then pull out by low pass FIR filters. The 
baseband strait are extremely oversampled and thus 
decimation is necessary to bring the illustration rate 
down in agreement with the bandwidth of the indication. 
Since computations of short pass strain have an 
circumlocutory share in the power expenditure of the 
radio terminal, particular multiplication gratis filters, 
merge filtering and decimation are worn to perform 
these process professionally. 

These Multi-rate filters also propose a simple 
and programmable plan process that makes them 
suitable for third cohort wireless scheme. [5]. Symbol 
timing association is necessary in digital recipient every 
time the broadcast signal has accepted through a 
linear-phase declaration channel. If the recipient has no 
in succession about the channel section response, the 
inward cryptogram will experience an unidentified time 
change. For finest potential exposure, the recipient 
needs to illustration the cryptogram at the accurate 
moment. Most recipient, consequently, achieve 

M 
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representation timing management ahead of 
recognition. A class of Multi-rate twist namely polynomial 
intermission filters has been damaged for an efficient 
success with digital process to correct symbol timings in 
the declaration receivers [6]. Another effect of band-
limited communiqué conduit is the Inter depiction 
Interference (ISI) at the recipient. To mitigate ISI, the 
transmit symbols are pulse fashioned usually by a heave 
cosine filter that restrictions the frequency inside of the 
basis symbols. Before pulse determining, the 
transmitted cryptogram are oversampled as well. A 
number of Multi-rate comprehension help to merge 
pulse shaping and interruption at a fraction of the 
charge compared to the difficulty of traditional 
interpolation procedure [1]. The use of poly-phase DFT 
strain banks in wideband satellite infrastructure systems 
has been description in the past[7]. Poly-phase strain 
bank channelizers also perform a crucial role in together 
cognitive and software radio troubles addressed in this 
proposal.  

Equalizers reimburse the effects of occurrence 
selective channels. Some communiqué systems also 
utilize a cyclic prefix method at the receiver. This assist 
in frequency field equalization at the recipient where DFT 
filter bank plays an important position in verdict the 
inverse of the conduit response. Pre-coding is 
completed using filter banks to append redundancy to 
the broadcast signal. This, in turn, facilitate the equalizer 
to be considered in such a way that the possessions of 
communication conduit can be cancelled out in 
accumulation to noise containment in the received 
signal [8]. There are various emerging announcement 
applications for which wavelets and strain banks seem 
preferably suited [2].Among these are, extend spectrum 
multiuser connections, in which up sampling and strain 
operations are worn to assign a undo signature to each 
user at the bringer. Corresponding Multi-rate procedure 
are performed at recipient to separate every user 
channel. In more universal terms, strain bank design 
with paraunitary restraint is shown to be adequate to 
derive orthogonal accent and spread signatures for 
multiuser CDMA. Lastly, wavelets have been projected 
as ideal contender for fractal modulation. This is a 
modulation approach for a individual channel of 
unknown time extent and bandwidth to the spreader. 
The main scheme is embedding the information in a 
homogeneous indication that has wavelet 
representation. 

II. Multi rate systems 

a) Basic building blocks 
The signals of attention in digital signal 

dispensation are discrete succession of real or complex 
information denoted by x(n), y(n), etc. The succession 
x(n) is often obtained by sample a continuous-time 
signal xc(t). The preponderance of accepted signals 

(like the audio signal accomplishment our ears or the 
visual signal reaching our eyes) are continuous-time. 
However, in regulate to facilitate their dispensation using 
DSP procedure; they need to be model and converted 
to digital indication. These conversions also contain 
signal quantization, i.e., discretization in amplitude; 
though in practice it is safe to assume that the 
amplitude of x (n) can be any real or composite number. 
Signal allowance analysis is often simplified by bearing 
in mind the frequency sphere representation of sign and 
systems. 

( ) ( ) ( )
( )
( ) ( ) ( ) ( )( ) k

y n x k h n k
x n
X z Y z H z X zH z

∞

=−∞

= −

=

∑
→ →

 

Figure 1 :  Filtering process: linear time invariant system 

Commonly used choice representations of x(n) 
are its z-transform X(z) and the discrete-time Fourier 

convert X( jwe ). The z-transform is distinct as X (z) = 

( ) n
n

x n z∞ −
=−∞∑  and X( jwe ) is nothing but X(z) assess 

on the component circle z = jwe  

Multi rate DSP systems are typically collected of 
three basic construction blocks, operating on a discrete-
time indication x(n). Those are the linear time invariant 
(LTI) strain, the decimator and the expander. An LTI 
filter, like the single shown in Fig.1.1, is describe by its 
desire response h (n), or equivalently by its z-transform 
(also identify the transfer purpose) H (z). The rate of the 
indication at the output of an expander is M times 
superior to the rate at its contribution, while the 
communication is true for decimators. That is why the 
scheme containing expanders and decimators are 
describe systems. 

The addition to the case of vector signals are 
quite straightforward: the decimation and the growth are 
achieved on each element discretely. The 
corresponding vector succession decimators/expanders 
are denoting within quadrangle boxes in wedge 
diagrams. The LTI systems in service on vector 
indication are called various inputs. Multiple 
output(MIMO) scheme and they are describe by a 
(possibly rectangular) medium transfer purpose H(z). 

b) Some multi rate definitions and identities 
The vector signals are occasionally obtained 

from the equivalent scalar signals by overcrowding. 
Conversely, the scalar indication can be improved from 
the vector signals by unblocking. The 
overcrowding/unblocking procedure can be defined with 
the delay or the proceed chains [9], thus leading to two 
comparable definitions. One way of crucial these 
operations, while the additional is obtained irrelevantly 
by switching the holdup and the advance machinist. 
Instead of illustration the complete delay/advance 
sequence structure, we frequently use the basic block 
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notation. It is frequently clear from the circumstance 
which of the two descriptions of the unblocking and 
blocking process is employed. 

A very constructive tool in multi rate indication 
processing is the so-called poly segment representation 
of signals and scheme. It facilitates substantial 
simplifications of hypothetical results as well as 
competent implementation of multi tempo systems. 
Since poly phase depiction will play an significant role in 
the respite of the thesis, here we take a instant to 
formally describe it. Consider an LTI system with a 

transport function H(z) = ( ) n
n

h n z∞ −
=−∞∑ and assume 

we are given an digit M. We can molder H(z) as 

1 1

0 0
( ) ( ) ( )

M M
m nM m M

m
m n m

H z z h nM m z z H z
− ∞ −

− − −

= =−∞ =

= + =∑ ∑ ∑
(Type1 decomposition)                                                 (1) 

Note that this is corresponding to dividing the 
whim response h(n) into M non overlie groups of 
samples hm(n), gain from h(n) by M-fold decimation 
opening from sample m. In other expressions, h(n) can 
be obtained by merge sequences hm(n) through the 
unblocking configuration. Subsequences (n) and the 
equivalent z-transforms are called the Type 1 poly 
segment mechanism of H(z) with respect to M. A 
dissimilarity of z-transforms is gain if we decimate h(n) 
opening from sample -m, for 0≤  m ≤M - 1. This gives 
climb to Type 2 poly segment components Hm(z): 

1

0
( ) ( )

M
m M

m
m

H z z H z
−

=

= ∑  

(Type2 decomposition)                                                 (2) 

III. Bi-orthogonal partners 

a) Generalized inverse 
Consider the scheme shown in the primary part 

of Fig. 2(a), namely, the scheme for generating y(n) from 
x(n).Traditionally, this arrangement has been describe 
the scheme for digital exclamation since the charge of 
y(n) is M times superior than that of x(n). Filter H(z) is 
frequently referred to as the exclamation filter [9]. 
Suppose the purpose is to recover the indication x(n) 
from y(n). Conceptually the simplest way to attain this is 
shown in Fig.2(a). Namely, y(n) is primary passed during 
the inverse of the exclamation filter 1/H(z). This recovers 
the indication at the input of the M-fold expander. The 
M-fold decimator that chase simply rejects the zeros 
introduce by the expander and the revival of x(n) is 
complete. Notice, though, that this is not the simply way 
to renovate x(n), simply because the converse filter 
forces the redundant samples to be zero, while they can 
take random values. Indeed, any strain F(z) with the 
possessions that its output conserve the desired 
samples of x(n) in the suitable locations, with arbitrary 

principles in between [see Fig.2(b)] yields a suitable 
reconstruction system. 

 

(a) 

 

(b) 

Figure 2 : Signal recovery after interpolation: (a) using 
filter inverses, and (b) using ‘generalized inverses 

 

(a) 

 

(b) 

Figure 3 : Bi-orthogonal partners: (a) definition and (b) 
equivalent LTI system 

Filters F(z) with the explain property are identify 
bi-orthogonal partners of H(z)and were primary initiate in 
[10]. Notice that the opposite filter is a valid bi-
orthogonal associate. Therefore bi-orthogonal 
associates can be thought of as comprehensive 
inverses. Before we offer the formal description of bi-
orthogonal associates let us answer a possible 
question: why would we even trouble to use the 
additional general reconstruction arrangement from 
Fig.2(b) if the one in Fig.2(a)previously works fine? In 
most sensible applications where the exclamation 
structure begin (e.g.,[11], [12],[10]) filter H(z) has 
restricted impulse reaction (FIR). Therefore the 
explanation in Fig.2(a) involves IIR (endless impulse 
answer) filtering which is often period unstable or no 
fundamental. In dissimilarity to this, bi-orthogonal 
associates often display many attractive properties. 
Under some gentle conditions on H(z) and M there 
survive stable and even FIR bi-orthogonal associates 
[10]. Moreover, when FIR solutions survive they are not 
unique. This possessions will be of special significance 
in the study of numerous input—multiple output (MIMO) 
and incomplete bi-orthogonal associates in Chapters 2 
and 3, respectively, where we utilize this non-
uniqueness to locate the optimal bi-orthogonal 
associate for the application at hand.1.2.2 description 
and relative to filter banks believe the system in Fig.3(a). 
We say [10] that the strain F(z) and H(z) are bi-
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orthogonal associates with admiration to an integer M if 
an random input x(n) to the scheme produces x(n) = 
x(n) as the production, in other terms if the system in the 
shape is the individuality. 

 

Figure 4

 

:

 

Nyquist(M) property demonstrated for M = 3

 

It is a

 

effortless exercise to demonstrate that the 
system in query is indeed an LTI system. If we indicate 
the product F(z)· H(z) = G(z), then scheme fromFig.3(a) 
is corresponding to the one in Fig.3(b), where G0(z) 
indicate the 0th

 

poly segment component of G(z) with 
admiration to M. Therefore, F(z) and H(z) are said to 
appearance a bi-orthogonal pair (bi-orthogonal 
associate relationship is symmetric) with admiration to M 
if

 

0 ( ) [ ( ) ( )] 1G z F z H z M= ↓ =

  

                   
(3)

 

In the time province (3) implies that g(n), the 
desire response of G(z), convince the Nyquist(M) 
condition established in Fig.4. In other words, the 
succession g(n) has zero-crossings at all multiples of M 
excluding when n = 0. Notice that if M is distorted the 
two strain might not stay partners; though, the term ‘with 
deference to M’ is usually omitted every time no 
perplexity is anticipated. As mentioned formerly, the 
expression ‘bi-orthogonal partners’ was first initiate in 
[10]. In the subsequent we stimulate this terminology. 
Consider the ideal reconstruction (PR) or bi-orthogonal 
strain bank [9]. Such scheme is by explanation the 
identity, i.e., for any contribution x(n), the production is 
x(n). Each pair of filters {Hk(z), Fk(z)} in such filter store 
forms a bi-orthogonal match up. To see this, attach the 
analysis depository at the production of the PR filter 
depository. The outputs are perceptibly given by the 
identical ui(n) that emerge in the associate bands of the 
PR filter depository. This is accurate for any x(n) and 
thus for any alternative of ui(n). Without loss of 
simplification, let us focus on the first channel. We 
monitor that the marked scheme among u1(n) and u1(n) 
is equal to the one in Fig.3(a)and is nothing but the 
individuality scheme. Therefore H1(z) and F1(z) are 
certainly bi-orthogonal associates with deference to M. 
For a more complete treatment of bi-orthogonal 
acquaintances, the reader is referred to [10]. The 
objective in this segment was presently to provide some 
fundamentals that will inspire develop addition based on 
modern affirmation of the new literature. 

 
 
 

IV. Contemporary affirmation of 
recent literature 

Several multiuser detectors initially projected for 
single-rate direct- succession CDMA (DS/CDMA) [14] 
have been explore for their use in multi-rate scheme, 
counting the linear and nonlinear multiuser detectors 
[15,16,17,18,19,20,21,22]. The characteristic instance of 
multi-rate linear detectors are low-rate de-correlation 
(LRD) and high-rate de-correlation (HRD) for 
synchronous dual-rate scheme with lone receive 
transmitter [15], [16], which are pedestal on bit period of 
low-rate (LR) consumer and high-rate (HR) users, 
correspondingly. It has been established that the LRD is 
not substandard to the HRD in conditions of probability 
of fault, and the dual-rate consequences are further 
comprehensive to multi-rate situation where more than 
two information rates exist [15]. To defeat their 
requirements of the preceding knowledge of the 
intrusive users, LR and HR blind least mean-squared 
error (MMSE) detectors were projected in [23] and [24]. 
Though, HR blind MMSE detector in [23] and [24] is not 
firmly blind. This is since for the sake of sense an LR 
user, the signal-to-interference-plus-noise ratio (SINR) of 
this LR consumer within each subinterval, which 
engages the information of the noise level and the 
intrusive users, is requisite for decision-making. Also, 
the presentation of LR and HR blind MMSE detectors in 
[23] and [24] were evaluate only by numerical 
replication. Note that the over dual-rate unsighted 
MMSE detectors do not function in indication subspace. 
Blind adaptive multiuser detection and antenna array 
processing have been viewed as powerful methods for 
mitigating co-channel interfering inherent to the non-
orthogonal CDMA systems. For occurrence, Chkeif et 
al[25]. presented the subspace-based space–time (ST) 
blind de-correlation and blind MMSE detector for 
synchronous single-rate organization [25]. Adaptive 
accomplishment for ST blind MMSE uncovering based 
on the ortho-normal protuberance estimate subspace 
tracking (PAST) algorithm [26] has also been urbanized. 
However, so far little has been statement on ST 
multiuser uncovering for multi-rate DS/CDMA.  

In the same background Lei Huang et al[13] 
comprehensive the results in [15] and [25]to suggest 
two-stage ST dual-rate blind detectors, which coalesce 
the adaptive purely sequential dual-rate blind MMSE 
detectors with the non-adaptive MVDR beam previous. 
Lei Huang et al[13] projected the ST-LR and ST-HR 
blind linear detectors, i.e., unsighted de-correlations and 
unsighted MMSE detectors, for synchronous DS/CDMA. 

Observation: In the comprehensive view of 
synchronous multi-rate scheme, we can conclude that 
1. ST-LR blind linear detectors would bear no less 

users than their HR opponent as long as the 
preferred spatial signature is particular (assuming 
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that all the additional system limitation are the 
same);  

2. ST-LR blind de-correlation wouldn't be substandard 
to its HR complement in terms of probability of 
mistake.  

The adaptive phase with parallel arrangement 
converge is worn in projected two-stage ST dual-rate 
unsighted detectors. Hence it can execute much faster 
than the equivalent adaptive ST dual-rate sightless 
MMSE detectors, as having the similar computational 
difficulty to the final. 

Early effort of Nyquist [28] served to identify the 
maximum acceptable sampling interval, afterward 
dubbed the “Nyquist interval,” which holds complete 
signal in sequence. Thus, it is not astounding that the 
most essential form of sampling, the standardized 
sampling theorem, had subsist well established within 
the meadow prior to its enclosure in Shannon’s classic 
manuscript roughly two decades soon [29]. Alternative 
variety techniques are only vaguely more modern; with 
Shannon initiate the idea of derivative variety in his same 
classic manuscript. Additional premature work [30] 
examined several dissimilar classes of inconsistent 
variety including the case of intermittent inconsistent 
sampling. Such intermittent cases, including Shannon’s 
imitative sampling, fall under the widespread sampling 
expansion (GSE) of Papoulis [31], which demonstrate 
that a band-limited indication passed through L 
dissimilar linear time-invariant systems can be 
modernize from the L outputs consistently sampled at a 
least of 1=Lth the Nyquist rate. Subsequent bear of the 
GSE with further analysis was recognized in [32]. These 
past mechanism provide an establishment for the 
development of achievable periodic inconsistent variety 
schemes. 

More lately, some techniques have been 
initiated, which rely on multi-rate filter banks to rebuild a 
continuous-time or consistently sampled discrete-time 
indication from its periodic conflicting samples. Initial 
purpose of multi-rate filter banks for widespread 
sampling function, including inconsistent sampling, was 
obtainable in [33]. Follow up work by the similar authors 
[34] established a additional reliable technique of 
determining a discrete-time filter bank for rebuilding of a 
signal from its conflicting samples. A technique support 
on a continuous-time rebuilding filter bank, along with a 
technique for conversion to discrete-time, was 
urbanized in [35]. Discrete-time incomplete delay filters 
were employed in a strain bank structure [36] to rebuild 
a class of oversampled signals. One formulation [37] 
outlook the design of the rebuilding filters as a 
communications equalization trouble through a least-
squares explanation. The multi-rate filter bank 
configuration was also used in [38], [39] to utilize a 
inconsistent technique for finest sampling of multiband 
indication. 

Alternate reconstruction techniques that do not 
use a filter bank arrangement exist for various modules 
of inconsistently model signals. In cases where the 
variety pattern is constant, the filter bank arrangement 
cannot be functional as in the periodic container. 
Techniques for the revival of non-periodically sampled 
indication are typically more computationally composite 
than a filter bank, and frequently require iterative 
technique. An example interchange technique urbanized 
for the periodic case is [40], which recuperate the 
spectral pleased of a uniformly sampled signal bottom 
on points in the erratically sampled spectrum. Requiring 
a matrix development for each spectral point improved, 
the computational cost is significantly greater than 
revival through a filter bank. This thesis will deal only 
with the subclass of occasionally sampled signals, and 
a multi-rate strain bank structure will be worn for 
recovery. The broader group of inconsistently sampled 
indication along with purpose is examining in [41]. 

In the same circumstance Ryan Prendergast et 
al[27] accessible a purely discrete-time filter bank 
accomplishment for reconstruction of a intermittent 
inconsistently sampled indication. While equivalent in 
structure to preceding methods, a new loom introduced 
to conclude reconstruction filter bank. Reconstruction 
filters are restricted impulse response (FIR), assurance a 
realizable system. As mentioned above, this 
accomplishment is only relevant to cases where the 
variety is periodic.  

Observation: This projected model seems to be 
aggravated by the area of analog-to-digital converters 
(ADCs). Correction of tiny periodic timing mistake in a 
time-interleaved ADC was the incentive in [36], [37], 
[40]. Earlier effort by the authors of this thesis [42] 
developed a solution for a effortless case of bunched 
sampling for the idea of noise reduction in mixed-signal 
included circuits (ICs). The solution urbanized in this 
thesis will be applied to mutually of these cases. Overall 
system presentation is dependent on two factors: the 
precision of signal replica through the analysis bank, 
and the accuracy of signal reconstruction through the 
fusion bank. The effects can be scrutinized separately. 
Synthesis filters can be considered that produce a PR or 
near PR scheme, but if the analysis filter modeling was 
imprecise the reconstructed signal will hold significant 
errors. 

A discrete-time indication is said to be cyclo-
stationary, or firmly speaking cyclo--wide-sense-
stationary, if it’s signify and/or autocorrelation are 
occasionally time-varying sequences [44], [45], [46]. 
Discrete-time cyclo-stationary indication often occur due 
to the time-varying scenery of physical phenomena, 
e.g., the endure [47], and certain man-made procedure, 
e.g., the amplitude accent, fractional sampling, and 
multi-rate scheme filtering [48], [44]. The ethereal theory 
of cyclo-stationary indication has applications in 
dissimilar areas, e.g., blind channel recognition and 
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equalization by incomplete sampling received indication 
[49], [50], filter-bank optimization by reduce averaged 
variances of modernization errors [51], [52], and system 
recognition by introducing cyclo-stationary peripheral 
excitation [53], [54] and by fast variety system outputs 
[55], [56]. 

The spectral assumption of discrete-time cyclo-
stationary indication mainly consists of two parts, 
namely, the cyclo-spectrum illustration and the cyclo-
spectrum conversion by linear systems. Here, the cyclo-
spectrum is the equivalent of the power spectrum 
distinct for discrete-time motionless or strictly speaking 
wide-sense-stationary indication. The theory was first 
urbanized by Gladyshev [57]; a complex purpose that is 
currently referred to as the cyclic band was defined as 
the spectrum of a -periodically associated sequence; 
the spectral relationship among the original sequence 
and a superior dimensional sequence that is really the 
blocked signal was converse. Motivated by the 
sampling action, the cyclic band of discrete-time cyclo-
stationary signals was distinct, but only a very imperfect 
study has been specified in Gardner’s books [58], [59]; 
as a balance, linear time-invariant (LTI) and linear 
occasionally time-varying (LPTV) filtering of cyclo-
stationary indication was discussed briefly in [48]. Via 
the Gardner’s notation (e.g., that in [59]), Ohno and 
Sakai [51] consequent the output cyclic spectrum of a 
filter-bank (an LPTV system) frequently from definitions 
and worn it in the optimal filter-bank propose. To avoid 
the cumbersome source in [51], Sakai and Ohno [52] 
studied the cyclic range relationships among the 
unique, the modulated, and the blocked indication, and 
obtained the same expression of the cyclic range in [51] 
via these relationships. In an outstanding overview [44], 
Giannakis presented some consequences in terms of 
the cyclic range on the LPTV filtering, incomplete 
sampling, and multi-rate dispensation. Besides the 
cyclic range, there are some other cyclo-spectra, 
explicitly, the time-frequency illustration (TFR), the 
bispectrum, and the two-dimensional (2-D) range. After 
giving an surveillance that the cyclic range is not “very 
illustrative” (a personality actually caused by origin 
without a systematic approach), Lall et al. [60] analyzed 
the production of a filter-bank in conditions of the TFR. 
Akkarakaran and Vaidyanathan [61] used the 
bispectrum as a instrument to simplify most results in 
[62] (studying possessions of multi-rate blocks on 
scalar cyclo-stationary indication) into the vector case; 
they also provide the bispectrum of the production of a 
single-input and single-output (SISO) LPTV scheme and 
found the conditions below which a SISO LPTV scheme 
would produce motionless outputs for all stationary 
inputs. The 2-D spectrum, certainly a coordinate convert 
of the bispectrum, was projected in the context of 
episodic random processes in [63,64,65], where it was 
connected to the cyclic range and the TFR. 

These four types of cyclo-spectra must have 
some interrelationships, while they all illustrate second-
order statistical possessions of cyclo-stationary 
indication. The first input of this thesis, which is also of 
some seminar value, is to abridge these cyclo-spectra 
and discover their interrelationships. 

Blocking in signal dispensation [66], [67] or 
lifting in organize [68], [69] has been shown to be a 
influential technique in commerce with multi-rate 
scheme and cyclo-stationary signals; by the 
overcrowding technique, one can correlate the multi-rate 
system with an corresponding multi-input and multi-
output LTI system [69], [70]; overcrowding the cyclo-
stationary signal can consequence in a higher 
dimensional motionless signal [57], [52], [62]. 

 

Fig. 1
 
: 

 
Linear SISO multi-rate system

 

 

Fig. 2
 
:
 
Cascade of up-sampler, LTI system (H), and 

down-sampler ( )n↓
 

Based on this dispute Jiandong Wang et al[43] 
proposed a combined frame work that referred as 
incorporated model, which is a universal multi-rate 
scheme that encompasses most frequent systems—
linear, time-invariant scheme and linear periodically time 
changeable systems. The main scheme of this 
integrated replica is to block multi-rate scheme and 
cyclo-stationary signals correctly and convert the unique 
problem into one involving LTI scheme and stationary 
signals only, which can be readily, explain using some 
well-known consequences. More specifically, the kernel 
difficulty is separated into the subsequent two sub 
questions.

 

•
 

Given a linear SISO multi-rate scheme in Fig. 1 and 
that the contribution is cyclo--wide-sense-stationary 
with

 
phase and abbreviated as CWSS, is the 

production still or cyclo-stationary? If it is cyclo-
stationary, what is its era? 

 

•
 

What is the cyclo-spectrum alteration in Fig. 1, i.e., 
how do we symbolize the cyclo-spectrum of in 
conditions of that of?

 

Observation:
 
The cyclo-spectrum revolution by 

linear systems is solving in a methodical manner by 
using multi-rate scheme as the unifying framework and 
the overcrowding technique as the major tool. The 
effects of the overcrowding operator on cyclo-stationary 
indication are investigated. The cyclo-stationarity of the 
production of the multi-rate scheme is studied and the 

  
  
  
 

  
  

©  2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
III

  
V
er
sio

n 
I 

14

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r



cyclo-spectrum of the output is connected with that of 
the contribution in the form of matrix development. 

The need for localized signal renovation in  
audio may emerge in several situations. For instance, 
signal drop-outs due to broadcast errors in digital 
channels [72] and extensive localized signal 
degradations in elderly gramophone recordings [73] are 
characteristic cases. 

Signal renovation across gaps of missing model 
in audio signals has been loom through several means, 
between them band-limited exclamation [74], [75]; 
waveform switch schemes [76], [77]; interpolators 
based on sinusoidal replica [78], [79]; sub-band 
methods [80,81,82]; and autoregressive- bottom 
interpolators [79], [83], [84]. A comprehensive exposure 
of interpolation procedure can be found in [85]. 
Interpolators based on autoregressive (AR) replica are a 
suitable choice for renovate relatively short fragments of 
acoustic signals. The span of the gaps that can be 
significantly filled in is upper-limited by the unspecified 
short-term stationarity of the indication segment at hand. 
For common audio signals, stationarity can be 
predictable within frames of regarding 20 to 50ms. 
Therefore, extreme belongings correspond to 
interpolating crosswise missing portions whose 
durations are similar to or longer than the short-term 
stationarity unspecified for a given indication. 

A straightforward way to condense the energy 
fading occurrence is to increase the order of the AR 
replica used in the interpolation system. This resource 
tends to yield AR replica with poles closer to the unit 
loop, thus favoring the interpolation process. Other 
alternatives consist of affix a sinusoidal basis symbol to 
AR-based interpolators [79]; employing exclamation 
schemes that oblige a lower limit to the minimization of 
modeling fault variance [87], [88]; and via random 
sampling interpolators [86], [89], [90]. When the breach 
becomes too extended it may happen that the ethereal 
characteristics of the gesture before and after the gap 
diverge substantially. In those belongings, it is 
preferable to utilize two separate AR models, one for 
instead of the fragment that instantly precedes the gap 
and a different for the portion that thrive the gap. Such a 
scheme has been projected in [91], which presents a 
prejudiced Least-Squares (LS) solution for the absent 
samples given the two dissimilar AR models. The 
resource of employing two dissimilar AR models for 
interpolation of extended gaps is also originated in [92, 
93, 94]. 

Paulo A et al[71] presented an capable model-
based interpolator for recreate long portions of missing 
illustration in audio signals, which is a adjustment to the 
interpolation proposal proposed in [92,93,94]. 

Instead of the stage pure extrapolation, which 
consists essentially of setting an initial situation for the 
AR synthesis sieve and computing its unforced reaction 
[94], an artificially created indication is employed to 

excite the combination filter. This resource allows 
organization the interpolation technique for AR models 
of considerably lower orders, without considerable 
degradations of its qualitative presentation. However, 
some bend on the low-frequency range can be apparent 
in the restored signals. To conquer this side-effect a 
post-processing period is then introduced. It essentially 
entails decomposing the indication into sub-bands and 
re-applying the conservative interpolation technique to 
the lowest-frequency sub-bands simply. 

Observation: The projected scheme is based 
on an earlier suggestion, which employs auto regressive 
based indication extrapolation. The key idea consisted 
in moving the synthesis filter with a synthetically created 
excitation; instead of calculate its unforced response, as 
in the unique method. The devised excitation is 
preferred as the time-reversed modeling error 
progression associated with the section used to 
estimate the AR synthesis filter. Moreover, a post-
processing phase was devised to condense the low-
frequency distortions shaped by the modified 
interpolation algorithm. This phase first decomposes the 
indication into six sub-bands through a CQF maximally 
decimated filter bank. Then, the predictable interpolation 
technique is applied to the two buck frequency sub-
band signals, previous to the final synthesis. 

As an effect of the present commutation 
process in the thyristor undergrowth and the finite 
system impedance (symbolize by inductances L), line 
voltages at the contribution of the converter hold a 
notch-type commotion. The corrupted line voltage is not 
appropriate as a synchronization indication since 
various zero crossings can arise. These multiple zero 
passage is known to generate control instabilities [96]. 

In this circumstance Stjepan Pavljasevi et al[95] 
projected a digital-signal-processing scheme suitable 
for organization in applications where the organization 
signal is severely concerned, and where the signal 
occurrence and amplitude are changeable. The scheme 
is based on a multi-rate phase-locked sphere. The main 
compensation of the multi-rate loom are that it relaxes 
the execution of the antialiasing filter, and it facilitate one 
to accommodate the unstable amplitude of the 
contribution signal. The antialiasing filter, which is in this 
container a high-order band-pass filter, is realize in the 
digital part of the scheme. This feature is accomplished 
by applying the oversampling procedure to the input 
signal. The antialiasing filter mechanically adapts to the 
input-signal-frequency dissimilarity through the system’s 
erratic sample-rate action. In cases where the 
contribution signal is tainted with strong disturbances, 
concert of an ordinary PLL may be substandard. The 
PLL output signal can hold jitter, or it even may occur 
that the PLL cannot path the input signal at all. In the 
aspire overcoming these complicatedness, Stjepan 
Pavljasevi et al[95] introduced a organization method 
based on a multi-rate PLL. The disorder rejection in the 
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projected system is mainly firm by the frequency 
reaction of the antialiasing filter. The antialiasing filter 
measured provides additional disturbance rejection 
evaluate to other approaches [97]. All scheme blocks, 
together with the antialiasing filter, in the proposed 
scheme are implemented in digital appearance. 

Observation: Stjepan Pavljasevi et al[95] 
discussed mutually theoretical and sensible aspects of 
the projected system. With respect to the conjectural 
aspects the scheme operation was analyzed and 
consequent system models. The consequent transfer-
function replica is key to solve the question of the 
scheme control. For the scheme considered, the fastest 
potential response is about eight-sampling era long. 
This response is attaining with the MRT (deadbeat) 
control. The retort with the PI control is around six times 
slower evaluated to the MRT control. 

In several applications of radars and 
infrastructure systems, it is desirable to rebuild a 
multiband sparse indication from its samples. When the 
shipper frequencies of the signal group are high 
evaluated to the overall signal measurement, it is not 
cost effectual and often it is not feasible to trial at the 
Nyquist rate. It is therefore attractive to reconstruct the 
indication from samples taken at tariff lower than the 
Nyquist rate. Recent progress in electro–optical systems 
enables undersampling of multiband sparse signals with 
transporter frequencies that can be situated in a very 
broad frequency district (0–20 GHz) [99]. Such an 
extensive bandwidth cannot be attain in the current 
electronic skill. 

To exploit the compensation of optical sampling 
scheme the under sampling should be execute using a 
small number of channels in use at high sampling 
charge. Moreover, there is an intrinsic advantage to 
sampling, in every channel, near the most sampling rate 
allowed by expenditure and technology. This is since 
sampling at higher rates increases the signal-to-noise 
proportion in the sampled signals [100]. 

There is a huge literature on reconstructing 
multiband indication from under sampled data 
[101,102,103,104,105]. Most of the techniques are 
based on a multi coset variety scheme. In a multi-coset 
variety scheme m , low-rate cosets are selected out of 
L  cosets of samples, gain from time uniformly 
dispersed samples taken at a rate F ,which is superior 
than or equal to the Nyquist rate NyqF  [103]. In each 

strait, the sampling is offset by a dissimilar 
predetermined integer several of the reciprocal of the 
rate F . The information from the different variety 
channels are then used to rebuild a signal by solving a 
system of linear equations. 

In [102], the difficulty of blind multiband signal 
renovation was first presented and solved by using a 
multi-coset variety scheme. In a blind signal rebuilding, 
the frequency hold of the signal is not recognized a 

priori. Under certain circumstances on the sampling rate 
and the amount of channels, a proper option of the time 
offsets among the sampling channels guarantee a 
unique reconstruction in casing that the signal bands 
position are known a priori [103], or unidentified a priori 
[102,104,105]. 

The main benefit of a multi-coset sampling 
scheme is the capability to construct a universal variety 
pattern [103], [105]. The algorithms for blind indication 
recovery of [105] and the adequate conditions for their 
success rely on these possessions. However, in order to 
gain a high achievement rate, the sampling should be 
performing using elevated number of sampling 
channels. Moreover, in organize to obtain the theoretical 
least sampling rate; the bandwidth of the indication 
bands should be equal. 

In the same rivulet of context Michael Fleyer et 
al[98]projected a new scheme for sampling and rebuild 
of a multiband sparse signals that reside in a small part 
of a given wide frequency range under the limitation of a 
small number of variety channels. The locations of the 
signal group are not known a priori. The method that 
referred as synchronous multi-rate sampling (SMRS), 
entails assembly samples synchronously at few 
dissimilar rates whose sum is significantly inferior than 
the Nyquist sampling rate. The indication are 
reconstructed by verdict a solution of an 
underdetermined scheme of linear equations by 
applying a chase algorithm and assuming that the 
clarification is composed of a least number of bands. 

The sampling outline of the SMRS scheme can 
also be obtained by using an corresponding multi-coset 
sampling proposal. However, since the necessary time 
shifts between dissimilar sampling channels is very 
small, such a proposal cannot be practically apply. 
Moreover, the number of channels in the corresponding 
multi-coset sampling method is very high (on the order 
of 55 in one of our realistic examples). The equivalent 
multi-coset proposal enabled us to evaluate the 
empirical reconstruction achievement rate of SMRS to 
the rebuilding methods in [105] for the practical difficulty 
studied in this manuscript. In [105], two algorithms 
indicate by SBR4 and SBR2 are given for a blind 
rebuilding of sparse multiband signal. Since the variety 
pattern in the equivalent multi-coset proposal was not a 
universal pattern, we might not implement the algorithm 
illustrate in SBR2 that enables a faultless reconstruction 
by using less sampling channels than necessary in 
SBR4 algorithm. We have realized the SBR4 algorithm 
and evaluate its performance to our rebuilding method. 
The rebuilding method described in this manuscript 
gives a superior empirical reconstruction achievement 
rate than obtained by using SBR4 algorithm for four 
group complex-valued signals and for genuine signals 
with a total bandwidth that is a smaller amount than one 
fifth of the entirety sampling rate. The higher 
achievement rate is obtained since when the variety rate 
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in each channel is high, the prospect that a sparse 
signal aliases concurrently in all sampling channels turn 
into very low in the SMRS scheme. It is inferior than a 
multi-coset sampling proposal in which, because all 
channels sample at the similar frequency, an alias in 
one conduit is equivalent to an pseudonym in all 
channels. A universal variety pattern that ensures a ideal 
reconstruction in a multi-coset sampling proposal [103] 
can be obtained with a lesser total sampling rate than 
essential by the SMRS scheme. However, such a 
proposal requires a superior number of channels than is 
necessary in the SMRS scheme to attain comparable 
empirical rebuilding success rate. This number can be 
prohibitively elevated, rendering such a sampling 
scheme unrealistic when implemented with electro–
optical scheme. 

Observation: The described multi-rate 
synchronous variety scheme is destined for blind 
reconstruction of thin multiband signals using a little 
number of sampling channels whose entirety sampling 
rate is considerably lower than the Nyquist rate. This 
proposal is an alternative approach to a multi-coset 
variety scheme appropriate when the number of 
sampling channel is inadequate. It also yields a 
important improvement evaluate to the previously 
published multi-rate asynchronous proposal. The 
scheme is especially successful when the sampling rate 
of every sampling conduit is high. The reconstruction 
technique introduced is associated with a decline 
procedure and a band-sparsest alteration of a common 
pursuit algorithm. If the illustration signals acquire some 
reasonable properties, then projected model is 
auspicious to grow high empirical reconstruction 
accomplishment rate. 

Multi-rate fir filter banks are linear occasionally 
shift variant (LPSV) scheme [107,108,109], where the 
shift variance is origin by non-ideal anti-aliasing filtering 
in the decimation phase. In a similar way, non-ideal anti-
imaging filtering in the exclamation stage implies that 
ephemeral a wide sense stationary (WSS) casual signal 
through a channel of a multi-rate filter bank usually 
introduces cyclic nonstationarities into the indication, 
making the output indication wide sense cyclostationary 
(WSCS) slightly than WSS (see, e.g., [110]). For multi-
rate filter banks, interrupted shift variance and the cohort 
of cyclo-stationarity are intimately related [111], [112]. 
Moreover, they are matching in the sense that, while 
transfer variance is generally analyzed using 
deterministic contribution signals [113,114,115,116] the 
scrutiny of cyclo-stationarity by description pertains to 
random signals. 

In this circumstance Til Aach et al[106] provided 
a unified framework to calculate both shift variance of 
the LPSV scheme and the amount of cyclo-stationarity it 
generates. In this deference, the key concept is the 
covariance machinist associated to an arbitrary variable. 
Cyclo-stationarity of the erratic translates to LPSV 

properties of the machinist, and vice versa. An analysis 
was manner on the effects of an LPSV scheme on 
deterministic and statistical indication within a unified 
structure by quantifying shift variance of machinist [117]. 
For this reason, initially considered a Hilbert space norm 
that quantifies the episodic shift variance of an LPSV 
machinist T via the expanse to its nearest shift invariant 
machinist, as previously recommended in [118], and 
then turned to arbitrary signals. 

To measure the quantity of (wide sense) cyclo-
stationarity in an arbitrary signal in a manner consistent 
with projected treatment of shift variance and distinct the 
covariance operator C connected to the random signal. 
The covariance machinist C regards the covariance 
matrix or autocorrelation purpose of the random signal 
as a description of a linear scheme. The key observation 
is that this scheme is LPSV if and only if (iff) the random 
indication is WSCS. In exacting, the system is shift 
invariant iff the arbitrary signal is WSS. Hence, pertain 
the shift variance measure distinct above for 
deterministic signals to the covariance machinist of a 
WSCS random signal offer a measure of its cyclo-
stationarity implicit as the distance to the adjacent 
stationary autocorrelation, or consistently, as the 
distance from C to its adjacent shift invariant operator. 
The covariance machinist associated to the output 
indication of an LPSV operator is known by the 
concatenation of the covariance machinist of its input 
with the LPSV machinist and its ad joint. Hence, 
applying the shift discrepancy measure to the 
covariance machinist of the WSCS output signal of an 
LPSV machinist with WSS input provides determine for 
the amount of cyclo-stationarity produce by the LPSV 
scheme. The effects of LPSV system on WSS random 
signals are, yet, only partly captured by probing the 
cyclo-stationarity generated. For an inclusive analysis of 
LPSV possessions on random signals which go outside 
their covariance structure, the research aimed to 
examine the dissimilarity caused in the output indication 
when system operator and shift machinist are 
interchanged. For WSS or WSCS input signals, this 
dissimilarity process is WSCS, and can be enumerate by 
the expected shift variance over one sequence, and 
then resultant analytical Fourier domain terminology of 
these measures for multi-rate strain banks. Finally 
functional these to evaluate various seriously sampled 
two-channel perfect renovation (PR) filter banks with 
arbitrary input signals, and rank the filter banks with 
deference to generation of cyclo-stationarity and 
probable shift variance. 

Observation: Starting from custom in Hilbert-
space (originally initiate in [118]), Til Aach et al[106] first 
urbanized a coherent framework for enumerate the shift-
variant effects of LPSV scheme on deterministic signals 
as well as their cyclostationary possessions on WSS 
random signals. The link between the deterministic and 
the statistical loom was formed by the covariance 
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machinist. The framework combine criteria urbanized in 
our previous analyses of shift variant [113] and cyclo-
stationary [112] possessions, while at the same time 
given that a unified view by connect Greens functions to 
the covariance structures of random signals at the 
production of LPSV systems. The WS-cyclo-stationary 
perspective is, however, limited to an assessment of the 
said covariance configuration, and does not permit a 
genuine evaluation of shift conflict on random signals 
going past their covariance structure. The extension 
projected by Til Aach et al[106] gain a new measure, 
namely projected shift variance that is justified by  
logical spectral-domain similes of the various criteria, 
consequent invariance properties and sharp higher 
estimates. 

V. Conclusion 

Overall seven papers [13, 27, 43, 71, 95, 98, 
106] published in IEEE transactions on Signal 
Processing of tenure 2004 to 2012 discussed in this 
contemporary affirmation of the recent literature. These 
papers covered different aspects of advanced multi-rate 
signal processing techniques and low-
complexity/reconfigurable/programmable DSP 
implementations for wireless communication systems. In 
this review context, we can conclude that there is much 
scope for research in advanced multi-rate signaling 
models. Due to magnitude changes in multimedia 
transmission methodologies in wireless communication 
networks, transmission channel sharing is in particular, 
the QoS factors such as bandwidth utilization and signal 
noise reduction become key factors. Hence the driving 
future research in this context will be auspicious to 
device multi-rate signaling models, which can effective 
in QoS factors without compromising at computational 
scalability and infrastructure adaptability. 
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Abstract - This paper is focused on a new solution for 
congestion avoidance in ad hoc multicast routing by bearing 
the congestion situations. As the routing strategy belongs to 
Medium Access Level, the routing strategy is named Medium 
Access Level Multicast Routing short MALMR. MALMR is 
aimed at Congestion Avoidance in Multicast Mobile Ad hoc 
routing protocol. The present MAC level routing strategy is 
independent which can work with any multicast routing 
protocol irrespective of tree or mesh structure. During the 
study of MALMR performance, the MALMR tested along with 
On-Demand Multicast Routing Protocol where simulation 
results proved that MALMR raises the performance of ODMRP 
in order of magnitude. 
Keywords : Multicast, on-demand routing, congestion 
control, ad hoc network, MALMR. 

I. Introduction 

reat numbers of routing protocols for Ad Hoc 
network are presented by classifying from many 
aspects. Protocols are of three types such as 

reactive protocols, proactive protocols and composite 
protocols that integrate the discovering process of the 
above ones. Depending on the structure of network 
topology, the protocols are divided in two types. They 
are plane ones and clustering ones. Depending on load 
balance mechanism, the protocols are grouped as 
single path ones and multi-path ones. A great number of 
routing protocols such as Dynamic Source Routing 
(DSR), Ad Hoc On-Demand Distance Vector Routing 
(AODV), Destination-Sequenced Distance-Vector 
Routing (DSDV), Temporally Ordered Routing Algorithm 
(TORA) and Zone Routing Protocol (ZRP), are identified 
but the possibility of using them and their efficiency 
remained doubt in view of the only min-hop metric as 
routing selection criterion. MANET has no difference 
between a host and a router, because all nodes are 
senders or receivers and also forwarders of traffic where 
all MANET members can deleted easily. Having high 
mobility nature, MANETs can be used in the 
environments, which need robust and reliable capacity 
like military battlefield, emergency rescue, vehicular 
communication, mining operations etc. For these 
applications,   multicast  is   paramount   and   helpful  in 
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holding down network bandwidth and resources, as one 
message from one source can be sent to multiple 
receivers at a time. The main risk for multicast routing in 
MANETs is maintaining of robust capacity even in the 
condition of frequent, mainly high-speed agility and 
nodes outages. So mesh-based protocols builds a 
mesh for forwarding multicast packets for sending even 
in the presence of links breaking, and reaches 
robustness and reliability demands with path repetition 
owing to meshes on networks. Present multicast routing 
protocols for MANET is divided into two types: tree-
based and mesh-based protocols. The tree based ones, 
i. e. MAODV (Multicast of Ad hoc On Demand Distance 
Vector) generally have tree-based schemes, unfits high-
speed ad hoc networks. Common mesh-based 
multicast routing protocol is ODMRP (On-Demand 
Multicast Routing Protocol)[2], that uses the concept of 
forwarding group, builds multicast mesh that is done in 
soft state and acquires high performance [3, 4]. In [5], 
V. Kumar, et al. obtains comparative conclusions about 
MAODV and ODMRP based on the simulation results. 
Even though the performance of all multicast protocols 
degrade in terms of packet sending and group reliability 
as node mobility and traffic load augments, mesh-based 
protocol ODMRP do better job than tree-based protocol 
MAODV. ODMRP can bring forth decent robustness 
based on its mesh structure. MAODV performs less 
when compared to other protocols in packet delivery 
ratio and group reliability.  

II. Related work 

Based on the researches on real life Ad Hoc 
network and references, it is seen that a prodigious of 
real life Ad Hoc networks works without following rules 
which are included in our theoretical analysis. In contrast 
to above, selfish nodes hinder the network process. The 
selfish nodes are intended in participating of the natural 
network information exchange procedure like routing 
discovery, routing maintenance and packets forwarding 
etc. The reason for selfishness of these nodes comes 
from the various advantages of various organizations 
who own the various groups of nodes. Because of the 
existence of selfish nodes, a few relay nodes remains as 
“hot spots” which leads to “death” due to power 
decrease resulting in total disabling of entire network. 

G 
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MALMR: Medium Access Level Multicast 
Routing for Congestion Avoidance in Multicast 

Mobile Ad Hoc Routing Protocol



Prashant Dewan et al. said in [6] that, particular nodes 
in an Ad Hoc network might become antagonistic and 
thus refuse to cooperate with each other. In addition to, 
Ad hoc network posses semiautonomous nodes owned 
by different entities may not be distributed with common 
goal, and thus the nodes may not work together which 
is supposed to do. In [7], Buttayan et.al; presented 
“Nuglets” protocol for reducing the impact of nodes 
selfishness on entire network performance. The 
effectiveness gets “rewards” and in efficiency will be 
given “penalties”; In [8],”SPRITE” protocol is designed 
to control the selfishness by constructing a credit 
clearing service(CCS) server which provides a credit to 
every node in the network. The node selection depends 
on its credit for path. The above mentioned protocols 
focused on selfishness of nodes and how to overcome 
this selfishness. Whatever may so, implementation 
contains complexity in the channel fading, 
retransmission and collision etc. Thus these protocols 
remain incompetent.  

III. Medium access level multicast 
routing (malmr) 

The core point of MALMR is reliability 
transmission of every packet to every neighbor. The 
presented MALMR designed using a transmission 
window structure that influenced by IEEE 802.11 
transmission structure, thus a brief operational overview 
of 802.11 transmissions is as follows.  

a) IEEE 802.11 Transmission Overview 
IEEE 802.11 used a collision avoidance scheme 

including RTS/CTS/ACK control frames for transmission 
of unicast packets. In 802.11, the Distributed 
Coordination Function (DCF) shows the basic access 
method that mobile nodes uses for sharing wireless 
channel. The scheme combines CSMA with Collision 
Avoidance (CSMA/CA) and acknowledgement (ACK). 
The mobile nodes based on need they can use the 
virtual carrier sense mechanism which provided 
RTS/CTS exchange for channel reservation and 
fragmentation of packets in situations. The CSMA/CA 
works in transmission of senses the channel. If the 
channel is free for a time equal to the DCF Inter Frame 
Space (DIFS) interval, the node transmits. If the channel 
is busy, the node enters a state of collision avoidance 
and backs off from transmitting for a specified interval. 
In the collision avoidance state, the node sensing the 
channel busy will suspend its back off timer, only 
resuming the back off countdown when the channel is 
again sensed free for a DIFS period. Common 
sequence of exchanges in 802.11 utilizing the virtual 
carrier sensing mechanism contains the source node 
first sensing the channel utilizing CSMA/CA. After the 
execution of CSMA/CA, RTS is transmitted by the source 
node, which follows responding of node with CTS, after 
responding the source node sends the data frame and 

subsequently with the conformation of destination node 
with an ACK to the source node. Receiving RTS, CTS or 
data frame is not real destination of any node but it 
should complete the data exchange is real destination 
of node. For broadcast packets, IEEE 802.11 nodes 
simply execute collision avoidance and then transmit the 
data frame.  

b) MALMR Transmission Window Structure 
MALMR, multicast node nm need to manage 

two lists, target nodes list (TNL), which is hop level 
destinations, Frames Sent (FS), transmission history. 
Receptions of frames (RTS/CTS/DATA/ACK/HELLO) are 
used by nm  to maintain track of its targeted nodes. 
Every nm also maintains a FS. The FS contains copies 
of the frames which are already transmitted which may 
be need even later for retransmission. After receiving by 
neighbor a copy will be removed from the FS. FS size 
must be larger than targets number for any nm . In 
addition to the FS, there is possibility of storing yet to be 
transmitted packets which is called. Every target node 
maintains a list for frame received which is symbolized 
as FR. FR stores when a target node receives a new 
frame, it records the frame’s sequence number in FR. 
When a nm node transmits RTS to a destination node 
specifying a range of (from and to) sequence numbers, 
the destination node examines its FR to determine 
whether it is missing any previous sequence numbers in 
the specified range. If so, the destination node replies 
with the missing sequence number in the CTS response.  
Generally in MALMR, If an “ nm ” has to transmit a 
packet, it should first test the channel and then a 
collision avoidance (CSMA/CA) step like that of 802.11. 
After the collision avoidance step completion the 
channel becomes free, the nm  sends RTS to its target 
picked from TNL from particular range of sequence 
numbers which are already sent where the present 
sequence number is to be transmitted. All the process 
will be achieved by pulling the least sequence number 
from the FS and defining it into the RTS frame with the 
present sequence number which is expected by the 
source node. After receiving the RTS, the determine 
target test its FR and decides the needed sequence 
numbers. CTS response frame will react if the target 
node doesn’t find precedent sequence number.  

Similarly, CTS response frame will also react 
even in case of present sequence number. All other 
targets hearing the RTS will yield long enough for the 
CTS/DATA/ACK transmission. Upon the receiving of the 
CTS, the “ nm “transmits the DATA (packet) according 
to the sequence number determined in the CTS frame. 
After receiving the DATA, the target node updates its FR 
and answer with an ACK. Remaining neighboring nodes 
which receive the DATA updates their FR. After receiving 
the ACK, if the DATA sent DATA is wrong but obtain 
from the buffer, the source node its process with the 
destination node with another RTS until the present 
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DATA is sent from the queue. After transmission of the 
present DATA and acknowledged, the source node then 
buffers the packet and chooses the next neighbor in its 
NEIGHBOR LIST and repeats the whole process over 
again then the collision avoidance step is neglected. In 
MALMR, ordered first strategy is used that picks a target 
node from TNL chronologically. During this process 
target nodes order changes depending on their current 
ingress ability status. The ordered first strategy sends 
packets and works comfortably. If, there are no packets 
for transmission of queue, the ordered first process will 
be stopped until next target in the TNL received all the 
broadcast DATA until there is a new packet to send. For 
preventing this, MALMR utilizes flag cs that set to true 
and then next node in the TNL will be selected and the 
ordered first process repeats. In between if new 
sequence numbers joined then flag cs will be set false 
then remaining targets are visited in the ordered first 
process without considering the current sequence 
numbers if any. Upon the completion of RTS to all 
targets in ordered first process if still no new sequence 
numbers are identified then ordered first process stops 
the RTS process till there a new packet is ready for 
transmission. If new sequence numbers is identified 
then the flag cs  sets wrong and ordered first process 
repeats.  

IV. Congestion avoidance in odmrp 
using malmr 

A few multicast routing protocols contains 
AMRoute[9], AMRIS[10], CAMP[11] , multicast 
AODV[12], and the On-Demand Multicast Routing 
Protocol (ODMRP)[13, 14, 15]. ODMRP distracts 
multicast packets on a mesh in place of the traditional 
multicast tree. By utilizing a mesh, ODMRP bring out 
excess to combat packet loss in ad hoc networks where 
channel noise, collisions and mobility are universal. With 
low traffic load, ODMRP does efficiently. Nevertheless, 
as traffic load augments, ODMRP continuously suffers 
from network congestion. Though this disadvantage is 
not limited to ODMRP it is wide spread among other 
multicast protocols. The present paper introduces a new 
MAC protocol, MALMR that allows reliable MAC 
broadcast in ad hoc networks. In addition to, by excess 
using MALMR, it is said that congestion control in 
ODMRP decreases network load when contention is 
high. This MALMR is not limited only to ODMRP but can 
apply even on other multicast protocols, like multicast 
AODV. ODMRP protocol is explained in the sub section I 
and ODMRP with our congestion avoidance scheme 
MALMR is explained in the sub section ii where 
simulation results are provided in section 4. 
Subsequently, section 5 explains the conclusion of the 
paper. 

 
 

a) On-Demand Multicast Routing Protocol 
ODMRP creates a group-shared forwarding 

mesh for every group. Every source carries out periodic 
flood-response cycles creating multicast forwarding 
state without depending on present forwarding state. 
The frequent state discovery helps the protocol to find 
the present simple paths between every source and the 
multicast receivers and develops the boisterous 
protocol due to multiple forwarding paths may present 
between group members. Due to this ODMRP’s packet 
send number of sources and receivers per multicast 
group augments and even sometimes increases 
mobility: the repeat forwarding state devises ODMRP’s 
packet produces ability due to it behaves error 
correction, and does the protocol robust to mesh. 
Nevertheless, the frequent identification produces and 
great number of data transmissions identically 
augments network load.  

Ever multicast source for a group G in ODMRP 
regularly moves the network with a JOIN QUERY packet 
that forwards by all nodes in the network. REFRESH 
INTERVAL, e. g., every 3 seconds send by this packet. 
Every multicast receiver reacts to this flow by delivering 
a JOIN REPLY packet that is forwarded in a simple path 
back to the multicast source that started the QUERY. 
Anterior of forwarding the packet, every node waits for 
JOIN AGGREGATION TIMEOUT, and mixes all JOIN 
REPLYs for the group received during this time into one 
JOIN REPLY. Every node that forwards the REPLY 
packet generates (or refreshes) forwarding state for 
group G.  

Every node with forwarding state for G forwards 
every data packet delivered by a multicast source for G. 
A data packet use the simplest paths to the multicast 
receivers within the forwarding mesh, it may even 
forwarded to other sources of the group who are group 
members. Forwarding state is ceased after a multiple of 
regular breaks to assure that in the event that some 
number of forwarding nodes’ multicast state is not 
refreshed due to packet loss, the forwarding state 
generated from a earlier flood is also authenticated. This 
mechanism develops the boisterous protocol, where 
many overlapping trees will be activated in the network 
parallel; everything is produced finally by JOIN QUERY 
flood [16].  

i. Multicast route discovery 
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In MALMR, route finds is started and managed 
by the source. When the source contains packets for 
transmission for a certain multicast group, the source 
first decides if there is a route to the group. If a route is 
not present, MALMR tries to create one through the 
route finding process. The route finding process is equal 
to on-demand unicast routing protocols like AODV [17] 
and DSR [18]. Route discovery process has two steps.



  
In the request round, the source moves the 

network with a member advertisement packet with the 
data piggybacked which is named as JOIN QUERY. 
These JOIN QUERY packets regularly broadcast to the 
total network to refresh membership information and 
recreate new multicast routes. After receiving a non-
duplicate JOIN QUERY, a node inserts or updates in its 
ROUTING TABLE the upstream node indicates as the 
next node to the source node. The ROUTING TABLE 
can also be utilized even in a JOIN REPLY depending 
on need of the source during the reply round, called as 
backward learning [19].  

  
After reaching a non-duplicate JOIN QUERY to 

multicast member the reply round starts. In the reply 
round, the multicast member generates and broadcasts 
JOIN REPLY packet to the network with the address of 
the node the member receives the JOIN QUERY from 
stamped in the JOIN REPLY. After receiving the JOIN 
REPLY, a node decides if its address is stamped in the 
JOIN REPLY. If so, the node knows it is on the path to 
the source and set the path 
FORWARDING_GROUP_FLAG and be a part of the 
forwarding group. After that, the node resends JOIN 
REPLY with the upstream node address to the source 
stamped in the JOIN REPLY. The upstream node 
address is got from the ROUTE TABLE via backward 
learning. This process goes on until the JOIN REPLY 
meets the source. The source receives JOIN REPLY, a 
mesh of nodes, or forwarding groups, is formed and 
packets can be sent to the members.  

  
ODMRP manages the group by regular 

broadcasting JOIN QUERY to the network and receiving 
JOIN REPLY. The regular broadcast of JOIN QUERY 
updates the forwarding group nodes and takes 
membership fluctuations.  

b) On-Demand Multicast Routing Protocol With 
Congestion avoidance 

To accomplish congestion avoidance, MALMR 
is utilized as the underlying MAC layer. MALMR is 
needed because ODMRP broadcasts data packets to all 
neighbors in spite of sending them point-to-point to 
choose individual neighbors, as causally done by 
multicast protocols. The underlying MAC protocol 
utilized for broadcast, CSMA avoiding ACK. CSMA, the 
queue length will denote perfect measure of congestion. 
Broadcast packets are sending “blindly”. If the packet is 
not reached because of receive-buffer excess flow or 
channel congestion. it is stopped and no retransmission 
is done. Accordingly, even in presence of congestion, 
the queue length is small. In opposite to, the version of 
the IEEE 802.11 protocol utilized in unicast, point-to-
point transmissions is filled with RTS and CTS control 

packets and ACKs. It is used against receive-buffer 
overflow and hidden terminals, and thus supplies 
perfect congestion feedback. This unicast version 
accordingly is not so attractive for multicast applications 
because it cannot misuse “broadcast advantage” of the 
wireless channel, and needs an individual transmission 
to every multicast member. Hence, MALMR is required 
to perfect description of the network state via queue 
lengths as MALMR supply reliable delivery of packets 
that are broadcasted in the context of multicast.  

i. Congestion Avoidance 
MALMR effectively eliminates the congestion by 

adapting to ordered first sequence to cast the packet all 
target nodes in broadcast manner. Here the MALMR 
process surveyed with an example. 

 

Fig. 1 :  Tree Representation of example multicast model 

 

Fig.
 
2

 
:
 
Mesh Representation of example multicast 

model
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a. Request Round

b. Reply round

c. Route maintenance



 

Fig. 3 : An example of group formed in tree based 
multicasting 

 

Fig. 4 : An example group formed in mesh based 
multicasting 

The concept of MALMR is explained with an 
example. First of all we take a tree based multicasting as 
in figure 1 or mesh based multicasting as in figure 2. 
The fig 3 and fig 4 denotes a group linked with dotted 
line formed during path finding. For descriptive 
convenience same group denotation in tree and mesh 
(fig 3 and fig 4) is used. We now imagine that node H5 
desires to multicast packets to H1, H4, H6, H9 in Figure 
3 and fig 4. At the stage of transmitting first packet Node 
H5 first decides a target node H1 from TNL and sends 
RTS with sequence numbers ranging from f0 to f0 since 
no DATA frames have yet been sent. Node H1, upon 
receiving the RTS frame, responds with sequence 
number f0 in the CTS frame. Nodes H6, H9, and H4, 
after receiving the RTS frame, gives for the 
CTS/DATA/ACK interchange between node H5 and H1. 
After receiving the CTS frame, node H5 multicasts DATA 
with sequence number 0 in broadcasting manner. Node 
1, after receiving DATA, updates its FR and responds 
with an ACK. For explanation requirement, a node H6 
did not receive the DATA (possibly due to interference 
from neighboring nodes) while node H9 and H4 
received the DATA perfectly. Hence, node H9 and H4 
also update their RF. After receiving the ACK, node H5 
copies the DATA that was delivered into the FS and 
goes on to choose nodes from TNL in ordered first form. 

If we imagine that node H6 chosen in order as 
immediate neighbor for transmission after executing the 
collision avoidance round, node H5 delivers RTS with 
sequence number range f0 to f1. After receiving the 
RTS, node H6 looks its FR and noticed that frame f0 
haven’t received. Node H6 then delivers CTS desired 
sequence number f0. Node H5, after receiving the CTS, 
gets the DATA with sequence number f0 from the FS 
and transmits the DATA. After receiving the DATA, node 
H6 updates its FR and responds with an ACK. Upon 
receiving the ACK, node H5 delivers RTS repeatedly with 
sequence number range f0 to f1 since the most recent 
DATA will not been sent. Node H6, after receiving the 
RTS, delivering CTS with sequence number 1 after 
checking its FR. Node H5, upon receiving the CTS, 
sends the DATA with sequence number f1. Node H6, 
after receiving the DATA, response with an ACK Again, 
for explanation process , let’s say nodes H1, H9 and H4 
receive the DATA and update their respective FR. Node 
H5, after receiving the ACK, buffers the DATA in FS and 
selects node H9 as its immediate neighbor. After the 
collision avoidance round, node H5 transmits RTS with 
sequence number range f0 to f2. After receiving the 
RTS, node H9 inquiry its received sequence number list 
and delivers CTS requesting sequence number f2 (since 
f0 and f1 were successfully received previously). Node 
H5, after receiving CTS, transmits DATA with sequence 
number f2. Node H9, after receiving DATA, transmits 
ACK and updates its FR. Node H5, after receiving ACK, 
buffers the DATA in FS, choose node H4 as it’s 
immediate neighbor to transmit to, and the process 
starts again . In this process if node H5 found that no 
data with new sequence numbers available, then it set 
flag cs true and goes on delivering RTS with sequence 
range already delivered and cached in FS to nodes in 
TNL in ordered first form. After sending RTS to all the 
nodes in TNL, checks for data. If still no data with new 
sequence numbers then this process stops till it 
discovers data with new sequence numbers. If data is 
discovered with new sequence number then flag cs  
sets to wrong and promotes multicast process.  

ii. MALMR Algorithm 

Description of the notations 

I.
 nmNode participating in multicasting

 

II.
 nuNode participating in one of the unicasting 

path of nm  

III.
 TNLTarget Node List

 

IV.
 

nmbp Buffer of Packets to multicast at nm  

V.
 

nmFS 
 
Buffer of Frames already sent by nm  

VI.
 

tnFR Buffer of frames received by target node 

tn that listed in TNL  

VII.
 cs 

Boolean flag
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Input: 

TNL , nmbp , cs true←  

Algorithm:
 

1.

 
Begin

 

2.

 
Fetch { | }i itn tn TNL∈ that fetched in ordered first 

manner for 1.... | |i TNL=
 

3.

 
Fetch sequence numbers range ,....fo fl of the 

frames such that fj FS∈ for each 0,...j l=
 

4.

 
If nmbp is not empty

 

5.

 
Begin

  

6.

 
Set cs false←

 

7.

 
Pick next sequence number sn of the packet to be 
multicast. 

 

8.

 
Send sequence numbers range { ,... , }fo fl sn to 

itn and wait for response from itn
 

9.

 
Receive the sequence number rsn of the frame 
from itn

 

10.

 
If rsn sn≅

 

11.

 
Begin

 

12.

 
Multicast new packet from nmbp and wait for 

acknowledgement from itn
 

13.

 
End of block Started at line  3

 

14.

 
Else if { 0,... }rsn f fl∈

 

15.

 
Begin

 

16.

 
Multicast cached frames of range { ,.... }rsn fl in a 
sequence. And then multicast new data packet from 

nmbp with sequence number sn
 

17.

 
End of block Started at line  4

 

18.

 
End of block Started at line  2

 

19.

 
Else if nmbp is empty and cs true≠

 

20.

 
Begin

 

21.

 
Set cs true←

 

22.

 
Fetch { | }k ktn tn TNL∈ that fetched in ordered first 

manner for .... | |k i TNL=
 

23.

 
Begin

 

24.

 
Fetch sequence numbers range ,....fo fl of the 

frames such that fj FS∈ for each 0,...j l=
 

25.

 
Send sequence numbers range { ,... }fo fl to ktn
and wait for response from ktn

 

26.

 
Receive the sequence number rsn of the frame 
from ktn

 

27.

 
If { .... }rsn fo fl∈

 

28.

 
Begin

 

29. Multicast cached frames of range { ,.... }rsn fl in a 
sequence.  

30. End of block Started at line  7 
31. End of block Started at line  6 

32. Set i k←  
33. End of block Started at line  5 

34. Else if nmbp is empty 
35. Halt a time interval ti and go to step 1 
36. End of block Started at line  1 

In step 12, 16 and 29 all nodes of list TNL also 
receives those frames and according their respective
FR status they update FR , that is if the nodes not 
found that frame in their respective FR then updates 
otherwise discards.  

In step 12 and 16, if acknowledgement received 
from target node itn then the node nm updates it’s 

nmFS by adding new sequence number to nmFS  

V. Simulations and Results 
Discussion 

NS 2 is used in doing experiments. We create a 
simulation network with hops under mobility and count 
of 50 to 200. The simulation parameters explained in 
table 1. Authentication ensures that the buffer is properly 
allocated to valid packets. The simulation model aims in 
comparing ODMRP with MALMR and ODMRP. The 
performance examines of these two brings out against 
to the metrics displayed in the given table:  

Number of nodes Range 50 to 200 
Dimensions of space 1500 m × 300 m 
Nominal radio range 250 m 
Source–destination pairs  20 
Source data pattern (each) 4 packets/second 
Application data payload size  512 bytes/packet 
Total application data load range 128 to 512 kbps 
Raw physical link bandwidth 2 Mbps 
Initial ROUTE REQUEST timeout 2 seconds 
Maximum ROUTE REQUEST 
timeout 

40 seconds 

Cache size 32 routes 
Cache replacement policy FIFO 
Hash length 80 bits 
certificate life time 2 sec 

Table1 :  Simulation parameters that we considered for 
experiments 

The metrics to verify the performance of the 
present protocol as follows: 
 Data packet delivery ratio: Data packet delivery ratio 

is calculated as the ratio between the number of 
data packets that are delivering by the source and 
the number of data packets that are received by the 
sink.  
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 Packet Delivery Fraction: It is the ratio of data 
packets send to the destinations to those created 
by the sources. The PDF says about the 
performance of a protocol that how successfully the 
packets have been send. Higher the value produces 
the better results.  

 Average End to End Delay: Average end-to-end 
delay is an average end-to-end delay of data 
packets. Buffering during route discovery latency, 
queuing at interface queue, retransmission delays at 
the MAC and transfer times, may cause this delay. 
Once the time difference between packets sent and 
received was recorded, dividing the total time 
difference over the total number of CBR packets 
received provided the average end-to-end delay for 
the received packets. Lower the end to end delay 
better is the performance of the protocol.  

 Packet Loss: It is defined as the difference between 
the number of packets sent by the source and 
received by the sink. In our results we have 
calculated packet loss at network layer as well as 
MAC layer. The routing protocol forwards the packet 
to destination if a valid route is known; otherwise it is 
buffered until a route is available. There are two 
cases when a packet is dropped: the buffer is full 
when the packet needs to be buffered and the time 
exceeds the limit when packet has been buffered. 
Lower is the packet loss better is the performance of 
the protocol.  

 Routing Overhead: Routing overhead is calculated 
at the MAC layer which is defined as the ratio of 
total number of routing packets to data packets.  

Figure 5(a) displays the Packet Delivery Ratio 
(PDR) for ODMRP [15] and ODMRP with MALMR. 
Depending on the results it is clear that MALMR reduces 
the loss of PDR that observed in ODMRP [15]. The 
approximate PDR loss recovered by MALMR over [15] is 
14. 471%, this is an average of all pauses. The minimum 
individual recovery observed is 5. 91% and maximum is 
30. 345%.  
The packet delivery fraction (PDF) is denoted as: 

1
'

1 * '

e
f

f f

R
P

N

P P
c

=

=

=

∑
 

•
 

P
 
is the fraction of successfully delivered packets, 

 

•
 

c
 
is the total number of flow or connections, 

 

•
 

f
 
is the unique flow id serving as index, 

 

•
 

fR
 
is the count of packets received from flow f

 

•
 

fN
 
is

 
the count of packets transmitted to flow f . 

 

 

(a) Packet delivery ratio 

 

(b) Packet overhead comparison report 

 

(c) Mac load comparison 

Fig. 5 : Comparison of performance metric values 
between ODMRP with MALMR and ODMRP 

Figure 5(b) affirms that ODMRP with MALMR 
have stable packet overhead over ODMRP [15] where 
the magnitude growth in packet overhead in different 
pause intervals. Because of congestion avoidance 
routing mechanism of MALMR this benefit is possible. 
The average Packet overhead observed for 12 intervals 
in ODMRP with MALMR is 117. 9 more than packet 
overhead observed for 12 intervals in ODMRP. But the 
average growth of the packet over head in ODMRP is 
26. 36%, but in the case of ODMRP with MALMR, the 
average growth in packet over head is 3. 34%. This 
advantage of ODMRP with MALMR over ODMRP 
happens due to the collision and congestion avoidance 
strategy introduced in MALMR.  
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The advantage of ODMRP with MALMR over 
ODMRP in MAC load overhead control is shown in the 
Figure 5(c), . The average growth in MAC load over 
head in ODMRP with MALMR is 14. 32% is almost equal 
to MAC load overhead in ODMRP, which are 14. 17%, 
this resulted due to multicasting of the packets in 
MALMR to all target nodes unlike in ODMRP, a 
unicasting packet.  

VI. Conclusion 

This paper expatiate a MAC level multicast 
routing algorithm called “Medium Access Level 
Multicast Routing” i. e. MALMR. The present routing 
strategy aims at avoidance of congestion at group levels 
formed in multicast route discovery. This protocol 
derives an algorithm that transmits the data in multicast 
manner at group level unlike other multicast protocols, 
concentrating of data transmission in a sequence to 
every targeted node. Being independent, the MALMR 
works with group of either tree or mesh. The present 
mentioned MALMR is tested by associating with 
ODMRP where the simulation results indicated that the 
MALMR improves the PDR and reduces the Packet 
overhead of ODMRP in order of magnitude. It is further 
planned to develop an extension to MALMR which can 
even control the congestion besides avoiding 
congestion.  
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Analysis of Decentralized & Diverse Access 
Control (DDAC) Architecture 

Rajender Nath α  & Gulshan Ahuja σ  

Abstract - Access control refers to securing access to the 
resources and allowing access up to some defined level. This 
paper presents various approaches implementing access 
control in an open domain and carries an analysis of 
decentralized and diverse access control (DDAC) architecture. 
The DDAC architecture eliminates the role of centralized 
authority for managing and issuing users’ credentials. It allows 
the users to keep the right of disclosure of their attributes 
under the sole control of them and also ensures that the users 
are not able to modify the confidential credentials which have 
been registered and verified by various trusted attribute 
providers. This paper explains the metrics for carrying the 
analysis and then presents a theoretical and experimental 
analysis of the DDAC architecture. 
Keywords : Access Control, DDAC, Attributes, 
Credentials.  

I. Introduction 

pen and distributed nature of Internet assists 
users to use online services for the benefits of 
costs, time and efficiency. To avail theses 

services users are required to submit their credentials 
for the purpose of registration and further verification. 
The credentials supplied by a user may not be sufficient 
enough to grant the access to the requested service 
and a further verification may need to be carried by 
demanding some confidential and secret credentials 
from the user. 

However user may wish to disclose only basic 
set of credentials in the form of attributes and may 
decide to refrain from disclosing the confidential and 
sensitive attributes to service portals for the concerns of 
safety and privacy. This creates a requirement for 
trusted agencies, which can maintain private and 
confidential information of users and allow this 
information to be used by service providers without 
compromising privacy and security of user specific 
information.  

A significant research has been carried in the 
field of federated identity management, which makes 
possible to utilize the existing Identity management 
systems for realizing authentication and authorization 
decisions. In a federated system, Identity Provider (IdP) 
plays   an   important    role    and   issues  the   certified 
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credentials, which can be utilized at the service 
provider’s (SP) end. The scalability of such system is 
limited due to the need of IdP to act as a central 
authority and maintain credentials of ever growing large 
number of requesters.  

As more and more portals are offering online 
services, there is a strong need to provide 
authentication and authorization independent of any 
central authority. A decentralized environment must 
allow various attribute authorities to collaborate 
dynamically to produce a set of attributes, which are 
consumed by the service providers for providing 
services to the requesting users. The rest of this paper is 
structured as follows. Section II highlights various 
decentralized access control mechanisms. Section III 
describes in brief about the DDAC architecture and its 
components. Section IV presents the analysis of the 
DDAC architecture and finally Section V presents the 
conclusion 

II. RELATED WORK 

With the increase in number of service 
requesters and service providers, there was an increase 
in the complexity related with access management 
activities. The researchers started considering attribute 
management frameworks, which worked without 
involvement of any central authority to manage or 
process the users’ attributes. 

Cantor et al. [1], Chappell [2], Klingenstein [3], 
Jill et al. [4] approaches relied on IdPs and SPs for issue 
and consumption of attributes. The establishment of 
trust between IdPs and SPs required them to become 
part of the federated identity management. In federated 
system every IdP could define its own attribute release 
policy for each SP within the federation. The IdP had the 
full authority to decide about which attributes could be 
released to a particular SP based on the concerned 
access control policy. The service requester had no right 
to specify about attributes that could be released to an 
SP.  

Regina N. Hebig et al. [5] proposed a 
decentralized identity and attribute based access 
control approach. The authors described a prototype 
implementation with an architecture based on the 
standards XACML, SAML, WSPolicy, WS-SecurityPolicy 
and WS-Trust, which put the focus on sharing identity 
and attribute information across independent domains 
for the purpose of access control. 

O 

© 2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
III

  
V
er
sio

n 
I 

  
  
 

  

31

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r



A recent framework Aditi [6] for user centric 
identity federation enhanced the standard federated 
model with new IdP and SP components operated 
directly by users. These components were termed as 
user IdP and user SP, respectively to provide an 
interface between the user and the federation. In Aditi 
system, the user could obtain all attributes from the IdP 
and store them locally. Aditi addressed issues like 
redirection of user requests, use of cookies, removal of 
need for introduction of an SP to the identity federation, 
scalability, providing complete user control over his 
attributes, trust management in order to help the SPs to 
find out the trustworthiness of an IdP. In this approach 
all the attributes of the user were still kept with IdP and 
the user had to download all attributes from IdP to the 
card selector in order to utilize these attributes for 
authorization decisions. This provided users with full 
control over their attributes, which could be changed at 
the will of the user. Therefore ADITI framework was not 
well suited for service portals where users’ attributes 
were required to be verified without control of users over 
their own attributes and independent of any centralized 
authority.  

The problem evolved in relation to management 
of attributes in multiple federations. With the continuous 
and fast pace increase in the number of service 
requesters, the numbers of federations also increased. 
Each SP had to manage its linkages across multiple 
federations. This increased the complexity related with 
access management across multiple federations. 
Moreover, the IdPs still played the role of central 
authority for issuing and managing the attributes of 
users. There was a need for attribute management 
framework, which worked without involvement of any 
central authority to manage or process the user 
attributes.  

The DDAC architecture presented by Rajender 
Nath et al. [7] considered the use and verification of 
diverse attributes for supporting online services in a 
decentralized manner. It allowed utilizing diverse 
attributes without involvement of any centralized agency 
for management and issue of access related attributes. 
In the next section, we outline in brief about DDAC 
architecture and its components. 

III. Ddac architecture components

 

Fig.1.1 : Components of DDAC Architecture 

The DDAC architecture allows safe integration 
of users, service providers (SPs) and attributes 
authorities (AAs) for disclosure & utilization of the 
attributes. The DDAC architecture permits SPs to verify 
about the user’s attributes without involvement of any 
central authority. It eliminates the role of any central 
agency for issue and management of attributes and 

provides complete control over user’s attributes. Figure 
1.1 depicts the detailed view of the overall architecture. 

The DDAC architecture mainly comprises of 
four components such as (a) user attribute management 
(UAM) module (b) resource description search engine 
(RDSE) (c) web service interface (d) service manager. 
The UAM is a requester side module, which implements 
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three basic operations - attribute creation, attribute-
authority mapping, attribute storage. The RDSE provides 
both information collection and information retrieval 
functions for all SPs. It also provides the means for all 
trusted attribute providers (TAPs) to register their 
information, which is utilized by SPs to verify about 
users’ attributes. Each TAP provides a web service, 
which is accessed by the SPs, for verification of users’ 
attributes. The TAP provides the means for 
communication with the web service through a well 
defined service interface. The service manager is 
located on the SP’s end and is composed of six 
components such as (a) Policy Store (b) Controller 
Module (c) Users’ Registration List (d) Credibility Profile 
Level (CPL) Data Store (e) Credibility Verification Module 
(CVM) (f) CPL Computation Module. 

The policy store keeps information about users’ 
attributes along with the set of policies, which specify 
the rules and conditions under which access can be 
granted or denied. The Controller Module acts as the 
overall organizer for invoking and fetching response 
from the other components. Once a user sends a 
request for a service to an SP, the controller module 
intercepts the incoming request, invokes the credibility 
verification module (CVM) and directs it to process the 
service request. The CVM evaluates the registration time 
attributes against the registration list to verify whether 
user is already registered or not.  

The Users’ Registration List contains 
registration details about all those users who have 
already registered with an SP for accessing a service. 
The CPL data store contains the information about 
service access request related parameters. The CVM 
verifies the attributes against a data registry to check 
whether the requesting user is already registered or not. 
If the user is already registered, the CVM module 
invokes CPL computation module for calculating CPL 
value for the requesting user. Otherwise, the CVM 
module asks the user for registration and carries the 
verification through RDSE query. The CPL computation 
module computes the value for CPL based on service 
request related parameters 

The next section carries the analysis of DDAC 
architecture and presents the performance results. 

IV. Analysis of ddac architecture 

To analyze the merits of the DDAC architecture 
three main parameters have been identified such as (a) 
Performance (b) Time Effectiveness (c) Cost 
Effectiveness. The analysis of the DDAC architecture 
based on the above mentioned parameters is presented 
below: 

a) Performance 
The DDAC architecture is implemented using 

Java Framework. The portal interface has been deigned 
using Java Server Pages. The experiment is conducted 

on a 2.4 GHz Intel Dual Core Pentium machine with 1 
GB of RAM, Windows XP operating system. The 
attribute storage and retrieval services are provided by 
installing IBM Tivoli Directory Server for Windows on a 
remote site. A web service is implemented for receiving 
of verification request, query of attributes from Tivoli 
Server and generating response for the SP.  

The working of the architecture is tested for two 
different cases 

Case 1: For requests based on registration time 
attributes. 

Case 2: For requests based on registration time 
attributes & another set of attributes stored with TAP. 

The experimental details for first case are 
described as follows:- 

The experiment is performed for 100 requests, 
where each access request contains only registration 
time attributes. For each access request, the types of 
registration time attributes and threshold values are 
varied.  The CPL value is computed as per eq. 1, 2, 3 & 
4 and is normalized in the range of <1, 10>.  

 

Figure 1.2 :  Threshold Value vs. Number of Allowed 
Requests 

The obtained results as per figure 1.2 highlight 
that with the increase in threshold value the number of 
allowed access requests also decrease. At mid of the 
total threshold range, there is found a sharp decline in 
the allowed number of requests. A further increase in the 
threshold value results in the rejection of most of the 
number of access requests as their computed CPL 
value comes out as below than the permissible limits.  

The experimental details for second case are 
described as follows:  

The experiment is performed for 100 requests, 
where each request contains registration time attributes 
and another set of attributes, which are maintained with 
TAP. For each access request the types of registration 
time attributes and TAP’s attributes are varied. The 
experiment is conducted by varying the threshold values 
in the same intervals as in above presented case 1.  
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Figure 1.3

 

:

 

Threshold Value vs. Number of Allowed 
Requests

 

As Per Figure 1.3, It Is Found That For The 
Same Threshold Levels; Most of The Access Requests 
Are Allowed. A Further Increase in the Threshold Value 
Results in a Steady Decline in the Number of Allowed 
Requests. At Maximum Level of Threshold Value, Some 
Requests Are Still Allowed. Thus it is found that the 
Ddac Architecture Performs Well as Compared to 
Existing Access Control Mechanisms.

 

b)

 

Time Effectiveness

 

The use of DDAC architecture results in 
considerable saving in time required to deliver the 
required products to the requesters. The computation 
and use of CPL values for access request allows an SP 
to establish some degree of trust with the requesting 
client. The degree of trust further increases with the AR 
and PDR values associated with the same client. 

 

The time effectiveness of the DDAC architecture is 
calculated as follows:

 

Assuming that there are N numbers of requests 
for purchase of products and out of total of N requests, 
for P requests the products are returned for valid 
reasons and for Q number of requests due to some 
defaults.

 

Total time T1 required to serve N requests, 
when no verification is carried, is computed based on 
time required to deliver the product  (TD), time required 
to receive back the rejected product (TR) and time 
required to receive back the product in case of a default 
(TU).

 

)(*)(* D1 UDR TTQTTPT +++=

 

Now, considering the case where the 
verification is carried based on CPL value, the time T2 
required to serve N number of requests is computed as 
follows:

 
 

)(*2 RD TTPT +=  

The use of CPL value, leads to elimination of 
time caused by Q number of defaulting requests. 
The time effectiveness value (TE), which describes the 
total saving in time, is computed as  

21 TTTE −=  

         The value of TE results in a significant amount 
of saving in time for the organization. 

c) Cost Effectiveness 
         The DDAC architecture allows an SP to verify 
about the genuineness and validity of service requester. 
The services are provided only after ascertaining about 
the details about the requester.  
         The method employed in the architecture 
considers CPL as one important factor for serving users 
requests.  The CPL is computed based on the service 
request related parameters such as the number of times 
requested items accepted by the user on delivery, the 
total number of items supplied, timely payment, number 
of times delay occurred during payments, the time delay 
in payment, the time allowed for payment etc. The 
values of these parameters for a user varies based on 
the past transaction details interactions with an SP. The 
DDAC architecture has been designed in a manner that 
it significantly reduces the request processing overhead 
based on the CPL value of a user. This results in a 
considerable saving in terms of costs of delivery. 

V. Conclusion 

This paper has presented a theoretical and 
practical analysis of the working of DDAC architecture. 
The DDAC architecture works well in a decentralized 
manner and provides means by which various attribute 
providers can dynamically collaborate to utilize users’ 
attributes. The concept of CPL in DDAC architecture 
leads to reduction in the time required to verify service 
requests, based on the users’ credibility values and 
previous experiences. The change in the value of one or 
more attributes can be easily carried by trusted attribute 
provider without any hassles of intimation to any other 
party. The trusted attribute providers only provide the 
location and signature of web service in resource 
descriptive search engine. The information about 
signature of web service in resource descriptive search 
engine remains unchanged and do not effect any 
operation even when there is a change in the value of 
one or more users’ attributes. 
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Comparative Analysis of Routing Protocols for 
Mobile Adhoc Networks 

Dr. Gurjeet Singh α  σ & Er. Manish Goyal   

Abstract - Mobile ad-hoc networks (MANETs) are self-
configuring networks of nodes connected via wireless. This 
kind of networks is currently one of the most important 
research subjects, due to the huge variety of applications 
(emergency, military, etc...). In MANETs, each node acts both 
as host and as router, thus, it must be capable of forwarding 
packets to other nodes. Topologies of these networks change 
frequenly. To solve this problem, special routing protocols for 
MANETs are needed because traditional routing protocols for 
wired networks cannot work efficiently in MANETs. 

I. Introduction 

obile Ad-Hoc networks or MANET networks are 
mobile wireless networks, capable of 
autonomous operation. Such networks operate 

without a base station infrastructure. The nodes 
cooperate to provide connectivity. Also, a MANET 
operates without centralized administration and the 
nodes cooperate to provide services. Figure 1.1 
illustrates an example of Mobile Ad-Hoc network. 

 

Figure 1.1

 

:

 

Mobile Adhoc Networks

 

II.

 
Routing protocols for mobile 

adhoc networks

 

MANETs are necessary to have different routing 
protocols from the wired networks. There are three types 
of routing protocols for MANETS:

 

•

 
Table-driven (Proactive):

 

OLSR, TBRPF, DSDV 
(Dynamic Destination Sequenced Distance Vector), 
CGSR
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protocol), WRP (Wireless Routing Protocol), OSPF 
(Open Shortest Path First) MANET, etc. 

• Demand-driven (Reactive): AODV, DSR, TORA 
(Temporally Ordered Routing Algorithm), etc. 

• Hybrids: ZRP (Zone Routing Protocol), HSLS (Hazy 
Sighted Link State), etc. 

In the proactive protocols, each node has a 
routing table, updated periodically, even when the 
nodes don’t need to forward any message. 

In the reactive protocols, the routes are 
calculated only when required. When a source wants to 
send information to some destination, it calls on route 
discover mechanisms to find the best route to this 
destination. 

The hybrids protocols try to use a combination 
of both to improve them. 

a) Reactive Routing Protocols 
These protocols find the route on demand by 

flooding the network with Route Request packets. The 
main characteristics of these protocols are: 
• Path-finding process only on demand. 
• Information exchange only when required. 
• For route establishment, the network is flooded with 

requests and replies. 

i. The Dynamic Source Routing (DSR) 
DSR is a reactive routing protocol. It uses 

source routing. The source node must determine the 
path of the packet. The path is attached in the packet 
header and it allows to update the information stored in 
the nodes from the path. There are no periodical 
updates. Hence, when a node needs a path to another 
one, it determines the route with its stored information 
and with a discovery route protocol. This protocol has 2 
parts:  
• Route Discovery  
• Route Maintenance 

a.  Route Discovery  
When a node sends a packet to a destination, 

firstly it looks at its Route Cache the routes previously 
learned. If no route is found in its cache, then the node 
begins the route discovery process with a Route 
Request Packet (RREQ) broadcast. This packet includes 
the destination address, the source address and an 
identification number (request id). Each node receiving 
the RREQ, looks for the destination in its cache. If it 
does not know the route to the destination, it adds its 

M 
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address to the ‘route record’ in the RREQ and 
propagates it by transmitting it as a local broadcast 
packet (with the same request id). To limit the number of 
RREQ’s, if one node receiving the RREQ has recently 
seen another RREQ from the same source, with the 

same request id, or if it finds its own address in the route 
record, then it discards the RREQ. In Figure 1.2 the 
development of the route record while the RREQ is 
spreading through the network is shown. 

 
Figure 1.2 : Construction of the route record in the route discovery

b.  Route Maintenance  
The maintenance of the routes is useful to 

check the operation of a route and to report any routing 
error to the source. This check is made between 
consecutive nodes. When there is a problem in the 
transmission found by the link level, the RERR (Route 
Error) packets are sent by the node. This RERR has the 

addresses of both nodes in which the link failed. For 
example, in the situation illustrated in Figure 1.3 N1 has 
originated a packet for N8 using a source route through 
intermediate nodes N2 and N5. In this case, N1 is 
responsible for the reception of the packet at N2, N2 is 
responsible for the reception at N5, and N5 is 
responsible for the reception at the final destination N8. 

 

Figure 1.3
 
:
 
Forwarding of the RREP with the route record
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As N5 is unable to deliver the packet to N8, N5 
returns a Route Error to N1 stating that the link from N5 
to N8 is currently ‘broken’. N1 then removes this broken 
link from its cache. In other words, when a node 
receives a RERR, it deletes the link failed in its routes 
list, and all the routes that have this link are cut at this 
point. Besides the RERRs, ACKs (acknowledgements) 
can be used to verify the links availabity. 

ii. The Adhoc On Demand Distance Vector 
(AODV) 
The AODV protocol is a reactive routing 

protocol. It is a Single Scope protocol and it is based on 
DSDV. The improvement consists of minimizing the 

number of broadcasts required to create routes. Since it 
is an on demand routing protocol, the nodes who are 
not in the selected path need not maintain the route 
neither participate in the exchange of tables. 

When a node wants to transmit to a destination 
and it does not have the valid route, it must begin the 
Path Discovery process. Firstly, it sends a broadcast of 
the Route Request (RREQ) packet to its neighbours, 
and they relay the packet to their neighbours and so on 
until they reach the destination or any intermediate node 
which has a ‘fresh’ route to the destination (Figure 1.4). 
Just like in DSDV sequence numbers are used to 
identify the most recent routes and to solve the loops. 

 
Figure 1.4 : Propagation of RREQ 

Each node maintains two counters: the 
sequence number of the node (to solve the loops) and 
the broadcast ID which is incremented when a 
broadcast is started in the node. To identify only one 
RREQ (see Figure 1.6) it is used the broadcast ID and 
the IP (Internet Protocol) address of the source node. 
The RREQ has the following fields: Source address, 
Source sequence number, Broadcast_id, Destination 
address, Destination sequence number, and the 
number of hops to the destination. 

The intermediate nodes only answer to the 
RREQ if they have a path to the destination with a 
sequence number greater or equal to the sequence 
number of the RREQ. Hence, only if they have paths 
equal (in age) or more recent. While the RREQ is sent, 
the intermediate nodes increase the field ‘number of 
hops to the destination’ and, also store in its routing 
table the address of the neighbour from whom they first 
received the message, in order to establish a ‘Reverse 

Path’ (Figure 1.6). The copies of the same RREQ 
received later which are coming from the other 
neighbours are deleted. 
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Figure 1.6 : Path of the RREP to the source 

When the ‘destination node/intermediate node 
with the fresh route’ has been found, it answers with a 
Route Reply (RREP) to the neighbour from which it 
received the first RREQ. The RREP has the following 
fields: Source address, Destination address, Number of 
Hops to the destination, Sequence number of the 
destination, Expiration time for the Reverse Path (Figure 
1.8). Then, the RREP uses the return path established to 
the source node. In its path, every node forwarding the 
RREP sets the reverse path as the freshest path to the 
destination node. Therefore, AODV can only use 
bidirectional links. 

If a source node moves, it is capable of 
restarting the discovery protocol to find a new path to 
the destination. If an intermediate node moves, its 
previous neighbour (in source-destination way) must 

forward a RREP not requested with a fresh sequence 
number (greater than the known sequence number) and 
with a number of hops to destination infinite to the 
source node. In this way, the source node restarts the 
path discovery process if it is still needed. 

Hello messages (periodic broadcasts) are used 
to inform mobile node about all the neighbourhood 
nodes. These are a special type of RREP not solicited, 
of which sequence number is equal to the sequence 
number of the last RREP sent and which has a TTL=1 
(Time To Life) to not flood the network. They can be 
used to maintain the network connectivity, although 
other methods used more often exist for this function, 
like for example, to listen to the neighbour nodes 
transmissions. 

 

Figure 1.7
 
:
 
RREQ Packet

 

 

Figure 1.8
 
:
 
RREP Packet
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b) Proactive Routing Protocols 
These algorithms maintain a fresh list of 

destinations and their routes by distributing routing 
tables in the network periodically. The main 
characteristics are: 
• These protocols are extensions of wired network 

routing protocols. 
• Every node keeps one or more tables. 
• Every node maintains the network topology 

information. 
• Tables need to be updated frequently. 

i. Optimized Link State Routing (OLSR) 
OLSR is a proactive link state routing protocol. It 

is a point to point routing protocol based in the link state 
algorithm.  

Each node maintains a route to the rest of the 
nodes of the ad hoc network. The nodes of the ad hoc 
network periodically exchange messages about the link 
state, but it uses the ‘multipoint replaying’ OLSR 
strategy to minimize the messages quantity and the 
number of nodes that send in broadcast mode the 
routing messages. The strategy MPR (Multipoint Relay) 
[MANET lies in that each node uses ‘Hello’ messages to 
discover what nodes are in a one hop distance and 
makes a list. Each node selects a group of neighbours 
of that list that are able to reach all the nodes in a 
distance of two hops with regard to the node that is 
making the selection. For example, in Figure 1.9 the 
node A selects the nodes B, C, K and N as the MPR 
nodes, because they are capable of reaching all the 
nodes at two hops distance with regard to the node A. 

 

Figure 1.9
 
:
 
Multipoint Relays

 

These neighbours selected are the only nodes 
in charge to relay the routing packets and are called 
MPRs (Multipoint Relays). The rest of the 
neighbourhood process

 
the routing packets that they 

receive, but they can not relay them.   Each node 
decides an optimum path (in number of hops) to each 
destination using the stored information (in its topology 
routing table and in of their neighbours ones). Besides 
each node

 
stores that information in a routing table for 

usage when a node wants to sent data. This protocol 
selects bidirectional links to send packets, and does not 
use unidirectional links. The OLSR protocol is more 
efficient in networks with high density and highly 
sporadic traffic. The quality metrics are easy to expand 
to the current protocol. OLSR requires that it 

continuously has some bandwidth in order to receive the 
topology updates messages.

 

ii.
 

The Destination Sequenced Distance Vector 
(DSDV)

 

The DSDV is a distance vector, proactive 
routing protocol. It is based in the Bellman-Ford 
algorithm, but improved to solve the routing loop 
problem. It uses the distance vector algorithm to find the 
shortest path to the destination.

 

Each node within the ad hoc network maintains a 
routing table with the following information to each 
destination.

 

•
 

Destination IP address.
 

•
 

Destination sequence number.
 

•
 

Next hop (IP address).
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• Cost (in number of hops). 
• Install time: used to delete old routes. 

Each node sends periodically broadcasts with 
the routing table updated to its neighbours: 
• Each node adds its sequence number when it 

sends its routing table. 
• When the other nodes receive this information, they 

update its routing tables. 

The routing tables also can be sent if there are 
topology changes (link creation or breakage). In this 
case, the update information travelling in the routing 
messages is:  
• Destination IP address. 
• Number of hops. 
• Sequence number. 

The nodes use the sequence numbers to 
distinguish between old and new routes to a destination. 
A node increases its sequence number when there is a 
topology change (a new link is created or deleted). The 
route to a destination with the biggest sequence number 
(the more current) is the valid one. If there are two routes 
with the same sequence number, the valid is the one 
which number of hops is smaller. Two types of route 
update are used 
• Full dump: This packet carries the whole routing 

table. It is unusual to send this packet. 
• Incremental: This packet carries only the routing 

table information of a node that has changed since 
the last full dump sent. These packets are sent more 
frequently. Hence, the control overhead and the 
bandwidth consumption are smaller. 

c) Hybrid Routing Protocols 
These protocols are a combination of reactive 

and proactive routing protocols, trying to solve the 
limitations of each one. 

Hybrid routing protocols have the potential to 
provide higher scalability than pure reactive or proactive 
protocols. This is because they attempt to minimise the 
number of rebroadcasting nodes by defining a structure 
(or some sort of a backbone), which allows the nodes to 
work together in order to organise how routing is to be 
performed. By working together the best or the most 
suitable nodes can be used to perform route discovery. 

i. The Zone Routing Protocol (ZRP) 
The Zone Routing Protocol (ZRP) is a hybrid 

routing protocol. It combines the advantages from 
reactive and proactive routing protocols. This protocol 
divides its network in different zones. These zones are 
the nodes local neighbourhood. Each node has its own 
zone. Each node can be into multiple overlapping 
zones, and each zone can be of a different size. The 
size of a zone is given by a radius of length, where the 
number of hops is the perimeter of the zone. Within 
each zone it is used a proactive routing protocol. 

Therefore, each node into the zone knows how to reach 
its neighbours. However, if the packets are sent to a 
node outside of the zone, it is used a reactive routing 
protocol. 

ZRP runs three routing protocols: 
• Intrazone Routing Protocol (IARP) 
• Interzone Routing Protocol (IERP) 
• Bordercast Resolution Protocol (BRP) 

IARP is a link state routing protocol. It operates 
within a zone and learns the routes proactively. Hence, 
each node has a routing table to reach the nodes within 
its zone. 

IERP uses the border nodes to find a route to a 
destination node outside of the zone. IERP uses the 
BRP. 

BRP is responsible for the forwarding of a route request. 
When the Route Discovery process begins, the 

source node asks to its routing table and if necessary, it 
starts a route search between different zones to reach a 
destination. If a route is broken by a node’s mobility into 
the same zone where the node was, the routing tables 
used for the proactive routing protocol must be 
updated. If the node’s mobility is from one zone to 
another one, then it is necessary to execute a query 
between zones. 

To use a reactive routing protocol to find a route 
from a source node to a destination node placed in 
another zone reduces the control overhead (in 
comparison with the proactive ones) and the delays in 
the Route Discovery (in comparison with the pure 
reactive ones), since these routes are discovered much 
faster. The reason is because to find a route to a node 
placed outside the routing zone, the route request is 
send only to the border router within the zone where the 
destination is. This border router can answer to the 
request since it has a routing table to do the proactive 
routing and knows how to reach the destination. 

The disadvantage of ZRP is that it becomes a 
proactive routing protocol if the radius is big. Otherwise, 
if the radius is small, it becomes a reactive routing 
protocol. 

In Figure 1.10 a Route Discovery process is 
shown; the node S sends information to the node X, and 
by IARP decides X is not in the same zone that S. The 
search travels through the border nodes to find the zone 
where X is. Finally, the border node G discovers that X is 
in its zone and sends a route response to S.  
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 Figure 1.10
 
:
 
Example of a Route Discovery in an ad hoc network

 
using the routing protocol ZRP

Even though the hybrid nature of the ZRP 
seems to indicate that it is a hierarchical protocol, it is 
important to point out that the ZRP is in fact a flat 
protocol. ZRP is more efficient for large networks.

 d)
 

Reactive Vs Proactive
 Proactive routing protocols loose more time 

updating their routing tables. Therefore when the 
topology changes frequently, most of the current routes 
in the tables can be wrong. Hence, these protocols are 
recommended for ad-hoc networks semi dynamics.

 Reactive routing protocols have delay in route 
determination, because of the flooding mechanism. 
They are recommended for networks with nodes moving 
constantly.

 Intuitively, we can think in the advantages and 
disadvantages of both looking the table 1.1:
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Table 1.1
 
:
 
Comparison between proactive and reactive routing protocols

 

e)
 

Quality of Service
 

Quality of service can be used as a 
measurement of how good the routes in the network 
are. The routes should guarantee a set of pre specified 
service attributes, such as delivery, bandwidth and delay 
variance (jitter). It also involves the specification of 
latency, loss, availability etc...

 

For a protocol to provide good QoS it must 
determine new routes rapidly and with minimal 
bandwidth consumption. There are several metrics that 
directly affect the QoS of every protocol, for example: 
Packet delivery ratio, control packet overhead (packets 
and total bytes), average hop count, end-to-end latency 
and power consumption to mention a few. Using a 
protocol that provides good quality of service will greatly 
affect the MANETs performance.

 

f)
 

Comparing the Protocols
 

As a proactive routing protocol, OLSR inserts 
high control traffic overhead on the network. To maintain 
and to update the routing table for the entire network it 
needs a lot of communication between the nodes, as 
well as periodic updates flooding the network. The use 
of MPR's reduces this control traffic overhead, but for 
small networks the improvement is minimal. The traffic 
overhead also consumes bandwidth.

 

 

The behaviour
 
of reactive protocols AODV and 

DSR is different. The main part of control traffic is 
emitted during route discovery. Therefore, a lot of the 
resource and bandwidth consumption is related to 
actual data traffic.
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Protocol Property OLSR AODV DSR ZRP 
Routing Structure Flat Flat Flat Flat 

Loop Free Yes Yes Yes Yes 
Multiple Routes No No Yes No 

Distributed Yes Yes Yes Yes 
Reactive No Yes Yes Hybrid 

Unidirectional Link 
Support 

 
No 

 
No 

 
Yes 

 
No 

 
Qos Support Yes No No No 

Multicast Possible Yes No No 
Security No No No No 

Power Efficiency No No No No 
Periodic Broadcasts Yes Yes No Yes 

Table 1.2 : Comparison between the Protocols 

III. Results 

In Figure 1.11, the Control Overhead curve for 
the Node Density experiments is shown. The control 
overhead measurements are normalized. The horizontal 
axis represents the distance between neighbouring 
nodes in the grid. The sparse networks have higher 
paths lengths. Thus, in these networks there are more 

rebroadcasts of route requests, and more route reply 
packets. For that reason DSR increases its control 
overhead when the density is smaller. However, AODV 
begins with a high overload when the node density is 
high, but uses fewer control packets as the density is 
smaller. 

 

Figure 1.11
 
:
 
Throughput for Network Size

 

ZRP performs similar to AODV. When the 
density is high, it performs better and this is because the 
original route acquisition process depends on 
neighbouring nodes overhearing and rebroadcasting 
route requests, and if router requests are lost, the entire 
process stalls. The hidden terminal problem can 
contribute to route request losses, and is more prevalent 
in sparse networks. These protocols have difficulty 
dealing with a network with few neighbours.

 

a)
 

Number of Hops
 

The strangest result is to see that the latency for 
OLSR has the highest values from 1 to 10 hops, and 

generally the highest slope. For OLSR to lose its innate 
advantage in latency, network route convergence would 
have to be slower than route acquisition, and given the 
high control overhead data

 
that was collected for this 

experiment set, it is easy to see that this is the case. 
However, under normal circumstances the OLSR is 
supposed to be the best of the analyzed protocols since 
the point of view of the latency.
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Figure 1.12

 

:

 

Number of Hops Vs Latency

 

For ZRP at the 1 and 2 hop has better latency 
than OLSR. This is because the proactive zone of 
interest is much smaller. At 3 hops and beyond, this 
result is indicative of the interzone routing, and it shows 
a fairly flat graph from 3 to 10 hops, with some

 

oscillation caused by random number seeds not being 
completely filtered out.

 

IV.

 

Conclusion

 

For a network with a large number of nodes, 
which move with changing velocities and have different 
traffic patterns, a hybrid routing protocol is the best 
choice. The nodes moving slowly and with high traffic 
should run the proactive routing features, and the rest of 
nodes implement the reactive ones. Besides, the choice 
should be a hierarchical approach to achieve a big 
scalability. The AODV and DSR protocols will perform 
better in the networks with static traffic and with a 
number of source and destination pairs relatively small 
for each host. In this case, AODV and DSR use fewer 
resources than OLSR, because the control overhead is 
small. Also, they require less bandwidth to maintain the 
routes. Besides, the routing table is kept small reducing 
the computational complexity. Both reactive protocols 
can be used in resource critical environments.
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tandard firewalls alone can no longer protect the 
enterprise from Internet dangers; new 
technologies such as next generation firewalls and 

advanced packet inspection devices can improve 
security around your gateways. 

Why do we need to improve firewalls at the 
perimeter? In the beginning there was the Internet and it 
was only used by a limited number of people due to the 
cost and limited content. The general public was just not 
interested in what the Internet had to offer. If you wanted 
to connect to the Internet, you connected your computer 
to a modem and dialed into an Internet provider at 
speeds up to an average of 33600 bps, which is 
incredibly slow compared to today’s access rates. 
Security was not much of an issue. Someone sitting on 
the other side of the world did not have much incentive 
to try and break into your system. Then came ISDN, 
frame relay, and T1 connections to the Internet and 
security issues started to appear. Content on the 
Internet grew at rapidly expanding rates. The most likely 
security issue was a user getting infected software that 
caused damage to their computer or company network. 
A typical method of blocking incoming or outgoing 
connections was to configure an access list on a router 
or on a basic firewall to block the IP address or IP port 
being used by that virus or Trojan.  

As viruses and hackers became more 
motivated and more technical, a better method for 
protecting the company network was needed. Firewalls 
now were developed to actually inspect what was 
contained within each packet. The first firewalls only 
looked at the header information showing source, 
designation, and port for each packet. There was not 
much of a visibility into the actual packet. Now a days 
standard firewall shave the ability to look at specific 
strings within each packet. This ability now allows for 
signature or pattern based inspection at the network or 
session layer of the OSI model, but not at the 
application layer. Some of the more current models 
have advanced packet inspection abilities. 

Blocking ports and IP addresses is no longer 
good enough. Operating systems contain security 
vulnerabilities and often as soon as they are discovered 
are exploited. The most common ports open on almost 
every firewall are the browsing ports 80 and 443, ftp, 
and frequently email smtp port 25. It is impossible to 

know about every possible new security hole or new 
virus that is written and released into the wild. According 
to 2008 report on the US-CERT i

The Internet carries several types of traffic; the 
two most common are TCP and UDP. TCP traffic is 
connection oriented so the firewall knows when the 
connection has terminated. The sending and receiving 
of packets is acknowledged so the firewall can add 
timestamps and other methods to verify where the traffic 
is coming from. UPD traffic however is connectionless. It 
is up to the sending or receiving application to build up 
and take down the connection. If the application does 
not terminate the connection, then the firewall or security 
device has to have a timer to drop the connection when 
traffic has completed.  This gap gives unauthorized 
traffic time to build a connection to your end point and 
have access through your gateway. 

 government website, 
over 200 new Trojans and viruses and an untold number 
of variants are released each month. 

Now about one third of the people in the world 
have access to the Internet. Almost every company in 
business today needs to have access to the Internet. 
One third of every cell phone in the world has access to 
the Internet and that number is expected to grow to over 
65% by 2015. Companies have confidential and 
proprietary data that criminals want. They want account 
information, names, passwords, anything that they can 
get that could possibility make them money. If they 
cannot get that information because it is well secured or 
there is nothing that they deem of value, then they want 
control of your computers to use them in attacks against 
other systems.  

Up until now firewalls that performed stateful 
packet inspection were adequate to handle the traffic 
flowing into and out of the corporate network. That 
changed with the introduction of Web 2.0. Web 2.0 is 
more of a concept than an actual software product. 
Previously, applications were used or provided to 
access websites and their content. For example, if you 
wanted to “blog” on a certain website you installed their 
software on your computer and saved your data to the 
website for others to view.  

Now with Web 2.0 multiple applications are run 
from the website itself and not on the client computer. 
According to Tim O’Reilly, Web 2.0ii

S 

 now allows the web 
to be presented as a platform where services and not 
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packaged applications are now the main focus. People 
now purchase and use a service instead of a single 
application.  A typical site might create many different 
“applets” that allow different functions, such as video, 
data sharing, social media, and collaboration to take 
place within a single website. All of this can take place 
over http on port 80 and https on port 443. About two 
thirds of the traffic on the Internet is web traffic. While 
this allows for ease of access for the end user, it allows 
attackers the ability to “sneak” illicit programs and 
attacks through a standard stateful firewall. This ability to 
pass through the border defenses of the network can 
make it harder for intrusion detection systems to catch 
the intrusion. NSS Labs has stated that technical 
sophistication of the criminal element has grown at a 
rate faster than security companies’ abilities to stay up-
to-date. iii

Here is where the next generation firewalls 
come into play. They not only perform deep packet 
inspection but also can evaluate the data coming into 
the network at the application layer of the OSI model, 
Layer 7. Up until the introduction of next generation 
firewalls (NGFW), a fully protected network had an 
application or appliance firewall, an intrusion protection 
system, an intrusion prevention system, and probably a 
syslog server to gather logs from all of the different 
devices for analysis

 

iv

In 2010, only between 5 percent and 10 percent 
of the number of security devices deployed were next 
generation firewalls. According to Gartner by 2014 35 
percent of installed firewalls will be next generation 
firewalls with 65 percent of new purchased being next 
generation firewalls. 

. At a basic level, what a NGFW 
does is to combine all three systems into a single device 
so that the data is checked on a single pass making it 
more efficient. 

What next generation firewalls bring to the table 
is the ability to look within the data streams passing 
through the firewall and determine whether or not the 
actual application or command is allowed or 
suspicious v

To be classified as a next generation firewall, 
the system needs to be able meet at a minimum 5 basic 
requirements

. SQL queries are very common within 
websites. A NGFW should have the ability to scan your 
HTTP traffic, look for SQL commands and check to see 
that the format of the command is acceptable or 
possibility malicious. NGFW also should give you the 
ability to be more granular with your firewall rules. Many 
businesses today reluctantly need to grant access to 
social media sites such as Facebook. With a standard 
firewall you would either allow complete access to 
Facebook or completely block Facebook. A NGFW 
gives you the ability to allow or block based on user 
access credentials or group membership such as being 
able to allow only the marketing group to use Facebook. 
Restricting types of access to a website is also possible. 
Companies could allow all users access to Facebook 
pages but disallow Facebook games such as Farmville 
and Treasure Isle. 

vi

1. It needs to have the deep packet inspection ability 
that currently exists on today’s firewall. Confirm that 
the NGFW scans all files for threats including 
encrypted files. Some systems may allow large files 
through to increase performance. 

.  

2. The system needs to have application intelligence. 
In other words, it has to have the ability to know 
what applications are traversing on http and https 
ports and what the applications are doing. Vendors 
must be able to provide updates, as new 
applications are available. 

3. Since a NGFW has to be able to look deeper into 
what is happening, performance is an issue. The 
system has to be able to perform all of its functions 
at wire speed. An underpowered system will 
become a network bottleneck and/or miss 
anomalies that it is looking for. Due to the 
requirements of these systems, many vendors are 
creating specialized hardware devices to run their 
software. Processing much take place in real time. 

4. A NGFW needs to have good reporting abilities that 
are easy to understand. If you don’t have the ability 
to review what is actually happening with the system 
then you really don’t know whether or not the 
system is performing as expected. You need to be 
able to see more that just the source and 
destination IP addresses and ports. If you cannot 
see what is happening, you cannot optimize it. 

5. It needs to be manageable; most system failures 
are due to human errors and misconfiguration. 
Check the system to see if each instance is 
managed separately or if a number of NGFWs can 
be managed centrally. How intuitive is the interface? 

Other criteria that define a NGFW are the ability 
to become very granular with rules and access. Controls 
need to be available for specific user access and 
specific application layer controls. Another attribute of 
an advance firewall system is the ability to learn new 
applications and dynamically have the ability to apply 
new application signatures to its rules. To use Facebook 
as an example again, when a new application becomes 
available on the website a new signature update would 
allow that application to be specifically allowed or 
disallowed based on the company policies. Another key 
feature of a NGFW is the ability to look within HTTPS 
SSL connections. Current firewall systems do not have 
the ability to look within encrypted sessions.  

Currently Gartner’s Magic Quadrant only has 
two players in its top right corner, Check Point Software 
Technologies and Palo Alto Networks vii . Some of the 
other major players are Barracuda Networks, Fortinet, 
Juniper Networks, Sonic WALL, Cisco Systems, and 
Stone soft.  
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Check Point Systems - http://www. checkpoint. 
com/products/appliances/index.html 

“Today's enterprise security gateway needs to 
be more than just a firewall – it must use multiple 
technologies to secure and protect networks against 
evolving threats.” 

Palo Alto Networks - http://www.paloaltonetworks.com/ 
“Using a Palo Alto Networks next-generation 

firewall, your security team can strike an appropriate 
balance between blocking all personal-use applications 
and allowing them. Secure application enablement 
begins with first knowing exactly what applications are 
being used and by whom.” 

Barracuda Networks - https://www. Barracuda 
networks.com/ 

“Barracuda Networks offers the broadest range 
of advanced security solutions in the industry. 
Leveraging the benefits of hardware, cloud and virtual 
technology — backed by threat intelligence from 
Barracuda Central - our solutions consistently deliver 
zero-hour protection.” 

Cisco Systems – www.cisco.com 
“The Cisco ASA 5500 Series Content Security 

and Control Security Services Module (CSC-SSM) 
delivers industry-leading threat protection and content 
control at the Internet edge providing comprehensive 
antivirus, anti-spyware, file blocking, anti-spam, anti-
phishing, URL blocking and filtering, and content 
filtering-all available in a comprehensive easy-to-
manage solution delivered by industry leaders.” 

Fortinet - http://www.fortinet.com/ 
“Fortinet’sFortiGate consolidated security 

platforms provide you with the ability to protect your 
network with the fastest firewall technology on the 
market. You also have the freedom to deploy the widest 
range of security technologies available, to fit your 
dynamic network environment.” 

Juniper Networks - http://www.juniper.net/us/en/ 
“Juniper Networks Adaptive Threat 

Management Solutions adapt to changing network 
security threats and risks throughout the distributed 
enterprise. The result is a responsive and trusted 
security environment for high-performance networks.” 

Sonic WALL - http://www.sonicwall.com/ 
“Dell® Sonic WALL® Next-Generation Firewalls, 

deliver superior intrusion prevention, malware protection, 
application intelligence and control, real-time traffic 
visualization and inspection for SSLencrypted sessions 
at the gateway by tightly integrating a patented 
Reassembly-Free Deep Packet Inspection® engine with 
multi-core hardware.” 

Stonesoft - http://www.stonesoft.com/en/ 
“The Stonesoft Security Engine changes how 

network security is delivered. Unlike traditional security 

products, the Security Engine is one solution that 
delivers the adaptability, agility and scalability of a 
service.” 

Other companies have systems that they are 
calling NGFWs but don’t meet the current definition of a 
next generation firewallviii

 Many enterprises have no idea what is 
traversing their firewalls and have just now started to 
implement IDS and IPS systems. Those that are aware 
of their shortcomings are reluctant to increase the 
complexity of the firewalls and the policies controlling 
them. For those not quite ready to do a rip and replace 
there are two options for introducing NGFWs. One 
method is to place the NGFW in front of the Internet and 
keep the existing firewall as a safeguard until 
comfortable with the new system. The other method is to 
place the NGFW behind the firewall and see what is 
actually getting through and into your network. However, 
according to Greg Young, a Gartner research VP, 95% 
of next generation purchases are for firewall 
replacements. Since many companies are replacing 
separate logging, IDS, IPS, and management systems 
with a single device, they are easily justifying the 
expense of an upgrade. 

. Some have all of the required 
components but are not integrated into a single pass 
device. For instance their current firewall may allow you 
to add an IDS/IPS module, avirus-scanning module, and 
an Internet proxy module. There is little difference in 
having multiple systems doing different functions from 
having one device with multiple modules other than 
maybe physical size and cost. A true NGFW is a single 
device that combines all of the required functions along 
with reporting into a single pass-through single 
scanning system. 

So what a NFGW gives you is the ability to look 
deeper into what is entering and leaving your network. It 
gives you the ability to have greater control over what 
access is granted to users within your network and to 
users coming to your websites. By being able to look at 
Layer 7 applications you also have a much greater 
chance of catching anomalies or attacks coming at your 
network and internal systems. Attacks are getting much 
more sophisticated and presenting a much more 
challenging job for network security. Next generation 
firewalls are the next step in the line of defense for 
corporate networks. 
                                                        
i United States Computer Emergency Readiness Team 
http://www.us-cert.gov/ 
 
ii WhatIs Web 2.0 September 2005  http://oreilly.com/web2/ 
archive/what-is-web-20.htmlJune 9, 2012 
 
iiiNext-generation firewalls: In depth, Neil Roiter, October 17, 2011, 
http://www.csoonline.com/article/print/691651, July 1, 2012, 
 
ivWhat is a next-generation firewall? Joel Snyder, August 22, 2011 
http://www.networkworld.com/reviews/2011/082211-palo-alto-next-
gen-test-249395.html July 22, 2012 
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vhttp://www.networkcomputing.com/security/232601723?pgno=3 
 
vi How to Choose a Next-Generation Firewall, Patrick Sweeney, 
February 29, 2012. http://www.crn.com/blogs-op-ed/channel-
voices/232301521/how-to-choose-a-next-generation-firewall. htm; 
jsessionid=2HIUeJMfJrxkHSSq-o9FnQ**.ecappj03July 1, 2012 

 
viiRSA: Trio Of Next-Gen Firewalls Try To Keep Up With Evolving 
Threats,  Robert Mullins, February 2012, http://www.network 
computing.com/security/232601723?pgno=2 May 24, 2012 

 
viiiChoosing a next-generation firewall: Vendor comparison. March 
2011 http://searchnetworking. techtarget.com/feature/Choosing-a-
next-generati- on-firewall-Vendor-comparison June 9, 2012. 
 
Next-Generation Firewalls will include Intrusion Prevention 
http://www.gartner.com/research/spotlight/asset_91268_895.jsp 
   
The Cisco ASA 5500 as a Superior Firewall Solution 
http://www.cisco.com/en/US/prod/collateral/vpndevc/ps6032/ps6094/
ps6120/prod_white_paper0900aecd8058ec85.html 
  
Next Generation Firewall http://www.nsslabs.com/research/network-
security/firewall-ngfw/ 
   
The Network Security Sonic OS Platform Next-Generation Firewalls 
http://www.sonicwall.com/us/products/Next-Generation_Firewall.html 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
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(a)Title should be relevant and commensurate with the theme of the paper. 
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(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

IX

© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

   
 

 
 

 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 
 
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 
 
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 
 
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 
 
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
 
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 
 
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 
 
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 
 
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 
 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  
 
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 
 
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 
 
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 
 
To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 
· Use paragraphs to split each significant point (excluding for the abstract) 

 
· Align the primary line of each section 

 
· Present your points in sound order 

 
· Use present tense to report well accepted  

 
· Use past tense to describe specific results  

 
· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 
· Shun use of extra pictures - include only those figures essential to presenting results 

 
Title Page: 

 
Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
Abstract:  
 
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

 
An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  
 
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 
Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 

XV
© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

  

 
 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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