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Statistical Modelling and Prediction of Rainfall Time Series Data 
By T. O. Olatayo & A. I. Taiwo    
Olabisi Onabanjo University, Nigeria 

Abstract- Climate and rainfall are highly non-linear and complicated phenomena, which require classical, 
modern and detailed models to obtain accurate prediction. In order to attain precise forecast, a modern 
method termed fuzzy time series that belongs to the first order and time-variant method was used to 
analyse rainfall since it has become an attractive alternative to traditional and non-parametric statistical 
methods. In this paper, we present tools for modelling and predicting the behavioural pattern in rainfall 
phenomena based on past observations. The paper introduces three fundamentally different approaches 
for designing a model, the statistical method based on autoregressive integrated moving average 
(ARIMA), the emerging fuzzy time series(FST) model and the non-parametric method(Theil’s regression). 
In order to evaluate the prediction efficiency, we made use of 31 years of annual rainfall data from year 
1982 to 2012 of Ibadan South West, Nigeria. The fuzzy time series model has it universe of discourse 
divided into 13 intervals and the interval with the largest number of rainfall data is divided into 4 sub-
intervals of equal length. Three rules were used to determine if the forecast value under FST is upward 
0.75–point, middle or downward 0.25-point. ARIMA (1, 2, 1) was used to derive the weights and the 
regression coefficients, while the theil’s regression was used to fit a linear model.   

Keywords: fuzzy time series, autoregressive integrated moving average, theil’s regression, mean squared 
forecast error, root mean square forecast error and coefficient of determination. 
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Statistical Modelling and Prediction of Rainfall 
Time Series Data 

T. O. Olatayo α & A. I. Taiwo σ 

Abstract- Climate and rainfall are highly non-linear and 
complicated phenomena, which require classical, modern and 
detailed models to obtain accurate prediction. In order to 
attain precise forecast, a modern method termed fuzzy time 
series that belongs to the first order and time-variant method 
was used to analyse rainfall since it has become an attractive 
alternative to traditional and non-parametric statistical 
methods. In this paper, we present tools for modelling and 
predicting the behavioural pattern in rainfall phenomena based 
on past observations. The paper introduces three 
fundamentally different approaches for designing a model, the 
statistical method based on autoregressive integrated moving 
average (ARIMA), the emerging fuzzy time series(FST) model 
and the non-parametric method(Theil’s regression). In order to 
evaluate the prediction efficiency, we made use of 31 years of 
annual rainfall data from year 1982 to 2012 of Ibadan South 
West, Nigeria. The fuzzy time series model has it universe of 
discourse divided into 13 intervals and the interval with the 
largest number of rainfall data is divided into 4 sub-intervals of 
equal length. Three rules were used to determine if the 
forecast value under FST is upward 0.75–point, middle or 
downward 0.25-point.  ARIMA (1, 2, 1) was used to derive the 
weights and the regression coefficients, while the theil’s 
regression was used to fit a linear model. The performance of 
the model was evaluated using mean squared forecast error  
(MAE), root mean square forecast error (RMSE) and 
Coefficient of determination (  . The study reveals that FTS 
model can be used as an appropriate forecasting tool to 
predict the rainfall, since it outperforms the ARIMA and Theil’s 
models. 
Keywords: fuzzy time series, autoregressive integrated 
moving average, theil’s regression, mean squared 
forecast error, root mean square forecast error and 
coefficient of determination. 

I. Introduction 

limate change seems to be the foremost global 
challenge facing humans at the moment, even 
though it seems that not all places on the globe 

are affected. World leaders, union leaders, pressure 
groups and others who have shown concern have been 
meeting to find a lasting solution to the ‘acclaimed’ 
dilemma. The scientific community has not been left out 
as causes and solutions are being proffered and it is 
expected to linger on for a long time. One of the 
indicators of climate change is rainfall (Adger et al., 
2003;  Frich  et   al., 2002;  Novotny  and  Stefan,  2007). 

Author
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Rainfall is a climate parameter that affects the 
way and manner men lives. It affects every facet of the 
ecological system, flora and fauna inclusive. Hence, the 
study of rainfall is important and cannot be over 
emphasized (Obot and Onyeukwu, 2010). Aside the 
beneficial aspect of rainfall, it can also be destructive in 
nature; natural disasters like floods and landslides are 
caused by rain (Ratnayake and Herath, 2005).  

Globally, lots of studies have been carried out 
on rainfall. A few of them is discussed briefly; 
Jayawardene et al. (2005) observed different trends 
across Sri Lanka using 100 years data. 
Some parts recorded decreasing trend, some 
increasing trend while some locations showed no 
coherent trend. They also showed that the trend 
characteristics vary with the duration of the data 
analyzed. Smadi and Zghoul (2006) examined the trend 
analysis of rainfall over Jordan picking three close-by 
locations. Their study covered a period of 81 years 
(1922-2003). Although, different trends for different 
seasons across the three stations were observed, 
however, one of the stations showed a decline in both 
the rainy days and the total amount of rainfall after the 
mid 1950s. While in Turkey, Partal and Kahya (2006) 
examined the trend within a 64 year period (1929-1993 
of rainfall for 96 stations. The overall result indicated that 
the trend in precipitation is downward, nonetheless, 
there are few stations that showed increasing trend. 

Acknowledging some of the research that has 
been done, it is very important to discuss climatic 
changes as it has contributed to the instability of rainfall 
in Nigeria, then it becomes a very important and 
sensitive issue which requires adequate attention from 
governments, corporate organisations and researchers. 
Since climate and rainfall are highly non-linear and 
complicated phenomena, which require serious and 
vivid investigation and analysis.  Then, this research is 
centred on analysing the pattern and structure of rainfall 
over 30 years in South West, Nigeria. Hence forecast 
values will be obtained in order to plan for the future.  

In order to achieve our set objectives, classical, 
non-parametric and modern methods of discussing 
relationship and forecasting will be discussed. For 
classical forecasting method, we will consider 
autoregressive integrated moving average (ARIMA) 
which is a concept of autoregressive moving average 
while theil’s regression will be used in the concept of 
non-parametric, where fuzzy time series method will be 
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used in the concept of modern forecasting method. 
ARIMA is basically a linear statistical technique and has 
been quite popular for modeling the time series and 
rainfall forecasting due to ease in its development and 
implementation.  

In contrast, fuzzy time series is another 
important modern forecasting method introduced by 
Song and Chissom in 1993 and it is believed that the 
theory of fuzzy time series overcome the drawback of 
the classical time series methods, it has the advantage 
of reducing the calculation time and simplifying the 
calculation process. Based on the theory of fuzzy time 
series, Song et al. presented some forecasting methods 
[Song (2003); Song et al. (1993) and Song and Leland 
(1996)] and these methods are now being used in 
several fields to obtain meaningful results. Furthermore, 
theil’s regression is a simple, non-parametric approach 
to fit a straight line to set of two points. This method was 
introduced by Theil Sen in 1950 and it is has the ability 
to fit a linear trend when no assumptions about the 
population distribution from which the data taken are 
known.   

However, the three models will be used to 
forecast values for rainfall behaviour and the results will 
be compared to determine maybe the result obtained 
using classical forecasting method will better the result 
obtained for the non parametric and modern methods 
and vice verse. 

II. Theory and Methods 

a) Data Exploration 

The pattern and general behaviour of the series 
is examined from the time plot. The series will be 
examined for stationarity, outliers and gaussianity. Test 
for stationarity will be carried out using correlogram. 

Details of the test procedures can be found in Box and 
Jenkins (1976).  

b) ARIMA Theory 

ARIMA (autoregressive integrated moving 
average) models are generalizations of the simple AR 
model that use three tools for modeling the serial 
correlation in the disturbance.  The first tool is the 
autoregressive, or AR, term. The 𝐴𝐴𝐴𝐴(1)  model use only 
the first-order term, but in general, you may use 
additional, higher-order AR terms. Each AR term 
corresponds to the use of a lagged value of the residual 
in the forecasting equation for the unconditional 
residual. An autoregressive model of order  (𝑝𝑝) , 𝐴𝐴𝐴𝐴(𝑝𝑝)  
has the form: 

𝑢𝑢𝑡𝑡 = 𝜌𝜌1𝑢𝑢𝑡𝑡−1 + 𝜌𝜌2𝑢𝑢𝑡𝑡−2 + ⋯+ 𝜌𝜌𝑝𝑝𝑢𝑢𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡
 

The second tool is the integration order term. 
Each integration order corresponds to differencing the 
series being forecast. A first-order integrated component 
means that the forecasting model is designed for the 
first difference of the original series. A second - order 
component corresponds to using second differences, 
and so on. 

The third tool is the MA, or moving average 
term. A moving average forecasting model uses lagged 
values of the forecast error to improve the current 
forecast. A first order moving average term uses the 
most recent forecast error; a second-order term uses 
the forecast error from the two most recent periods, and 
so on. An MA(q ) has the form: 

𝑢𝑢𝑡𝑡 = 𝜀𝜀𝑡𝑡 + 𝜃𝜃1𝜀𝜀𝑡𝑡−1 + 𝜃𝜃2𝜀𝜀𝑡𝑡−2 + ⋯+ 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞
 

The autoregressive and moving average 
specifications can be combined to form an ARMA (p, q) 
specification: 

𝑢𝑢𝑡𝑡 = 𝜌𝜌1𝑢𝑢𝑡𝑡−1 + 𝜌𝜌2𝑢𝑢𝑡𝑡−2 + ⋯+ 𝜌𝜌𝑝𝑝𝑢𝑢𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 + 𝜃𝜃1𝜀𝜀𝑡𝑡−1 + 𝜃𝜃2𝜀𝜀𝑡𝑡−2 + ⋯+ 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞
 

i.
 

Principles of ARIMA Modeling 
 

In ARIMA forecasting, you assemble a complete 
forecasting model by using combinations of

 
the three 

building blocks to be described below. The first step is 
forming an ARIMA model for a series of residuals by 
looking into its autocorrelation properties. We will make 
use the correlogram view of a series for this purpose. 
This phase of the ARIMA modeling procedure is called 
identification. 

 

The next step is to decide what kind of ARIMA 
model to use. If the autocorrelation function

 
dies off 

smoothly at a geometric rate, and the partial 
autocorrelations were zero after one lag, then a first-
order autoregressive model is appropriate. Alternatively, 
if the autocorrelations were zero after one lag and the 
partial autocorrelations declined geometrically, a first 
order moving average process would seem appropriate. 

 
 

ii.
 

Estimating ARIMA Models
 

To specify your 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
 

model, you will 
difference your dependent variable, if necessary, to 
account for the order of integration and describe your 
structural regression model (dependent variables and 
regressors) and add any 𝐴𝐴𝐴𝐴

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  terms. The d 

operator can
 
be used to specify differences of series. To 

specify first differencing, simply include the series name 
in parentheses after d. For example, 𝑑𝑑(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟)  
specifies the first difference of rainfall.

 

More complicated forms of differencing may be 
specified with two optional parameters, 𝑛𝑛

 
𝑎𝑎𝑎𝑎𝑎𝑎

 
𝑠𝑠,       

𝑑𝑑(𝑋𝑋,𝑛𝑛)
 
specifies the 𝑛𝑛𝑛𝑛ℎ

  
order difference of the 

series
 
𝑋𝑋  : 

𝑑𝑑(𝑋𝑋,𝑛𝑛) = (1 − 𝐿𝐿)𝑛𝑛𝑥𝑥 

Where 𝐿𝐿  is the lag operator.  
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c) Basic Concept of Fuzzy Time Series 

Song et al (1993 and 1994) proposed the 
definition of fuzzy time series based on fuzzy sets in  

Zadeh (1965) as follows: Let 𝑇𝑇 be the universe 
of discourse,  𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, … , 𝑡𝑡𝑛𝑛}  and let 𝑍𝑍  be a fuzzy 
set in the universe of discourse 𝑈𝑈  defined as follows: 

𝑍𝑍 = 𝑓𝑓𝑧𝑧(𝑡𝑡1) 𝑡𝑡1⁄ +  𝑓𝑓𝑧𝑧(𝑡𝑡2) 𝑡𝑡2⁄ + ⋯+ 𝑓𝑓𝑧𝑧(𝑡𝑡𝑛𝑛) 𝑡𝑡𝑛𝑛           ⁄                       (5)
 

where  𝑓𝑓𝑧𝑧   is the membership function of 𝑍𝑍. 
𝑓𝑓𝑍𝑍:𝑇𝑇 → [0,1],  𝑓𝑓𝑧𝑧(𝑡𝑡𝑖𝑖) indicates the grade of membership 
of 𝑡𝑡𝑖𝑖   in the fuzzy set 𝑍𝑍,  𝑓𝑓𝑧𝑧(𝑡𝑡𝑖𝑖) ∈ [0,1] and 1 ≤ 𝑖𝑖 ≤ 𝑛𝑛.    

Let 𝑋𝑋(𝑢𝑢) (𝑢𝑢 = ⋯ , 0,1,2, … )  be the universe of 
discourse and be a subset of 𝑅𝑅, and let fuzzy set 
𝑓𝑓𝑖𝑖(𝑢𝑢) (𝑖𝑖 = 1.2, … ) be defined in 𝑋𝑋(𝑢𝑢). Let 𝐹𝐹(𝑢𝑢) be a 
collection of 𝑓𝑓𝑖𝑖(𝑢𝑢) (𝑖𝑖 = 1.2, … ). Then, 𝐹𝐹(𝑢𝑢) is called a 
fuzzy time series of  𝑋𝑋(𝑢𝑢) (𝑢𝑢 = ⋯ , 0,1,2, … ) .  

If 𝐹𝐹(𝑢𝑢) is caused by 𝐹𝐹(𝑢𝑢 − 1), denoted by  
𝐹𝐹(𝑢𝑢 − 1) → 𝐹𝐹(𝑢𝑢), then this relationship can be 
represented by 𝐹𝐹(𝑢𝑢) = 𝐹𝐹(𝑢𝑢 − 1) ∘ 𝑅𝑅(𝑢𝑢,𝑢𝑢 − 1), where the 
symbol ′′ ∘ ′′ denotes the Max-Min composition 
operator; 𝑅𝑅(𝑢𝑢,𝑢𝑢 − 1) is a fuzzy relation between 𝐹𝐹(𝑢𝑢)  
and 𝐹𝐹(𝑢𝑢 − 1) and is called the first-order model of 𝐹𝐹(𝑢𝑢).  

Let 𝐹𝐹(𝑢𝑢) be a fuzzy time series and let 𝑅𝑅(𝑢𝑢,𝑢𝑢 −
1 be a first-order model of 𝑢𝑢 . If 𝑅𝑅𝑢𝑢, 𝑢𝑢−1=𝑅𝑅𝑢𝑢−1, 𝑢𝑢−2 for 

any time 𝑢𝑢, then 𝐹𝐹(𝑢𝑢) is called a time-invariant fuzzy 
time series. If 𝑅𝑅(𝑢𝑢,𝑢𝑢 − 1) is dependent on time 𝑢𝑢, that is, 
𝑅𝑅(𝑢𝑢,𝑢𝑢 − 1) may be different from 𝑅𝑅(𝑢𝑢 − 1,𝑢𝑢 − 2)  for 

any u , then 𝐹𝐹(𝑢𝑢) is called a time-variant fuzzy time 
series. 

i. Fuzzy Time Series Model 

Using the time-variant fuzzy time-series model, 
the following steps form the procedure. 

Step 1: Define the universe of discourse within which 
fuzzy sets are defined. 

Step 2: Partition the universe of discourse 𝑇𝑇  into several 
even and equal length intervals. 

Step 3: Determine some linguistic values represented by 
fuzzy sets of the intervals of the universe of discourse. 

Step 4: Fuzzify the rainfall data. 

Step 5: Choose a suitable parameter 𝜔𝜔, where 𝜔𝜔 > 1, 
calculate 𝑅𝑅𝜔𝜔(𝑢𝑢,𝑢𝑢 − 1) and forecast the rainfall as 
follows: 

𝐹𝐹(𝑢𝑢) = 𝐹𝐹(𝑢𝑢 − 1) ∘ 𝑅𝑅𝜔𝜔(𝑢𝑢,𝑢𝑢 − 1) 

  
where 𝐹𝐹(𝑢𝑢) denotes the forecasted fuzzy rainfall 

of year 𝑢𝑢,  𝐹𝐹(𝑢𝑢 − 1) denotes the fuzzified rainfall of year 
𝑢𝑢 − 1, and 

𝑅𝑅𝜔𝜔(𝑢𝑢,𝑢𝑢 − 1) = 𝐹𝐹𝑇𝑇(𝑢𝑢 − 2) × 𝐹𝐹(𝑢𝑢 − 1) ∪ 𝐹𝐹𝑇𝑇(𝑢𝑢 − 1) × 𝐹𝐹(𝑢𝑢 − 2) ∪ …∪ 𝐹𝐹𝑇𝑇(𝑢𝑢 − 𝜔𝜔) × 𝐹𝐹(𝑢𝑢 − 𝜔𝜔 + 1) 

where 𝜔𝜔 is called the “model basis” denoting 
the number of years before 𝑢𝑢, ′′ × ′′ is the Cartesian 
product operator, and 𝑇𝑇 is the transpose operator. 

Step 6:
 

Defuzzify the forecasted fuzzy rainfall using 
neural nets.

 

It very important to note that we will divide
 
each 

interval derived in 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 2
 
into four subintervals of equal  

length, where the 0.25-point and 0.75-point of each 
interval are used as the upward and downward 
forecasting points of the forecasting. Three rules were 
used and they are: 

 

1.
 

If |(the difference of the rainfall between years 
𝑛𝑛 − 2  and 𝑛𝑛 − 1

 
)|/2  ＞

 
half of the length of the 

interval corresponding to the fuzzified rainfall 𝐴𝐴𝑗𝑗   
with the membership value equal to 1, then the 
trend of the forecasting of this interval will be 
upward and the forecasting rainfall falls at the 0.75-
point of this interval; if |(the difference of the rainfall 
data between years  𝑛𝑛 − 2 and 𝑛𝑛 − 1

 
)|/2 ＝

 
half of 

the length of the interval corresponding to the 
fuzzified rainfall 𝐴𝐴𝑗𝑗

 
with the membership value equal 

to 1, then the forecasting rainfall falls at the middle 
value of this interval; if |(the difference of the rainfall 
data between years 

 
𝑛𝑛 − 2

 
and  𝑛𝑛 − 1) )|/2 ＜

 
half 

of the length of the interval corresponding to the  

will be downward, and the forecasting rainfall falls at 
the 0.25-point of the interval.

 

2.

 

If (|the difference of the differences between years 
n-1 and n-2 and between years n-2 and n-3|/2 ＋

 

the rainfall data of year n-1) or (the rainfall data of 
year n-1 - |the difference of the differences between 
years n-1 and n-2 and between years n-2 and n-
3|/2) falls in the interval of the corresponding 
fuzzified rainfall 𝐴𝐴𝑗𝑗

 

with the membership value equal 
to 1, then the trend of the forecasting of this interval 
will be downward, and the forecasting rainfall falls at 
the 0.25-point of the interval corresponding to the 
fuzzified rainfall   with the membership value equal 
to 1; if (|the difference of the differences between 
years n-1 and n-2 and between years n-2 and n-3| 
× 2 ＋

 

the rainfall data of year n-1) or (the rainfall 
data of year n-1 - |the difference of the differences 
between years n-1 and n-2 and between years n-2 
and n-3| × 2) falls in the interval corresponding to 
the fuzzified rainfall 𝐴𝐴𝑗𝑗   with the membership value 
equal to 1, then the trend of the forecasting of this 
interval will be upward, and the forecasting rainfall 
falls at the 0.75-point of the interval corresponding 
to the fuzzified rainfall 𝐴𝐴𝑗𝑗   with the membership 
value equal to 1; if neither is the case, then we let 
the forecasting rainfall be the middle value of the 
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to 1, then the trend of the forecasting of this interval 

fuzzified rainfall 𝐴𝐴𝑗𝑗 with the membership value equal 

                                                                                       (7)

(6)



interval corresponding to the fuzzified rainfall  𝐴𝐴𝑗𝑗   
with the membership value equal to 1. 

3. If (|the difference of the differences between years 
n-1 and n-2 and between years n-2 and n-3|/2 ＋ 
the rainfall data of year n-1) or (the rainfall data of 
year n-1 - |the difference of the differences between 
years n-1 and n-2 and between years n-2 and n-
3|/2) falls in the interval of the corresponding 
fuzzified rainfall  𝐴𝐴𝑗𝑗  with the membership value equal 
to 1, then the trend of the forecasting of this interval 
will be downward, and the forecasting rainfall falls at 
the 0.25-point of the interval corresponding to the 
fuzzified rainfall 𝐴𝐴𝑗𝑗   with the membership value equal 
to 1; if (|the difference of the differences between 
years n-1 and n-2 and between years n-2 and n-3| 
× 2 ＋ the rainfall data of year n-1) or (the rainfall 
data of year n-1 - |the difference of the differences 
between years n-1 and n-2 and between years n-2 
and n-3| × 2) falls in the interval corresponding to 
the fuzzified rainfall 𝐴𝐴𝑗𝑗  with the membership value 
equal to 1, then the trend of the forecasting of this 
interval will be upward, and the forecasting rainfall 
falls at the 0.75-point of the interval corresponding 
to the fuzzified rainfall   with the membership value 
equal to 1; if neither is the case, then we let the 
forecasting rainfall be the middle value of the 
interval corresponding to the fuzzified rainfall 𝐴𝐴𝑗𝑗    
with the membership value equal to 1. 

d) Theil’s Regression 
This is a simple and non-parametric approach 

for fitting a straight line to a set of  -points is the theil’s 

  
  

 
  

  
  

  
 

 
 

 
  

   

  

 

 

e)

 

Forecast Evaluation

 

Forecasts of ARIMA,Fuzzy Time series and 
Theil' s regression  will be computed for in-sample 
values. The optimal forecasts values are then evaluated 
using the mean squared forecast error (MAE) defined 
as, 
  

                                                                               

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑁𝑁
��𝑋𝑋�𝑡𝑡 − 𝑋𝑋𝑡𝑡�

2
𝑁𝑁

𝑡𝑡=1

                                                                                         (8)

 

the root

 

mean square forecast error (RMSE) is define as

  

                                                                           

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑁𝑁
��𝑋𝑋�𝑡𝑡 − 𝑋𝑋𝑡𝑡�

2
𝑁𝑁

𝑡𝑡=1

                                                                                        (9)

 

The actual and predicted values for 
corresponding 𝑡𝑡  values are denoted by 𝑋𝑋�𝑡𝑡

 

𝑎𝑎𝑎𝑎𝑎𝑎

 

    
𝑋𝑋𝑡𝑡

 

respectively.  The smaller the values of RMSE and 
MAE, the better the forecasting performance of the 
model.

 
 

f)

 

Data

 

The annual rainfall of Ibadan in South West 
region of Nigeria which is bounded by  30

 

53′ , 70

 

22′

  

will 
be used for this study. The data was obtained from the 
Nigerian Meteorological Agency, Lagos. It consists of 
the annual rainfall from 1981 to 2012 (31 years).

 

  

Statistical Modelling and Prediction of Rainfall Time Series Data
  

  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
I 
 V

er
sio

n 
I 

4

  
 

(
DDDD

)
Y
e
a
r

20
14

G

© 2014   Global Journals Inc.  (US)

method which assumes that points  
(𝑥𝑥1, 𝑦𝑦1),   (𝑥𝑥2,𝑦𝑦2), …  , (𝑥𝑥𝑁𝑁 ,𝑦𝑦𝑁𝑁)  are described by the 
equation; 𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑋𝑋.  

The calculation of  𝑎𝑎 and  𝑏𝑏 follows the steps 
outlined below;
• All 𝑁𝑁  data points are ranked in ascending order of   

𝑋𝑋 values.
• The data are separated into two equal  (𝑚𝑚) groups, 

the low (𝐿𝐿)  and the high (𝐻𝐻)   group. If 𝑁𝑁   is odd 
the middle data point is not included in either group.

• The slope 𝑏𝑏𝑟𝑟   is calculated for all points of each 
group, i.e  𝑏𝑏𝑟𝑟 = �𝑦𝑦𝐻𝐻,𝐴𝐴 − 𝑦𝑦𝐿𝐿,.𝑟𝑟� �𝑋𝑋𝐻𝐻,𝐴𝐴 − 𝑋𝑋𝐴𝐴.𝑟𝑟�� for  
𝑟𝑟 = 1,2, … ,𝑚𝑚.

• The median of the 𝑚𝑚  slope values 𝑏𝑏1,𝑏𝑏2, … , 𝑏𝑏𝑚𝑚   is
calculated and it is taken as the best estimate of the 
slope (𝑏𝑏)  of the line,  i.e  𝑏𝑏 = 𝑚𝑚𝑠𝑠𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎(𝑏𝑏1, 𝑏𝑏2, … , 𝑏𝑏𝑚𝑚)  

• For each data point (𝑥𝑥𝑟𝑟 ,𝑦𝑦𝑟𝑟) , the value of the 
intercept 𝑎𝑎𝑟𝑟   is calculated using the previously 
calculated slope 𝑏𝑏,   that is  𝑎𝑎𝑟𝑟 = 𝑦𝑦𝑟𝑟 − 𝑏𝑏𝑋𝑋𝑟𝑟 for  
𝑟𝑟 = 1,2, … ,𝑁𝑁. The median of the 𝑁𝑁  intercept values   
𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑁𝑁 is calculated using and it is taken as the 
best estimate of the intercept (𝑎𝑎) of the line, that is  
𝑎𝑎 = 𝑚𝑚𝑠𝑠𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎(𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑁𝑁).



 

 

     
     
     
     
        

     
     
     
     
       

  

       

       
Autocorrelation

 

Partial Correlation

  

AC

 

PAC

 

Q-Stat

 

Prob

 
       
       

*****|  .   |

 

*****|  .   |

 

1

 

-0.634

 

-0.634

 

12.896

 

0.000

 
.  |**.   |

 

.**|  .   |

 

2 0.249

 

-0.256

 

14.956

 

0.001

 
.**|  .   |

 

***|  .   |

 

3 -0.263

 

-0.407

 

17.351

 

0.001

 
.  |**.   |

 

.**|  .   |

 

4 0.231

 

-0.257

 

19.263

 

0.001

 
.  |  .   |

 

.  |* .   |

 

5 0.019

 

0.126

 

19.276

 

0.002

 
.**|  .   |

 

. *|  .   |

 

6 -0.222

 

-0.200

 

21.208

 

0.002

 
.  |* .   |

 

. *|  .   |

 

7 0.185

 

-0.096

 

22.606

 

0.002

 
.  |  .   |

 

.  |* .   |

 

8 -0.050

 

0.102

 

22.712

 

0.004

 
.  |  .   |

 

.  |  .   |

 

9 0.050

 

0.002

 

22.825

 

0.007

 
. *|  .   |

 

.  |  .   |

 

10

 

-0.110

 

-0.018

 

23.398

 

0.009

 
.  |  .   |

 

.  |  .   |

 

11

 

0.027

 

-0.040

 

23.435

 

0.015

 

.  |* .   |

 

.  |  .   |

 

12

 

0.076

 

-0.060

 

23.744

 

0.022

 
       

       

Figure 3 :
 
Inverse Root  of ARMA
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t-Statistic Prob.*

Augmented Dickey-Fuller test statistic -3.584924 0.0150

Test critical values: 1% level -3.769597
5% level -3.004861
10% level -2.642242

Figure 3 : Inverse Root of ARMA

Table 1 : Unit Root Test using Augmented Dickey-Fuller (ADF)

Figure 2 : Correlogram of D (Rainfall 2)

Figure 1 : Tlme Plot of Raifall data in Ibadan from 1982-2012
  

*MacKinnon (1996) one-sided p-values.



 
     

       

Sample: 1985 2012

      

Included observations: 28

     

Q-statistic 
probabilities 

adjusted for 2 
ARMA term(s)

       
       
       

Autocorrelation

 

Partial Correlation

  

AC

 

PAC

 

Q-Stat

 

Prob

 
       
       

. *|  .   |

 

. *|  .   |

 

1 -0.117

 

-0.117

 

0.4240

  

.**|  .   |

 

.**|  .   |

 

2 -0.290

 

-0.308

 

3.1417

  

.*|  .   | *|  .   |

 

3 -0.276

 

-0.399

 

5.7067

 

0.017

 

.  |**   |

 

.  |*.   |

 

4 0.010

 

0.241

 

6.602

 

0.003

 

.  |  .   |

 

. *|  .   |

 

5 -0.034

 

-0.151

 

6.645

 

0.009

 

.**|  .   |

 

.**|  .   |

 

6 -0.265

 

-0.280

 

7.318

 

0.006

 

.  |  .   |

 

.  |**.   |

 

7 0.068

 

0.239

 

8.504

 

0.013

 

.  |**.   | .  |* .   |

 

8 0.341

 

0.166

 

8.679

 

0.004

 

.  |  .   |

 

.  |  .   |

 

9 -0.007

 

-0.010

 

8.781

 

0.007

 

.**|  .   |

 

.  |* .   |

 

10

 

-0.009

 

0.080

 

9.560

 

0.003

 

.  |  .   |

 

.  |  .   |

 

11

 

-0.043

 

-0.018

 

9.651

 

0.005

 

.  |* .   |

 

. *|  .   |

 

12

 

0.015

 

-0.074

 

10.643

 

0.004

 
              

III.

 

Fuzzy

 

Time

 

Series

 

Steps

 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 1: The universe of discourse 𝑈𝑈 = [600, 1800]  and 
it is partitioned into six even and equal length 
intervals

 

𝑢𝑢1,𝑢𝑢2,𝑢𝑢3,𝑢𝑢4,𝑢𝑢5

 

and

 

𝑢𝑢6 
 
where    

 

𝑢𝑢1 =

[600, 800],  𝑢𝑢2 = [800, 1000],
  

𝑢𝑢3 = [1000, 1200],  𝑢𝑢4 =
[1200, 1400],  𝑢𝑢5 = [1400, 1600],

 
𝑢𝑢6 = [1600, 1800],

  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
 
2: Get a statistics of the distribution of the rainfall 

data in each interval.
 

 
Table 2 :

 

The Distribution of the Historical rainfall data

 
Interval

 

[𝟔𝟔𝟔𝟔𝟔𝟔,𝟖𝟖𝟖𝟖𝟖𝟖]

 

[𝟖𝟖𝟖𝟖𝟖𝟖,𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏]

 

[𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏]

 

[𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏]

 

[𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏]

 

[𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏]

 
Number of 
rainfall data

 

1 3 11

 

10

 

4 2 

The universe of discourse [600, 1800]

 

is re-
divided into the following intervals:

 
 

u1,1 = [600, 700]

 

u1,2 = [700, 800]

 
u2 = [800, 1000]

 

u3,1 = [1000, 1050]

 
u3,2 = [1050, 1100

 

u3,3 = [1100,1150]

 
u3,4 = [1150, 1200]

 

u4,1 = [1200, 1266]

 
u4,2 = [1266, 1334]

 

u4,3 = [1334, 1400]

 
u5,1 = [1400, 1500]

 

u5,2 = [1500, 1600]

 
u6 = [1600, 1800]

 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 3: We define each fuzzy set 𝐴𝐴𝑖𝑖

 

based on the re-
divided intervals and fuzzify the rainfall data, where fuzzy 
set 𝐴𝐴𝑖𝑖

 

denotes a linguistic value of the rainfall data 

 

Then, we fuzzify the rainfall data and the linguistic values 
of the rainfall

 

𝐴𝐴1,𝐴𝐴2, … ,𝐴𝐴13. The reason for fuzzifying the 
rainfall data into fuzzified rainfall is to translate crisp 
values into fuzzy sets to get a fuzzy time series.

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 4:
 
Establishing fuzzy logical relationships based on 

the fuzzified rainfall: 

 

𝐴𝐴𝑗𝑗 → 𝐴𝐴𝑞𝑞

 

𝐴𝐴𝑗𝑗 → 𝐴𝐴𝑟𝑟

 

⋮

 

where the fuzzy logical relationship ′′𝐴𝐴𝑗𝑗 → 𝐴𝐴𝑞𝑞′′

  

denotes “ if the fuzzified rainfall data of year 𝑛𝑛 − 1

 

is

 

𝐴𝐴𝑗𝑗

  

then the fuzzified rainfall of year 𝑛𝑛

 

is
 

 

𝐴𝐴𝑞𝑞”. 

 

Statistical Modelling and Prediction of Rainfall Time Series Data
  

  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
I 
 V

er
sio

n 
I 

6

  
 

(
DDDD

)
Y
e
a
r

20
14

G

© 2014   Global Journals Inc.  (US)

 

𝑅𝑅𝑡𝑡𝑠𝑠𝑝𝑝 5: Divide each interval derived in 𝑠𝑠𝑡𝑡𝑠𝑠𝑝𝑝 2 into four 
subintervals of equal length, where the 0.25-point and 

represented by a fuzzy set and  1 ≤ 𝑟𝑟 ≤ 13. The 

0.75-point of each interval are used as the upward and 
downward forecasting points of the forecasting. 

membership values of fuzzy set 𝐴𝐴𝑟𝑟 either are 0, 0.5 𝑜𝑜𝑟𝑟 1. 

Figure 4 : Correlogram of Residuals



   
 

 

Table 3 :

 

Forecast  Result of Fuzzy Time Series

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Year

 

Rainfall

 

Trend of the Forecasting

 

Forecasting

 

1982

 

1100.8

   

1983

 

656.2

 

Middle value

 

649.5

 

1984

 

1179.3

 

Upward; 0.75 - point

 

1168.5

 

1985

 

1138.7

 

Downward; 0.25 - point

 

1124.5

 

1986

 

1242

 

Downward; 0.25 - point

 

1231

 

1987

 

1356.8

 

Upward; 0.75 - point

 

1411

 

1988

 

954

 

Upward; 0.75 - point

 

987.5

 

1989

 

1265.5

 

Middle value

 

1278

 

1990

 

1177.2

 

Upward; 0.75 - point

 

1157.5

 

1991

 

1596.4

 

Upward; 0.75 - point

 

1579.5

 

1992

 

1055.5

 

Middle value

 

1203

 

1993

 

1095.5

 

Middle value

 

1123.25

 

1994

 

1188.2

 

Upward; 0.75 - point

 

1115

 

1995

 

1277.5

 

Middle value

 

1294.5

 

1996

 

1214.5

 

Downward; 0.25 - point

 

1291

 

1997

 

1062.9

 

Middle value

 

1292

 

1998

 

1270.7

 

Middle value

 

1118.5

 

1999

 

1421.5

 

Downward; 0.25 - point

 

1396.25

 

2000

 

1090.3

 

Middle value

 

1195.25

 

2001

 

901.7

 

Middle value

 

879.5

 

2002

 

1183.8

 

Upward; 0.75 - point

 

1056.25

 

2003

 

1258.9

 

Middle value

 

1196.5

 

2004

 

1179.3

 

Upward; 0.75 - point

 

1258.5

 

2005

 

1200.7

 

Downward; 0.25 - point

 

1378

 

2006

 

1745.8

 

Middle value

 

1698

 

2007

 

1261.2

 

Middle value

 

1642.5

 

2008

 

1290.6

 

Middle value

 

1350.5

 

2009

 

935.5

 

Middle value

 

987.25

 

2010

 

1475.8

 

Middle value

 

1401.5

 

2011

 

1569.5

 

Upward; 0.75 - point

 

1503.25

 

2012

 

1678.2

 

Upward; 0.75 - point

 

1675.5
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Table 4 :
 
Mean Absoloute Errors and Root Mean Square 

Error values
 

Model
 

MAE
 

RMSE
 

𝑹𝑹𝟐𝟐
 

ARIMA
 

110.23
 

10.49
 

0.97882
 

Fuzzy Time 
Series

 85.45
 

9.24
 

0.98456
 

Theil’s 
Regression

 226.12
 

15.03
 

0.83346
 

IV.
 

Results
 
and

 
Discussion 

It is evidence from the time plots that rainfall 
data displays series of cyclical behaviour

 
and this is due 

to seasonal changes yearly. For autoregressive 
integrated moving average, model building commenced 
with the examination of the plot of the series, the sample 
plot of the autocorrelation (ACF) and partial 
autocorrelation (PACF) model description.  The time plot 
of the original series (𝐹𝐹𝐹𝐹𝐹𝐹. 1)

 
shows stationarity as 

confirmed by the Augmented Dickey-fuller test in (Table 
1) with a p-value of 0.05, but with seasonal trend. 

 

Since the order of integration of the differenced 
rainfall series in

 
(fig. 2) is two, then

 
𝑑𝑑 = 2 𝑎𝑎𝑎𝑎𝑎𝑎

  
a close 

look of the ACF and PACF of the differenced data in (fig. 
2) revealed the ACF dies off smoothly at a geometric 
rate and the partial autocorrelations were zero after one 
lag and the autocorrelations were zero after one lag and 
the partial autocorrelations declined geometrically, these 
behaviour shows that  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (1,2,1)

 
is the appropriate 

model for the differenced rainfall series, that is     (1 −
𝜌𝜌1𝐿𝐿)∆2𝑢𝑢𝑡𝑡 = (1 − 𝜃𝜃𝜃𝜃)𝜀𝜀𝑡𝑡 .Therefore the fitted model is 
given as: 

 

𝑦𝑦𝑡𝑡 = 4.37 + 𝑢𝑢𝑡𝑡
 

(1 − 0.39𝐿𝐿)𝑢𝑢𝑡𝑡 = (1 − 0.99𝐿𝐿)𝜀𝜀𝑡𝑡
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

With the white noise variance  𝜎𝜎�𝜀𝜀2
 
estimated as 

17452. In order to use the model obtained for forecast 
some  model  diagnostic  test  were 

 
carried out. The 

inverse root of 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  in (fig. 3)
 

shows that the 
estimated ARMA process is (covariance) stationary, 
since all AR roots lie inside the unit circle and  the 
estimated ARMA process is invertible, since all MA roots 
should lie inside the unit circle. The correlogram

 
has no 

significant spike and all subsequent Q-statistics are not 
highly significant. This result clearly indicates there is no 
need for respecification of the model. However, the 
forecast of the yearly rainfall from 1982 to 2012 deviated 
slightly from the

 
original data, 𝑠𝑠𝑠𝑠𝑠𝑠

 
𝑓𝑓𝑓𝑓𝑓𝑓. (5).    

  

Under fuzzy time series, we made use of the 
visual Basic Version 6.0 on a Pentium 4 PC. Tab. 4

 

summarizes the forecasting results of fuzzy time series 
method from 1982 to 2012, where the universe of 
discourse is divided into 13 intervals and the interval 
with the largest number of rainfall data is divided into 4 
sub-intervals of equal length. The fuzzy time series 
forecast of the yearly rainfall data from 1982 to 2012 did 
not deviated much from the original data, 
𝑠𝑠𝑠𝑠𝑠𝑠

 
𝑇𝑇𝑇𝑇𝑇𝑇. (4)

 
𝑎𝑎𝑎𝑎𝑎𝑎

 
𝑓𝑓𝑓𝑓𝑓𝑓. (5).  

Using the non-parametric method (theil’s 
regression), we obtain a fitted linear model: 𝑌𝑌 =
900.98 + 10.12(𝑋𝑋), where 𝑌𝑌

 
represents rainfall data and 

𝑋𝑋
 
represents time.

 

a)
 

A Comparison of Different Forecasting Methods 
 

The performance measures of ARIMA, FTS and 
theil’s regression models in terms of numerical 
computations are shown in Table 4. The table indicates 
that the FTS model outperforms both the ARIMA and 
theil’s regression model. While the ARIMA model is 
better than the theil’s regression model.  The MAE for 
ARIMA model and theil’s regression are 110.23 and 
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Figure 5 : Actual and Forecast Raifall data From 1982 -2012



226.12 respectively. While the same MAE is 
considerably lower at 85.45 for FTS model. The other 
performance measures such as RMSE and 𝑅𝑅2 depict 
that the FTS forecast is superior to ARIMA and theil’s 
regression forecast. The forecast graph in fig. 5 as well 
shows clearly that FTS forecast did not deviate much 
from the original data compared to the two other 
models. Therefore, our study establishes that FST 
method should be favoured as an appropriate 
forecasting tool to model and predict annual rainfall. 

V. Conclusion 

Complexity of the nature of annual rainfall 
record has been studied using FST, ARIMA and Theil’s 
regression techniques. An annual rainfall data spanning 
over a period of 1982 – 2012   of Ibadan in South West, 
Nigeria was used to develop and test the models. The 
study reveals that FST model can be used as an 
appropriate forecasting tool to predict the rainfall, which 
out performs the ARIMA and Theil’s regression model.  
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Employability: Ingredients, Enhancement and 
"Market Requirements" 

Priyanka Mahendruα & D.V.Mahindruσ 

The concept of employability has been in the 
literature for many years. Current interest has been driven by 
the changing nature in public employment policy, with 
increasing emphasis being given to skills-based solutions to 
economic competition and work-based solutions to social 
deprivation. It is supposed there  is end of ‘careers’ and 
“lifetime job security”, which have, of course, only ever applied 
to a minority of the Workforce, the greater uncertainty among 
employers as to the levels and types of jobs they may have in 
the future, and the need to build new relationships with 
employees  is  the  need  of  the  hour. The  paper  discusses  
at length, the ingredients of employability and the “Type of 
Engineers” the industry is looking for. To ensure continued 
employment and smooth transition from one “employment to 
another”, engineers must follow the principles stated in this 
paper. 

I. Introduction 

a) Employability:  A definition 
hile there is no singular definition of 
employability, a review of the literature 
suggests that employability is about “work and 

the ability to be employed”, such as: 
• The ability to gain initial employment; hence the 

interest in ensuring that ‘key skills’, careers advice 
and an understanding about the world of work are 
embedded in the education system 

• The ability to maintain employment and make 
‘transitions’ between jobs and roles within the 
same organization  to meet new job requirements, 
and 

• The ability to obtain new employment if required, 
i.e. to be independent in the labour market by 
being willing and able to manage their own 
employment transitions between and within 
organisations. 

It is also, ideally, about: 
The capacity and capability of gaining and 

maintaining productive work over the period of one's 
working life.  
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Engg) in Mech. Engg Deptt.at SRMGPC, Tewari Ganj, Lucknow-
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3.

 

Work Alcoholic. 

 

4.

 

Reliability.

 

5.

 

Being hardworking and having a good work ethic.

 

6.

 

Numeracy skills; Numeracy is the ability to reason 
and to apply simple numerical concepts. Basic 
numeracy skills consist of comprehending 
fundamental mathematics like addition, 
subtraction, multiplication, and division. For 
example, if one can understand simple

 

Mathematical equations such as, 2 + 2 = 4, then 
one would be considered possessing at least 
basic numeric knowledge. 

 

7.

 

A positive, ‘can do’ attitude.

 

8.

 

Punctuality.

 

9.

 

The ability to meet deadlines. 
10.

 

Team working and co-operation skills.

 

11.

 

System Thinking.

 

12.

 

Multi- Disciplinary

 

13.

 

Continuous Learning

 

14.

 

Focussed Professional

 

15.

 

Live- Wire and Hardcore Technocrat.

 

16.

 

New Kind of Engineer

 

17.

 

Be a smart Worker (Hard Worker?)

 

18.

 

Fear free Working.

 
 

19.

 

Be “TROUBLE SHOOTER”.

 

20.

 

Business acumen.

 

21.

 

Leadership skills.

 

22.

 

Decision-making.

 

23.

 

Negotiating/Influencing skills (Win-Win and not 
Take it or Leave it).

 

24.

 

Trouble shooter.

 

25.

 

Innovation Led.

 

26.

 

Salute your work.

 

27.

 

Basic oral communication skills (e.g. telephone 
skills).

 

28.

  

29.

 

Simplicity- Professional and day to day    Conduct-
An Asset

 

30.

 

Be original

 

31.

 

Attitude for gratitude.
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III. Challenges

Engineering has a common language across 
the world, and a common goal – improving the quality of 

II. The Ingredients

1. Honesty and integrity.
2. Basic literacy skills.

life. Never before in time has the world, and indeed India 
required the services of this fraternity to work on the 
challenges posed by our times:

Abstract-

32. Body to “wear out” and “not tear out”.    

Sychophants Vs Critics.



  

 

Firstly, while our country has made great 
advances in the field of science and technology (our 
nuclear capabilities and the recent launch of 
Chandrayaan bear testimony to this), we face a 
challenging time at present.

 

Secondly, while the global ICT ecosystem is 
helping to build a more inclusive society, we still face 
basic problems including poverty, illiteracy, low 
agricultural productivity, unemployment and disease. 
India needs its best minds to address these problems

 

Thirdly, at a global level, we have callously 
abused the abundant resources of the planet, disturbing 
the delicate balance of nature. Nature is now fighting 
back. Collective action of scientists, governments and 
engineers across the world is called for to address this 
issue. Addressing these three issues are the biggest 
challenges faced by the engineers today. Fortunately, 
most engineers love challenges; in fact, they thrive on 
them. Today we are empowered with new knowledge 
and new tools, including IT, which enable new solutions. 
The scale and enormity of these challenges demands 
multi stakeholder models involving IT experts, domain 
experts, businesses and the government to come 
together in private-public partnerships.

 

IV.

 

Enhancement of Employability

 

(Talent)

 

Corporate India is becoming professional; it is 
also eager to go global, in several industry sectors. In 
the sunrise sectors, the scale and ambition

 

of vision are 
very different from what they were about a decade ago. 
As these sectors transform themselves, there is a 
golden opportunity for professionals to lead this 
transformation, build world-class companies, and create 
enduring value. Along with this are financial gains. The 
opportunities available in India, are in fact luring Indians 
working overseas back home, to join Indian companies.

 

IIT Bombay undertook a study on the 
engineering landscape in India. The study aimed to 
answer questions

 

such as:

 

•

 

Has the engineering education system been able 
to provide, quantitatively and qualitatively, the 
engineers required for the growth of the Indian 
economy?

 

•

 

Has it provided the research and development 
leadership required for our industry?

 

•

 

In the context of globalization, is there a need to 
modify the higher engineering education system in 
India? 

2.37 lakh engineering degrees were awarded in 2007-
08. This very clearly highlights the shortfall. In2006, India 
awarded about 2.37 lakh engineering degrees, 20,000 
engineering Masters degrees and 1000 engineering 
PhDs, which means a total of 2.58 lakh engineering 
degrees of all types. This is clearly not enough! The 
awarding of degrees is also not evenly distributed 
across India. Five states – Tamil Nadu, Andhra Pradesh, 
Maharashtra, Karnataka and Kerala are said to account 
for almost 69% of the country's engineers. It is estimated 
that about 30% of the fresh engineering graduates are 
unemployed even one year after graduation; and this is 
even as many sectors complain of lack of talent. This 
clearly points that there is definite scope to improve 
quality of engineering

 

education. Let us also look at the 
gender factor. At IIT Bombay, the percentage of women 
graduates to the total is about 8% at the B.Tech level, 
9% at the M.Tech level and about 17% at the Doctoral 
level including Science, Humanities and Management. 
Similar disparity exists among the faculty – only about 
10% of the IIT Bombay faculty comprises women.

 
a)

 

New Kind Of Engineer

 

Globalization has enabled a new place for India, 
the challenges facing our country are new, and the 
market is highly dynamic and complex.

 

In this scenario, 
the industry demands a new kind of Engineer

 

b)

 

Systems Thinking

 

This complexity demands a new way of thinking 
– it requires a Systems Thinking approach to macro 
level challenges and requires Engineers to keep one eye 
on the big picture even

 

as they tackle specific tasks. 
Systems thinking provide a conceptual framework that 
helps make full patterns clearer and helps one to see 
how to modify these patterns more effectively. As Peter 
Senge says, it is a “discipline for seeing the whole”. This

 type of thinking is tricky to most of us because we are 
taught to break problems apart, to fragment the world! 
This appears initially to make complex tasks more 
manageable; but we pay a hidden price: we can no 
longer see the consequences of our actions, and we 
lose our intrinsic sense of connection to a larger whole. 
When we want to see the big picture, we try to 
reassemble the fragments and organize all the pieces. 
The task is futile– similar to trying to reassemble the 
fragments of a broken mirror!

 

c)

 

Multi-Disciplinary Approach

 

Today's Engineers must also be able to view 
management activities through different lenses and work 
with people from different disciplines and diverse fields 
such as business, banking services and medicine. Even 
the software development process can incorporate 
complementary techniques from other disciplines. The 
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The study shows that against the Graduate 
Engineering education in sanctioned seats of 6.57  lakh great advances of recent times – nano devices, 
for Under graduate engineering education in India, only telecommunication communications and genetic 



engineering – affirm that these come about from people 
who understand engineering systems as a whole.

 d)

 

Innovation-Led Growth

 India's future growth will be driven not by cost 
but by innovation in terms of product offerings, process 
efficiency, value engineering and cost reduction. This 
has resulted in areas, such as, engineering design

 

and

 product development  becoming a focus. 1You may 
have heard about the 170  Teraflop  supercomputer 
EKA, Asia's fastest and till recently the fourth fastest 
supercomputer in the World, built indigenously in the city 
of Pune. An interesting innovation has been achieved in 
the architecture of this supercomputer. Normally, rows 
of computer racks have alternating hot and cold aisles, 
cold air seeps through perforations through the floor, 
cooling the blades and coming out as hot air through 
the hot aisles. In the case of EKA, the racks were with 
another concentric circle arrangement for coolers which 
blow arranged in a circle cool air directly onto the blades 
and into the centre. The resultant hot air is sucked out 
from the ceiling. This way the cooling is far more efficient, 
uses less power and the winning point is that the whole 
set up could fit into a 4000 sq ft area. Simple, but 
ingenious!

 

.We have proved the point “We can do it”

 V.

 

Traits

 
that Impress

 
Employers

 •

 

Honesty and integrity (93%)

 •

 

IT skills (85%)

 •

 

Reliability (85%)

 •

 

Ability to work in teams (82%)

 VI.

 

Conclusion

 As far as talent is concerned, we are second to 
none

 

in the world and our people have done miracles 
and excelled in every field. Recent developments in 
world like the selection of “Chief of Microsoft” and the 
news item “Nokia has picked up Rajeev Suri as next 
CEO” are the examples where we have demonstrated 
our “Unquestioned Technical Supremacy”

 

and proved 
that we are “ second to none”. Only thing to worry is we 
are victim of corruption that has penetrated in to our life 
like a cancer. 

 We, as a nation , will certainly tackle it. India 
needs Innovation led, Multidisciplinary, Live Wire 
Hardcore technocrat  and  New kind of System Thinking-  
Smart Engineer. Mind it we have the potential to produce 
the stuff still better. There is no place for complacency 
and disappointment in our scheme of thinking and we 
will do it.

 References  Références Referencias
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Two-Word and Three-Word Disambiguation 
Rules for Telugu Language Sentences: A 

Practical Approach 
J. Sreedhar α , Dr. S. Viswanadha Raju σ & Dr. A. Vinaya Babu ρ 

Abstract - This paper describes Two-word and Three-word 
Disambiguation Rules for Telugu language sentences, which 
are written in WX-notation. Generally in real life good number 
of words, which are having many meanings. If a word has 
many meanings, then we can call it as a word ambiguity. To 
resolve a word ambiguity, Natural Language Processing (NLP) 
system having lot of Word Sense Disambiguation (WSD) [1] 
methods. Among many methods, here we are proposing rule 
based method for Word Sense Disambiguation.  
Keywords: natural language processing, word sense 
disambiguation, rules, parts-of-speech. 

I. Introduction 

atural Language Processing(NLP) is a 
theoretically motivated multiple methods and 
techniques from which are selected for the 

accomplishment of particular type of language in 
analyzing and representing a human communicable at 
one or more level of linguistic analysis in the purpose of 
achieving human like languages processing for a range 
of tasks or applications. 

Word Sense Disambiguation (WSD) [2] is the 
process of differentiating among the senses of words. 
The process of selecting most appropriate meaning of 
the word based on the context in which they occur. 
Computational identification of meaning for words in 
context is called Word Sense Disambiguation. 

WSD[3] process to remove the ambiguity of 
word in a given context is an important for NLP 
applications such as Information Retrieval, Machine 
Translation, Text Processing, Anti plagiarism, Speech 
Processing and Search Engines etc.  

Organization of this research article is as 
follows: Here Section 2 describes Word Sense 
Disambiguation approach for Two-Word 
Disambiguation, Rules, Theoretical Explanation, Before 
Disambiguation, After Disambiguation and Empirical 
Approach for Two-Word Disambiguation. Section 3 
explains Word Sense Disambiguation approach for 
Three-Word Disambiguation, Rules, Theoretical 
Explanation, Before Disambiguation, After 
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Disambiguation. Section 4 deals with Conclusion and 
Future Research Direction followed by the References. 

 

II.
  

Approach
 
for Two

 
Word

 

Disambiguation Two
 
Word

 

Disambiguation Rules
 

Morphological analysis
 

[10],
 

[13] of a word 
gives detailed information about a word. 
Morphologically

 
[11] every word carries information with 

reference to its lexemic form, morpho syntactic
 

[12] 
category, and inflection. The detailed information may 
include among many other features, such as root/stem 
i.e. the lexemic shape listed in the dictionary

 
the lexical 

category
 
like noun/verb/adjective/adverb/pronoun

 

/number
 
/indeclinable as the case may be. 

 

The following are some of the POS tag
 
[4], [5] 

[6] disambiguation rules
 
[7], [8],

 
[9] used in the task:

 

          
 
           W1 ::   W2  =>  W1  ::   W2

 
   

 
    

 
(1)

 

Where W1
 
and W2 a sequence of words in that 

order.
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Disambiguation and Empirical approach for Three-Word

WSD



  Table 1 : 
 

WSD Rules with Sentence id’s in the Telugu Carpus
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S.NO SENTENCE ID BEFORE DISAMBIGUATION RULE AFTER DISAMBIGUATION 
RULE (RESULT)

1 14784 n,adj :: n => n :: n n :: n
2 274 n,pn :: n  => pn :: n pn :: n
3 153 n :: n,pn,v      =>        n :: v n :: v
4 2291 n :: v,pn  => n :: pn n :: pn
5 10349 avy :: v,pn      => avy :: v avy :: v
6 21560 v ,pn :: avy     => v :: avy v :: avy
7 16646 v,n :: n    => n :: n n :: n
8

 

24355 n :: n,v   => n :: v n :: v

9

 

13677 v,pn :: avy       => pn :: avy pn :: avy
10 442 n :: v,n,pn      => n :: pn n :: pn
11 531 n :: v,pn => n :: v n :: v
12 4552 n :: v,pn   => n :: pn n :: pn
13 25974 n :: v,n => n :: n n :: n
14 12455 pn :: v,pn   => pn :: pn pn :: pn
15 656 avy :: v,pn       =>avy :: v avy :: v
16 1893 pn,v :: v  => pn :: v pn :: v
17 590 pn :: adj,n       =>pn :: n pn :: n
18 560 n :: v,pn =>  n :: v n :: v
19 18714 n,adj :: n  => adj :: n adj :: n  



    
     
     
    
     
    
    

Where n is noun, v is verb, pn is pronoun, adj is 

 

adjective and adv is adverb.  
Here from rule 2 when a word carries tags 

(n,pn) and followed by another word carrying the tag n 
then the tag pn retained eliminating the n from (n,pn). 
From rule 10 a word carrying the tag such as (n,pn) 
followed by avy then most the times pn will be retained 
and v will be eliminated. Depending on the context 
linguist will decide which tag will be retained and which 
one has to be eliminated. These are mostly contextually 
based syntactic rules. If two word sequences is unable 
to resolved unique tags then three words, four words 
sequence rules may be used for disambiguation.

 

III.

 

Theoritical Explanation with 
Example   for

 

Two

 

Word

 

Ambiguity

 

Let us consider a telugu sentence which has 
ambiguous words from telugu corpus like

 

Sentence: Adaxi

 

  aNacivewaku alavAtu  padipoyiMxi.

 

a)

 

Morph Output

 
 

   

 

Adaxi               Ada /adj,n

 

aNacivewaku  aNacivewa/n

 

alavAtu               alavAtu /n

 

padipoyiMxi  padu/v,adv,pn,n 

 

 

  
 

 
 

  
  

 

 

   

  

 
  

  

 

 

Figure 1 :

 

Two word disambiguation rules accuracy
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b) Before Applying Disambiguation Rule

   W1 = Ada
  W2 = aNacivewa  
  w1  :   w2     =>    w1 :: w2
  n,adj   ::  n     =>    n  :: n

Here in the above sentence the word carries 
tags (n,adj) and followed by another word carrying the 
tag n then the tag adj retained eliminating the n from 
(n,adj).so from the above sentence adj is eliminated and 
n is retained. 
c) After Applying Disambiguation Rule

Adaxi a Nacivewaku alavAtu padipoyiMxi . 
 n       n      n        v        punc
Where punc is punctuation.

d) Analysis of Two Word Disambiguation
Here the below figures 1 and 2 explores the 

analysis of the Accuracy. Where X-axis indicates the 
number of test sessions and Y-axis indicates the 
Accuracy. As the result, we found that the proposal 
method can disambiguate nearly 98%.

Figure 2 : Two word disambiguation rules accuracy
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IV. Wsd Approach for Three Word Disambiguation

a) Three Word Disambiguation Rules

S.NO SENTENCE ID BEFORE DISAMBIGUATION RULE AFTER DISAMBIGUATION RULE 
(RESULT)

1 876 n,v,pn :: n :: pn,v  => v :: n :: pn v :: n :: pn

2 25476 Pn :: n,adj :: pn,v  => pn :: n :: v pn :: n :: v

3 8357 n :: n,adv :: v   => n :: n :: v n :: n :: v

4 18476 unk :: n,pn :: v,pn =>unk :: n :: v unk :: n :: v

5 5286 n :: n,v :: v,pn   => n :: n :: v n :: n :: v

6 20189 n :: v,pn :: n,adv => n :: v :: n n :: v :: n

7 7514 v,pn :: n : pn,v => v :: n :: v v :: n :: v

Table 2: Three word disambiguation rules

8 926 n :: v,n :: v,pn   => n :: n :: v n :: n :: v

9 11634 n,v : avy :: v,pn,adj => n :: avy :v n :: avy :v



b)

 

Theoritical Explanation With Example For Three Word 
Ambiguity

 

Let us consider a telugu sentence which has 
ambiguous words from telugu corpus like

 

Sentence:

  

waMdri ceVppina   viRayAlu  AlociMcevAdu.

  

i.

 

Morph Output 

 
 

  waMdri                waMdri/n

 

              ceVppina   

 

     ceVppu/n,v,pn

 
 

  viRayAlu   

 

     viRayaM/n

 
 

  AlociMcevAdu   AlociMcu/pn,v

 

ii.

 

Before Applying Disambiguation Rule

 

   

W1 = ceVppu

 

  

W2 = viRayaM

 

  

W3 = AlociMcu

 
 

w1      :: w2  :: w3     =>    w1

 

:: w2 :: w3

 
 

n,v,pn  :: n   :: pn,v   =>    v  :: n  :: pn

 

In the above sentence the first word carries tags 
(n,v,pn) and followed by second word carrying the tag n 
and followed by third word carrying the tags (pn,v) then 
the tag v retained from the first

 

word and pn retained 
from the third word  eliminating the (n,pn) from (n,v,pn) 
and eliminating v from (pn,v).

 
  

 
   

  

 
 

 

 

Figure 3 : Three word disambiguation rules accuracy
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10

 

14007

 

unk :: n,adj :: v,pn  => unk :: n :: n

 

unk :: n :: n

 

11

 

321

 

pn :: v,pn :: v,pn  =>

 

pn :: v :: v

 

pn :: v :: v

 

12

 

3899

 

v,pn,n :: v,pn,n,adj :: v,pn  =>pn :: v :: v

 

pn :: v :: v

 

13

 

16295

 

avy :: n,adv ::v,pn =>avy :: n :: pn

 

avy :: n :: pn

 

14

 

23539

 

n,adj :: n :: v,pn,n =>

 

n :: n :: v

 

n :: n :: v

 

15

 

2735

 

n :: n,adv :: v,pn =>

 

n :: n :: v

 

n :: n :: v

 

16

 

1094

 

n,adv :: adv :: v,pn =>n :: adv :: pn

 

n :: adv :: pn

 

17

 

28440

 

v,pn,n :: v,pn ::avy =>n :: pn :: avy

 

n :: pn :: avy

 

18

 

489

 

adv,n :: n,adj :: v,pn=>adv:: adj :: v

 

adv :: adj :: v

 

19

 

16963

 

punc :: v,pn,n,adj :: v,pn =>punc :: adj :: v

 

punc :: adj :: v

 

20

 

6804

 

n :: n,adj :: v,pn =>

 

n :: n :: v

 

n :: n :: v
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iii. After Applying Disambiguation Rule

waMdri   ceVppina    viRayAlu     AlociMcevAdu.
     n         v            n            pn       punc.
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iv. Analysis Of Three Word Disambiguation
Here the above figures 3 and 4 explores the 

analysis of the Accuracy. Where X-axis indicates the 
number of test  sessions and Y-axis indicates the 
Accuracy. As the result, we found that the proposal 
method can disambiguate nearly 96%.

  

We are very thankful to all the authors in a 
reference list, to make this research article in a better 
shape and right direction. 

Figure 4 : Three word disambiguation rules accuracy
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vi. Conclusion and Future Research 
Direction

This research article explores the impact of two-
word disambiguation and three-word disambiguation. 

,



 

 

 

Here based on the context, linguist will decide which tag 
will be retained and which one has to be eliminated. We 
observed that if two-word and three-word sequences is 
unable to resolve unique tags, then four-word, five-word 
sequence rules may be useful for disambiguation. 
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Wavelet based Shape Descriptors using 
Morphology for Texture Classification 

P. Kiran Kumar Reddy α , Vakulabharanam Vijaya kumar σ & B. Eswara Reddy ρ 

Abstract- The present paper is an extension of our previous 
paper [1]. In this paper shape descriptors are derived on 
binary cross diagonal texture matrix (BCDTM) after formation 
of morphological gradient on the wavelet domain. 
Morphological gradient is obtained from the difference of 
dilated and eroded gray level texture. A close relationship can 
be obtained with contour and texture pattern by evaluating 
morphological edge information. Morphological operations are 
simple and they provide topology of the texture, that is the 
reason the proposed morphological gradient provides 
abundance of texture and shape information. The proposed 
Wavelet based morphological gradient binary cross diagonal 
shape descriptors texture matrix (WMG-BCDSDTM) using 
wavelets is experimented on wide range of textures for 
classification purpose. The experimental results indicate a high 
classification rate. 
Keywords: shape descriptors, cross-diagonal, texture 
elements, gradient, texture information.  

I. Introduction 

he term texture is somewhat misleading term in 
computer vision and there is no common or unique 
definition for texture. Many researchers defined 

textures based on their specific application. Initially the 
word texture is taken from textiles. In textures the term 
texture refers to the weave of various threads tight or 
loose, even or mixed [2]. The texture provides structural 
information based on region discrimination shape, 
surface orientation and spatial arrangement of the 
object considered [3, 4, 5, 6]. Classification refers; the 
way different textures or images differ with textural 
properties or primitives. These textural properties can be 
statistical, structural and combination of both. One of 
the oldest, popular and still considered as the bench 
mark method for classification of textures is the Gray 
Level Co-occurrence Matrix (GLCM) [7]. 

The GLCM computes the relative grey level 
frequencies among the adjacent pair of pixels. Today 
mostly the GLCM is combined with other methods and it 
is rarely used individually [8, 9, 10]. Signal processing 
methods based on wavelets [11, 12, 13] and curvelet 
transforms [14, 15] are also widely used for texture 
classification.  The present paper derived a classification  
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method on the wavelet transforms using morphological 
gradient on the shape descriptors derived on the cross 
diagonal texture unit. The rest of the paper is organized 
as below. The section two and three describes the basic 
concepts of wavelets and morphology. The section four 
describes the proposed method. The section five and 
six describes the results and discussions followed by 
conclusions. 

II. Basic Concepts of Wavelets 

Today the methods based on the Discrete 
wavelet transform (DWT) are efficiently and  successfully 
used in many scientific fields such as pattern 
recognition, signal processing, image segmentation, 
image compression, computer vision, video processing, 
texture classification and recognition [16, 17]. Many 
research scholars showed significant interest in DWT 
transform based methods due to its ability to display 
image at different resolutions and to achieve higher 
compression ratio.  

An image signal can be analyzed by passing it 
through an analysis filter bank followed by a decimation 
operation in the wavelet transforms [18, 19]. At each 
decomposition stage the analysis filter bank consists of 
a low pass and a high pass filter. When the signal goes 
through these filters it divides into two bands. The 
averaging operation is known as the low pass filter, 
extracts the coarse information of a signal. The detail 
information of the signal is achieved by the high pass 
filter, which corresponds to a differencing operation. The 
output of the filtering operations is then decimated by 
two [20, 21]. 

By performing two separate one-dimensional 
transforms one can accomplish a two-dimensional 
transform.  For this Firstly, the image is filtered along the 
x-dimension using low pass and high pass analysis 
filters and decimated by two. On the left part of the 
matrix Low pass filtered coefficients are stored and on 
the right part of the matrix the high pass filtered 
coefficients are stored. Because of decimation the total 
size of the transformed image is same as the original 
image, which is shown in Fig. 1. Then, it is followed by 
filtering the sub image along the y-dimension and 
decimated by two. Finally, the image splits into four 
bands denoted by low-low (LL), high-low (HL), low-high 
(LH) and high-high (HH) after one-level decomposition 
as depicted in Fig. 2. Fig. 3 shows second level of 
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filtering. This process of filtering the image is called 
‘Pyramidal decomposition’ of image.  

 
 
 
 

  
L 
 

 
H 

Figure 1 : Horizontal Wavelet Transform. 

 
 
 
L 

   
LL1 HL1 

LH1 HH 

Figure 2 : Vertical wavelet transform for Fig.1. 

 
LL1 
 

LH1 
 

 
 
 
 

LL2 HL2 
HL1 

LH2 HH2 

HL1 HH LH1 HH1 

 Figure 3 : Second level wavelet transforms. 

III. Basic Concepts of Morphology 

One of the well defined non-linear theories of 
image processing is mathematical morphology [19, 22]. 
Mathematical morphology defines shape and form of 
the object and it is basically known for its geometry 
oriented nature. That’s why mathematical morphology 
provides a basic frame work for effective analysis of the 
object shape features such as size, connectivity and 
orientation. These features are not easily derived by 
linear approaches. Mathematical morphology can be 
applied to binary or gray level images. The 
morphological operations plays a vital role in boundary 
and edge detection, noise removal, image 
enhancement, pre-processing, segmentation, in medical 
image processing for finding abnormalities and size and 
volume of the tissues etc. The main advantage of 
mathematical morphology is all its operations are 
defined over two simple operations i.e. dilation and 
erosion. 

The fundamental or basic step in morphology is 
to compare the given objects to be analyzed, classified, 
pre-processed etc. with an object of known shape 
termed as a Structuring Element (SE). The image 
transformation will be resulted in morphology by 
comparing the object under study (analogous to 
universe) with a defined shape or SE. The shape of the 
defined SE element plays a crucial role in morphological 
processing.  

Two basic morphological operations – erosion 
and dilation are based on   Minkowski operations as 
given in equation (1) and (2)  

                       X ⊝ B = y∈B
  ⋂  Xy                                         (1) 

                       X ⊕ B = y∈B
  ⋃  Xy                                   (2) 

Where: 

                                Xy = { x + y ∶  x ∈ X }                        (3) 

                               B� = { b ∶  −b ∈ B }                          (4) 

B and B ̂  are Structuring elements 

Dilation in general makes objects to grow or 
dilate in size. Erosion makes objects to shrink. The 
amount and the way that they expand or shrink depend 
upon the selection of the structuring element. Dilating or 
eroding without the knowledge of structural element 
makes no more sense than trying to low pass filter an 
image without specifying the filter.  

Dilation grows or dilates or closes the gaps. 
Erosion in general shrinks or widens the gaps. The 
amount and the way they expand or shrink and closes 
and widens gaps depends upon the selected SE. 
Dilating or eroding without the knowledge of SE makes 
no sense than trying to low-pass filter an image without 
specifying the filter. 

Another important pair of morphological 
operations are closing and opening. They are defined in 
terms of dilation and erosion, by equations (5) and (6) 
respectively           

                       X • B= ( X  ⊕  B) Θ  B                       (5) 

                       X  B= ( X Θ  B ) ⊕  B       (6) 

Dilation followed by erosion is known as 
closing. Closing connects the objects that are close to 
each other, fills up small gaps and smoothes the outline 
of the object by filling up narrow holes. Opening is 
nothing but erosion followed by dilation. Opening 
widens small holes and smoothes the objects. Opening 
operation decreases the size of bright, small details with 
no prominent effect on the darker gray levels.  

Morphological gradient is derived in the present 
study by evaluating the difference between Dilation and 
erosion over a 3 x 3 neighborhood. 
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IV. Proposed Wavelet based Morphological Gradient Binary Cross Diagonal S hape 
Descriptors Texture Matrix (wmg-bcdsdtm) Classification Methodology 

Figure 4 :
 
Block diagram for proposed MGSD Method

The present paper converted the color is 
images using RGB quantization process by using 7-bit 
binary code of 128 colors.

 
a)

 
Derivation of Wavelet based Morphological Gradient 
Binary Cross Diagonal Shape Descriptors Texture 
Matrix (WMG-BCDSDTM)

 The Texture Unit (TU) and Texture Spectrum 
(TS) approach was introduced by Wang and He [20]. 
The TU approach played a significant role in texture 
analysis, segmentation and classification. The frequency 
of occurrences of TU in an image is called Texture 
Spectrum (TS). Several textural features are derived 
using TS

 
for wide range of applications [4]. 

 In the literature most of the texture analysis 
methods using texture units based on 3x3 neighboring 
pixels obtained the texture information by forming a 
relationship between the center pixel and neighboring 
pixels. One

 
disadvantage of this approach is they lead 

to a huge number of texture units 0 to 38-1 if ternary 
values are considered otherwise 0 to 28-1 texture units if 
binary values are considered. To overcome this Cross 
Diagonal Texture Unit (CDTU) is proposed in the 
literature [1]. Based on the CDTU values Cross diagonal 
texture matrix (CDTM) is computed [1]. On the CDTM 
the GLCM features are evaluated for efficient 
classification [1].  In the CDTM approach the 8-
neighboring pixels of a 3x3 window are divided into two 
sets called diagonal and cross Texture Unit Elements 
(TUE). Each TUE set contains four pixels. The typical 
dimension of CDTM is 80 x 80. To reduce this dimension 
CDTU is evaluated using binary representation instead 
of ternary. In this the Binary CDTM (BCDTM) contains a 
dimension of 16 x 16. The elements CDTM and BCDTM 
can be ordered into 16 different ways [1]. To overcome 
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In the present paper initially wavelet based
morphological gradient image is obtained. On this 
binary texture unit elements (TUE) are obtained. Then 
the TUE’s are divided into Binary Diagonal Texture Unit 
Elements (BDTUE) and Cross Diagonal Texture Unit 
Elements (BCTUE) as shown in Fig.5. Then four 
elements of the BDTUE and BCTUE are organized as a 
2x2 grid as shown in Fig.5. Then on the 2x2 grid shape 
descriptors (SD) are evaluated. From this WMG-
BCDSDTM is derived as shown in Fig.5.

12 18 70

120 65 24

140 70 90

Diagonal                                                       Cross
representation     3x3 neighborhood    representation

0 1

1 1

0
1 0

1

0 0
1 1

0 1
1 1

Representation of                       Representation of 
BDTUE in the form                     BCTUE in the form
2x2.Evaluation    2x2.Evaluation of SD 
Of SD Index(Triangle=4)    Index (Line =2)

Figure 5 : Formation of WMG-BCDSDTM

this, shape descriptors are derived on BCDTM in the 
present paper in the following way.



   

   

   

 
 

 
 
 

 
 
 
 
 

 
 

 
  

 
 

  

The advantage of shape descriptors is they 
don’t depend on relative order of texture unit weights. 
The TU weights can be given in any of the four forms as 
shown in Fig.6. The relative TU will change, but shape 
remains the same.
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Figure 6 :

 

Four different ways of assigning

 

weights to TU 
on a 2x2 grid

 

b)

 

Derivation of Shape Descriptors (SD) on a 2x2 grid

 

This section presents shape descriptors and 
also the indexes that are given to shape descriptors. In 
the proposed Shape Descriptors (SD) the TU weights 
can be taken in any order. It results the same shape.

 

Hole shape (Index 0):  The all zero’s on a 2x2 
grid represents a hole shape as shown in the Fig.7. It 
gives a TU as zero.

 

0 0 
0

 

0 

Figure7 :

 

Hole shape

 

on 2x2 grid with index value 0

 

Dot shape (Index 1): The TU with 1, 2, 4 and 8 
represents a dot shape. The dot shape will have only a 
single one as shown in Fig.8.

 
 

1 0 

 

0 1 

 

0 0 

 

0 0 
0
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0 0 

 

0 1 

 

1 0 

Figure 8 :

 

The four dot shapes on a 2x2 grid with index 
value 1
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Figure 11 :

 

Representation of triangle shape on a 2x2 
grid with index 4

 

Blob shape (Index 5) : All one’s in a 2x2 grid 
represents a blob shape with TU 15. This is shown in 
Fig.12.

 

1 1 
1

 

1 

Figure 12 :

 

Representation of blob shape on a 2x2 grid 
with index 5

 

The detailed formation process of Wavelet 
based Morphological Gradient Binary Cross Diagonal 
Shape Descriptor Texture Matrix (WMG-BCDSDTM) is 
shown in Fig.5. There are only six shape descriptors (0 
to 5) on a 2x2 image. Therefore the WMG-BCDSDTM 
dimension is reduced to 6x6. On this WMG-BCDSDTM 
the GLCM feature parameters like contrast, correlation, 
energy and homogeneity are evaluated as given in 
equation 11, 12, 13 and 14.

 

               𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 =  � −𝑙𝑙𝑙𝑙⁡(𝑃𝑃𝑖𝑖𝑖𝑖 )2

 

                                   (11)
𝑁𝑁−1

𝑖𝑖 ,𝑗𝑗=0

 

 

      𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =

 

∑ ⁡𝑃𝑃𝑖𝑖𝑖𝑖𝑁𝑁−1
𝑖𝑖 ,𝑗𝑗=0 (𝑖𝑖 − 𝑗𝑗)2

 

                                 (12)
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Horizontal or Vertical line shape (Index 2): The 
TU 3, 6, 9 and 12 represents a horizontal or vertical line. 
They contain two adjacent ones as shown in Fig.9.

1 1 0 1 0 0 1 0 
0 0 0 1 1 1 1 0 

Figure 9 : Representation of horizontal and vertical lines 
on a 2x2 grid with index 2

Diagonal Line shape (Index 3): The other two 
adjacent one’s with TU values 5 and 10 represents 
diagonal lines as shown in Fig.10.

0 1 1 0 
1 0 0 1 

Figure 10 : Representation of diagonal line on a 2x2 grid 
with index 3

0 1 2 3 4 5 

0
1
2
3
4 X
5

Triangle shape (Index 4) : The three adjacent 
one’s with TU values 7, 11, 13 and 14 represents 
triangle shape as shown in Fig.11.

      Ho𝑚𝑚𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝐶𝐶𝐸𝐸 = ∑ 𝑃𝑃𝑖𝑖𝑖𝑖
1+(𝑖𝑖−𝑖𝑖 )2                                     𝑁𝑁−1

𝑖𝑖 ,𝑖𝑖=0 (13)

     𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸𝑙𝑙𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐸𝐸 = ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑁𝑁−1
𝑖𝑖 ,𝑖𝑖=0

(𝑖𝑖−𝜇𝜇 )(𝑖𝑖−𝜇𝜇 )
𝜎𝜎2                              (14)

Where Pij is the pixel value of the image at 
position (i, j), µ is mean and σ  is standard deviation.

V. Results and Discussions 

To test the efficiency of the proposed method 
the present paper evaluated above GLCM features for 

Water and Elephant images collected from Google 
database with a resolution of 256x256. The images are 
as shown in Fig.13.

0o, 45o, 90o and 135o with distance of one for Car, Water 

The Table 1, 2 and 3 indicates the average 

135o with distance of one on the WMG-BCDSDTM for 
value of above GLCM features for 0o, 45o, 90o and 135o



   

   
 

  
 

   

 

the water, car and Elephant textures respectively. Based 
on the values of GLCM features a classification 
algorithm1 is derived as shown below. 

 
 

Figure 13

 

: Car, Water and Elephant textures.
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Average
contrast

Average 
correlation

Average 
energy

Average
homogeniety

W_1 34821.5 -0.046 0.165 0.339
W_2 17511.5 -0.044 0.165 0.302
W_3 14834.4 0.086 0.164 0.399
W_4 27787.7 -0.056 0.167 0.304
W_5 19838.6 -0.033 0.165 0.303
W_6 40908.3 -0.046 0.165 0.329
W_7 46419.8 -0.059 0.164 0.313
W_8 23657.8 -0.059 0.166 0.302
W_9 35427.6 -0.043 0.164 0.32
W_10 24426 -0.0261 0.165 0.311

Table 1: GLCM features on WMG-BCDSDTM of Water 
Texture.

Average 
contrast

Average
correlation

Average 
energy

Average
homogeniety

El_1 16821 -0.046 0.166 0.2
El_2 15175.5 -0.080 0.167 0.201
El_3 16000.4 0.043 0.164 0.297
El_4 13833.9 0.056 0.164 0.298
El_5 13042.6 0.019 0.165 0.298
El_6 18526.6 0.026 0.164 0.26
El_7 11079.5 -0.081 0.166 0.209
El_8 13708.3 -0.011 0.164 0.297
El_9 14196.8 0.089 0.164 0.23

El_10 16015.8 0.053 0.164 0.299

Table 2 : GLCM features on WMG-BCDSDTM of Car 
Textures.

Average
contrast

Average 
correlation

Average 
energy

Average
homogeniety

C_1 76237.0 -0.047 0.165 0.433
C_2 52556.8 -0.051 0.164 0.422
C_3 107235.9 -0.038 0.166 0.462
C_4 77115.16 0.047 0.165 0.432
C_5 69522.79 -0.062 0.165 0.413
C_6 70546.15 -0.047 0.182 0.444
C_7 42989.83 -0.056 0.165 0.413
C_8 44555.19 -0.069 0.166 0.415
C_9 55080.92 -0.054 0.164 0.415

C_10 78811.38 -0.016 0.165 0.403

Table 3 : GLCM features on WMG-BCDSDTM of 
Elephant Textures.

Algorithm 1: Texture classification algorithm based on 
GLCM features on WMG-BCDSDTM.

Algorithm 1  

Begin

if ( (contrast >=1000 && contrast <=17000) && 
homogeneity ==0.2 )

              print (“ Elephant Texture”);

else if ( (contrast >17000 && contrast <=45000) && 
homogeneity ==0.3 )

              print(“ Water Texture “);

else if ( (contrast > 45000 && contrast <=150000) && 
homogeneity==0.4 )

              print(“ Car Texture “);

End

Based on the algorithm the classification rates of 
the above images are given in Table 4 and also 
represented in the form of bar graph in Fig. 14. 
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Table 4 : Classification rates of WMG-BCDSDTM method.

Texture Database Classification rate of WMG-
BCDSDTM (%)

Car 80
Water 90
Elephant 90
Average Classification 
rate 86.6

VI. Conclusion

The proposed Wavelet based Morphological 
Gradient BCDSDTM is based on CDTM. It reduced the 
overall dimension of the proposed texture matrix from 
81x81 as in the case of CDTM and 16x16 as in the case 
of Binary CDTM into 6x6. Thus it has reduced lot of 
complexity. Another disadvantage of the CDTM and 
BCDTM is it forms 16 different CDTM’s for the same 
texture. The proposed WMG-BCDSDTM overcomes this 
by representing the four texture elements in the form of a 
2x2 grid and deriving shape descriptors on them. The 
morphological gradient of the present method preserves 
the shape and boundaries. The proposed WMG-
BCDSDTM proves that the WMG-BCDSDTM can be 
used effectively in wavelet domain and it reduces lot of 
complexity. The proposed method can also be used in 
image retrieval system.
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Performance Analysis of A Two Node Tandem 
Communication Network with Feedback 
CH. V. Raghavendran α , G. Naga Satish σ , M. V. Rama Sundari ρ & P. Suresh Varma Ѡ 

 Abstract- A Communication Network needs optimal utilization 
of resources such as bandwidth, routers, transmitters, etc. In 
this paper we have developed and analyzed a communication 
network with two nodes with feedback. In this network, the 
arrival of packets characterized by homogeneous Poisson 
process and transmission of both the transmitters is 
characterized by Poisson process. Dynamic bandwidth 
allocation policy is proposed by adjusting the transmission 
rate at every transmitter just before transmission of each 
packet. The model is evaluated using the difference-differential 
equations and a probability generating function of the number 
of packets in the buffer. Through mathematical modeling, 
performance measures including average number of packets 
in each buffer, the probability of emptiness of the network, the 
average waiting time in the buffer and in the network, the 
throughput of the transmitters, utilization and the variance of 
the number of packets in the buffer are derived under transient 
conditions.  
Keywords: dynamic bandwidth allocation, poisson 
process, performance measures, tandem network. 

I. Introduction 

communication network has to transfer data/voice 
effectively with a guaranteed Quality of Service 
(QoS). Number of algorithms based on flow 

control and bit dropping techniques have been 
developed with various protocols and allocation 
strategies for efficient transmission by optimum 
utilization of the bandwidth [1] [2] [3] [4]. But utilization 
of the idle bandwidth by adjusting the transmission rate 
instantaneously just before transmission of a packet is 
more important to maintain QoS.  

Utilization of the resources is another major 
consideration for a communication network. Congestion 
control and packet scheduling are the two major issues 
to be considered in designing a communication 
network. In communication network congestion occurs 
due to unpredicted nature of the transmission lines. 
Packet scheduling is a process of assigning users’ 
packets to appropriate shared resource to achieve 
some performance guarantee. Packetized transmissions 
over links via proper packet scheduling algorithms will 
possibly    make    higher    resource  utilization   through 
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statistical  multiplexing of packets compared to 
conventional circuit-based communications.  Earlier 
these two aspects are dealt separately. But, the 
integration of these two is needed in order to utilize 
resources more effectively and efficiently. In [5] [6] 
Matthew Andrews considered the joint optimization of 
scheduling and congestion control in communication 
networks. The statistical multiplexing with load 
dependent strategy has been evolved through bit-
dropping and flow control techniques to decrease 
congestion in buffers [7] [8]. 

From the literature, it is observed that in most of 
the papers it was assumed that the arrival and 
transmission processes are independent. But in store-
and-forward communication systems this assumption is 
realistically inappropriate. Since the massages, 
generally preserve the length as they transfers the 
network, the inter arrival and service sequences at 
buffer, interval to the system are time dependent as they 
formulate a queuing process at each node of the 
network through which the packet are routed. These 
dependences can have a significant influence on the 
system performance [7]. 

Dynamic Bandwidth Allocation (DBA) strategy 
of transmission considers the adjustment of 
transmission rate of the packet depending upon the 
content of the buffer connected to transmitter at that 
instant [9]. This strategy has grown as an alternate for 
bit dropping and flow control strategies for quality in 
transmission and to reduce the congestion in buffers [8] 
[10] [11] [12]. The strategy of dynamic bandwidth 
allocation is to utilize a large portion of the unutilized 
bandwidth.  

From the literature we found some work 
regarding communication networks with dynamic 
bandwidth allocation. In [11], P.Suresh Varma et al has 
studied the communication network model with an 
assumption that the transmission rate of packet is 
adjusted instantaneously depending upon the content of 
the buffer. In [13], Rama Sundari., et al have developed 
and analyzed a three node communication network 
model with the assumption that the arrivals are 
characterized by non homogeneous Poisson process. It 
is further assumed that transmission time required by 
each packet at each node is dependent on the content 
of the buffer connected to it. Tirupathi Rao et al [14] 
proposed a two node tandem communication network 
with DBA having compound Poisson binomial bulk 
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arrivals for scheduling the Internet, ATM, LAN and WAN. 
Generally, conducting laboratory experiments with 
varying load conditions of a communication system in 
particular with DBA is difficult and complicated. Hence, 
mathematical models of communication networks are 
developed to evaluate the performance of the newly 
proposed communication network model under 
transient conditions. 

In this paper we have developed and studied a 
communication network model with two nodes having 
homogeneous Poisson arrival and dynamic bandwidth 
allocation with feedback for both nodes. Here it is 
assumed that the packets arrive at the first buffer 
directly with constant arrival rate. After getting 
transmitted from the first transmitter the packets may 
join the buffer connected to the second transmitter in 
tandem with first transmitter or returned back to the first 
buffer for retransmission with certain probability. 
Similarly, the packets transmitted by the second 
transmitter may leave the network or returned back to 
the second buffer for retransmission with certain 
probability. Using difference-differential equations the 
transient behavior of the model is analyzed by deriving 
the joint probability generating function of the number of 
packets in each buffer. The performance measures like 
average number of packets in the buffer and in the 
system; the average waiting time of packets in the buffer 
and in the system, throughput of the transmitter etc., of 
the developed network model are derived explicitly.  

II. Proposed Communication Network 
Model with dba and Homogeneous 

Poisson Arrivals 

Let us consider a communication network 
model with two nodes. A node consists of a buffer and a 

and 

model. It is assumed that the packet after getting 
transmitted through first transmitter may join the second 

packets delivered from the first transmitter and arrived at 
the second buffer may be transmitted out of the network 
or returned back to the second transmitter for 
retransmission. The arrival of packets at the first node 
follows homogeneous Poisson processes with a mean 
composite arrival rate λ. It is also assumed that the 
packets are transmitted through the transmitters; the 
mean service rate in the transmitter is linearly dependent 
on the content of the buffer connected to it. The buffers 
follow First-In First-Out (FIFO) technique for transmitting 
the packets through transmitters. After getting 
transmitted from the first transmitter the packets are 
forwarded to the second buffer for transmission with 
probability (1-θ) or returned back to the first buffer with 
probability θ. The packets arrived from the first 

 

 

 

Figure 1 : Communication network model 
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transmitter. Assume that the two buffers Q1 , Q2

transmitters S1, S2 are connected in series in Tandem 

buffer which is in series connected to S2 or may be 
returned back to S1 with certain probabilities. The 

transmitter are forwarded to the second buffer for 
transmission and exit from the network with probability 
(1-π) or returned back to the second transmitter with 
probability π. The service completion in both the 
transmitters follows Poisson processes with the 
parameters μ1 and μ2 for the first and second 
transmitters. The transmission rate of each packet is 
adjusted just before transmission depending on the 
content of the buffer connected to the transmitter. A 
schematic diagram representing the network model with 
two transmitters and feedback for both transmitters is 
shown in figure 1.

Let n1 and n2 are the number of packets in first and 
second buffers and let be the probability that 

there are n1 packets in the first buffer and n2 packets in 
the second buffer at time t. The difference-differential 
equations for the above model are as follows:

)(2,1 tnnP

Let P(S1,S2;t) be the joint probability generating 
function of . Then multiply the equation 2.1 with

    and summing over all n1, n2 we get

)(2,1 tnnP
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After simplifying we get
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 Solving equation 2.3 by Lagrangian’s

 

method, 
we get the auxiliary equations as,
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Solving first and fourth terms in equation 2.4, we get
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Solving first and second terms in equation 2.4, we get
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Where a,b and c are arbitrary constants.

 

The general solution of equation 2.4 gives the 
probability generating function of the number of packets 
in the first and second buffers at time t, as P (S1, S2; t).
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Taking S2=1 in equation 2.6 we get probability 

generating functions of the number of packets in the first 
buffer is 

 
           (3.2)

 Probability that the first buffer is empty as (S1=0)

               (3.3)

 Taking S1=1 in equation 2.6 we get probability 
generating function of the number of packets in the first 
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Probability that the second buffer is empty as (S2=0)
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Mean Number of Packets in the First Buffer is 
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Utilization of the first transmitter is 
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 Variance of the no. of packets in the first buffer is 
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Throughput of the first transmitter is 
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In this section, we expand P (S1, S2; t) of
equation of 2.6 and collect the constant terms. From 
this, we get the probability that the network is empty as



Average waiting time in the first Buffer is  
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Mean number of packets in the second buffer is
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Utilization of the second transmitter is 
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Variance of the no. of packets in the second buffer is 

 

( )

( )


















−
−−−

+−
−

=
−−−−

−−

λ
θµπµ

λ
πµ

θµπµ

πµ

tt

t

ee

e
tV

)1()1(

12

)1(

2
2

12

2

))1()1((
1

1
)1(

1

)(

 

(3.13)

 

Throughput of the second transmitter is 

 

( )

( )

( ) 



































−
−−−

+−
−

+=

−=

−−−−

−−

λ
θµπµ

λ
πµ

µ

µ

θµπµ

πµ

tt

t

ee

e

tPtTh

)1()1(

12

)1(

2
2

0.22

12

2

))1()1((
1

1
)1(

1

exp1

)(1)(

 

(3.14)

 

Average waiting time in the second buffer is
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Mean number of packets in the entire network at time t 
is

                         
( ) )()( 21

tt LLtL +=
             

(3.16)

Variability of the number of packets in the network is

                         ( ) )()( 21
tt VVtV +=              (3.17)

The equations 3.7, 3.9, 3.12 and 3.14 are used 
for computing the utilization of the transmitters and 
throughput of the transmitters for different values of 
parameters t, λ, θ, π, µ1, µ2 and the results are presented 
in the Table 1. Graphs in the figure 2 show the 
relationship between utilization of the transmitters and 
throughput of the transmitters.

In this section, the performance of the network 
model is discussed with numerical illustration. Different 
values of the parameters are taken for bandwidth 
allocation and arrival of packets. The packet arrival (λ) 
varies from 2x104 packets/sec to 7x104 packets/sec, 
probability parameters (θ, π) varies from 0.1 to 0.9, the 
transmission rate for first transmitter (µ1) varies from 
5x104 packets/sec to 9x104 packets/sec and 
transmission rate for second transmitter (µ2) varies from 
15x104 packets/sec to 19x104 packets/sec. Dynamic 
Bandwidth Allocation strategy is considered for both the 
two transmitters. So, the transmission rate of each 
packet depends on the number of packets in the buffer 
connected to corresponding transmitter.

From the table 1 it is observed that, when the 
time (t) and λ increases, the utilization of the transmitters 
is increasing for the fixed value of other parameters λ, π, 
µ1, µ2. As the first transmitter probability parameter θ
increases from 0.1 to 0.9, the utilization of first 
transmitter increases and utilization of the second 
transmitter decreases, this is due to the number of 
packets arriving at the second transmitter are 
decreasing as number of packets going back to the first 
transmitter in feedback are increasing. As the second 
transmitter probability parameter π increases from 0.1 to 
0.9, the utilization of first transmitter remains constant 
and utilization of the second transmitter increases. This 
is because the number of packets arriving at the second 
transmitter is packets arriving directly from the first 
transmitter and packets arrived for retransmission in 
feedback. As the transmission rate of the first transmitter 
(µ1) increases from 5 to 9, the utilization of the first 
transmitter decreases and the utilization of the second 
transmitter increases by keeping the other parameters 
as constant. As the transmission rate of the second 
transmitter (µ2) increases from 15 to 19, the utilization of 
the first transmitter is constant and the utilization of the 
second transmitter decreases by keeping the other 
parameters as constant.

It is also observed from the table 1 that, as the 
time (t) increases, the throughput of first and second 
transmitters is increasing for the fixed values of other 
parameters. When the parameter λ  increases from 
3x104 packets/sec to 7x104 packets/sec, the throughput 
of both transmitters is increasing.  As the first probability 
parameter θ value increases from 0.1 to 0.9, the 
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Table 1 :  Values of Utilization and Throughput of the Network model with DBA and Homogeneous Poisson arrivals

t λ θ π µ1 µ2 U1(t) U2(t) Th1(t) Th2(t)

0.1 2 0.1 0.1 5 15 0.1488 0.0253 0.7438 0.3799
0.3 2 0.1 0.1 5 15 0.2805 0.0877 1.4026 1.3161
0.5 2 0.1 0.1 5 15 0.3281 0.1173 1.6403 1.7601
0.7 2 0.1 0.1 5 15 0.3465 0.1295 1.7325 1.9418
0.9 2 0.1 0.1 5 15 0.3538 0.1344 1.7692 2.0153
0.5 3 0.1 0.1 5 15 0.4492 0.1707 2.2460 2.5611
0.5 4 0.1 0.1 5 15 0.5485 0.2209 2.7425 3.3136
0.5 5 0.1 0.1 5 15 0.6299 0.2680 3.1495 4.0206
0.5 6 0.1 0.1 5 15 0.6966 0.3123 3.4831 4.6849
0.5 7 0.1 0.1 5 15 0.7513 0.3539 3.7566 5.3089
0.5 2 0.1 0.1 5 15 0.3281 0.1173 1.6403 1.7601
0.5 2 0.3 0.1 5 15 0.3763 0.1073 1.8816 1.6088
0.5 2 0.5 0.1 5 15 0.4349 0.0916 2.1746 1.3743
0.5 2 0.7 0.1 5 15 0.5052 0.0671 2.5258 1.0063
0.5 2 0.9 0.1 5 15 0.5872 0.0279 2.9360 0.4191
0.5 2 0.1 0.1 5 15 0.3281 0.1173 1.6403 1.7601
0.5 2 0.1 0.3 5 15 0.3281 0.1445 1.6403 2.1678
0.5 2 0.1 0.5 5 15 0.3281 0.1860 1.6403 2.7902
0.5 2 0.1 0.7 5 15 0.3281 0.2620 1.6403 3.9304
0.5 2 0.1 0.9 5 15 0.3281 0.3680 1.6403 5.5200
0.5 2 0.1 0.1 5 15 0.3281 0.1173 1.6403 1.7601
0.5 2 0.1 0.1 6 15 0.2921 0.1234 1.7527 1.8505
0.5 2 0.1 0.1 7 15 0.2620 0.1275 1.8342 1.9126
0.5 2 0.1 0.1 8 15 0.2368 0.1304 1.8941 1.9554
0.5 2 0.1 0.1 9 15 0.2154 0.1323 1.9388 1.9851
0.5 2 0.1 0.1 5 15 0.3281 0.1173 1.6403 1.7601
0.5 2 0.1 0.1 5 16 0.3281 0.1110 1.6403 1.7758
0.5 2 0.1 0.1 5 17 0.3281 0.1053 1.6403 1.7895
0.5 2 0.1 0.1 5 18 0.3281 0.1001 1.6403 1.8015
0.5 2 0.1 0.1 5 19 0.3281 0.0954 1.6403 1.8122

throughput of the first transmitter increases and the 
throughput of the second transmitter is decreasing. As 
the second probability parameter 
0.1 to 0.9, the throughput of the first transmitter remains 
constant and the throughput of the second transmitter is 
increasing. As the transmission rate of the first 

π value increases from 

9x10  packets/sec, the throughput of the first and 4 
transmitter (µ1) increases from 5x104 packets/sec to 

second transmitters is increasing. The transmission rate 

packets/sec to 19x104 packets/sec and the throughput 
of the second transmitter (µ2) increases from 15x104

of the first transmitter is constant and the throughput of 
the second transmitter is increasing.

Using equations 3.6, 3.8, 3.16 and 3.13, 3.15 
the mean no. of packets in the two buffers and in the 
network, mean delay in transmission of the two 
transmitters are calculated for different values of  t, λ, θ, 
π, µ1, µ2 and the results are shown in the table 2. The 
graphs showing the relationship between parameters 
and performance measure are shown in the figure 3.

It is observed from the table 2 that as the time 
(t) varies from 0.1 to 0.9 seconds, the mean number of 
packets in the two buffers and in the network are 
increasing when other parameters are kept constant. 
When the λ changes from 3x104 packets/second to 
7x104 packets/second the mean number of packets in 
the first, second buffers and in the network are 
increasing. As the first probability parameter θ varies 
from 0.1 to 0.9, the mean number packets in the first 
buffer increases and decreases in the second buffer 
due to feedback for the first buffer. When the second 

number packets in the first buffer remains constant and 
probability parameter π varies from 0.1 to 0.9, the mean 

9x10  packets/second, the mean number of packets in 

increases in the second buffer due to packets arrived 
directly from the first transmitter and packets for 
retransmission due to feedback from the second 
transmitter. When the transmission rate of the first 

4 
transmitter (µ1) varies from 5x104 packets/second to 

the first buffer decreases, in the second buffer increases 
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Relationship between Utilization and Throughput and other parameters
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number of packets in the first buffer remains constant 
and decreases in the second buffer and in the network.
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rate of the second transmitter (µ2) varies from 15x104

From the table 2, it is also observed that with 
time (t) and λ, the mean delay in the two buffers are 
increasing for fixed values of other parameters. As the 
parameter θ varies the mean delay in the first buffer 
increases and decreases in the second buffer due to 
feedback for the first buffer. As the parameter π varies 
the mean delay in the first buffer remains constant and 
increases in the second buffer. As the transmission rate 

From the above analysis, it is observed that the 
dynamic bandwidth allocation strategy has a significant 

of the first transmitter (µ1) varies, the mean delay of the 
first buffer decreases, in the second buffer slightly 
increases. When the transmission rate of the second 
transmitter (µ2) varies, the mean delay of the first buffer
remains constant and decreases for the second buffer. 

influence on all performance measures of the network. 
We also observed that the performance measures are 

is optimal to consider dynamic bandwidth allocation and 
evaluate the performance under transient conditions. It 
is also to be observed that the congestion in buffers and 
delays in transmission can be reduced to a minimum 
level by adopting dynamic bandwidth allocation.

highly sensitive towards smaller values of time. Hence, it 

V. Conclusion

This paper introduces a tandem communication 
network model with two nodes with dynamic bandwidth 
allocation and feedback for both nodes. The dynamic 
bandwidth allocation is adapted by immediate 
adjustment of packet service time by utilizing idle 
bandwidth in the transmitter. The transient analysis of 
the model is capable of capturing the changes in the 
performance measures of the network like average 
content of the buffers, mean delays, throughput of the 
transmitters, idleness of the transmitters etc, explicitly. It 
is observed that the feedback probability parameters (θ, 
π) have significant influence on the overall performance 
of the network.  The numerical study reveals that the 
proposed communication network model is capable of 
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Table 2 : Values of mean number of packets and mean delay of the network model with DBA and Homogeneous 
arrivals

t λ θ π µ1 µ2 L1(t) L2(t) L(t) W1(t) W2(t)

0.1 2 0.1 0.1 5 15 0.1611 0.0257 0.1867 0.2165 0.0675
0.3 2 0.1 0.1 5 15 0.3292 0.0918 0.4211 0.2347 0.0698
0.5 2 0.1 0.1 5 15 0.3976 0.1248 0.5224 0.2424 0.0709
0.7 2 0.1 0.1 5 15 0.4254 0.1386 0.5640 0.2455 0.0714
0.9 2 0.1 0.1 5 15 0.4367 0.1443 0.5810 0.2468 0.0716
0.5 3 0.1 0.1 5 15 0.5964 0.1872 0.7836 0.2655 0.0731
0.5 4 0.1 0.1 5 15 0.7952 0.2496 1.0448 0.2899 0.0753
0.5 5 0.1 0.1 5 15 0.9940 0.3120 1.3060 0.3156 0.0776
0.5 6 0.1 0.1 5 15 1.1928 0.3744 1.5672 0.3424 0.0799
0.5 7 0.1 0.1 5 15 1.3916 0.4368 1.8284 0.3704 0.0823
0.5 2 0.1 0.1 5 15 0.3976 0.1248 0.5224 0.2424 0.0709
0.5 2 0.3 0.1 5 15 0.4721 0.1135 0.5856 0.2509 0.0705
0.5 2 0.5 0.1 5 15 0.5708 0.0961 0.6669 0.2625 0.0699
0.5 2 0.7 0.1 5 15 0.7035 0.0694 0.7730 0.2785 0.0690
0.5 2 0.9 0.1 5 15 0.8848 0.0283 0.9131 0.3014 0.0676
0.5 2 0.1 0.1 5 15 0.3976 0.1248 0.5224 0.2424 0.0709
0.5 2 0.1 0.3 5 15 0.3976 0.1561 0.5537 0.2424 0.0720
0.5 2 0.1 0.5 5 15 0.3976 0.2058 0.6034 0.2424 0.0738
0.5 2 0.1 0.7 5 15 0.3976 0.3039 0.7015 0.2424 0.0773
0.5 2 0.1 0.9 5 15 0.3976 0.4589 0.8565 0.2424 0.0831
0.5 2 0.1 0.1 5 15 0.3976 0.1248 0.5224 0.2424 0.0709
0.5 2 0.1 0.1 6 15 0.3455 0.1317 0.4771 0.1971 0.0712
0.5 2 0.1 0.1 7 15 0.3039 0.1364 0.4403 0.1657 0.0713
0.5 2 0.1 0.1 8 15 0.2702 0.1397 0.4099 0.1426 0.0714
0.5 2 0.1 0.1 9 15 0.2426 0.1420 0.3846 0.1251 0.0715
0.5 2 0.1 0.1 5 15 0.3976 0.1248 0.5224 0.2424 0.0709
0.5 2 0.1 0.1 5 16 0.3976 0.1176 0.5152 0.2424 0.0662
0.5 2 0.1 0.1 5 17 0.3976 0.1112 0.5088 0.2424 0.0622
0.5 2 0.1 0.1 5 18 0.3976 0.1055 0.5031 0.2424 0.0585
0.5 2 0.1 0.1 5 19 0.3976 0.1002 0.4978 0.2424 0.0553

evaluating and predicting the performance of 

network model includes earlier models for limiting the 
values of the parameters. It is possible to extent this 
network model to non homogeneous Poisson arrivals. 

communication networks more close to the reality. This 

References Références Referencias

1. Emre Yetginer and Ezhan Karasan, dynamic 
wavelength allocation in IP/WDM metro access 
networks, IEEE Journal on selected areas in 
Communications, Vol. 26, No.3, pp. 13-27, 2008.

2. Gunadle, A.S and Yadri, A.R, Performance 
evaluation of issues related to video over 
broadband networks, Proceedings of World 
Academy of Sciences, Engineering and technology, 
Vol. 36, pp. 122-125, 2008. 

3. Hongwang Yu and yufan Zheng, Global behavior of 
dynamical agents in direct network, Journal of 

   

4. Fen Zhou, Miklos Molnar and Bernard Cousin, 
Avoidance of multicast incapable branching nodes 
for multicast routing in WDM, Photonic network 
communications,Vol.18, pp378-392,’09. 

5. Matthew A, Lisa Zhang, Almost-tight hardness of 
directed congestion minimization. J. ACM 55(6).

and Congestion Control in Mobile Ad-Hoc 
Networks. INFOCOM 2008: 619-627.

6. Umut Akyol, Matthew Andrews, Piyush Gupta, John 
D. Hobby, Iraj Saniee, Alexander: Joint Scheduling 

7. Srinivasa Rao K, Vasanta, M.R., and Vijaya Kumar, 
C.V.R.S., On an interdependent Communication 
Network,       Opsearch     Vol.    37,   No. 2,  pp.    
134-143, 2000. 

8. Sriram, K., Methodologies for bandwidth allocation, 
transmission scheduling and congestion avoidance 

control theory and applications, Vol. 7, No.3, pp. 
307-314, 2009. 



 

Figure 3 :

 

The relationship between mean no. of packets, mean delay and various parameters

 

  
 

 
 

 
 

 
 

 

 
  

  
   

  
 

 
 

 

 
 
 

 

 
 

  
 

 
 

 
 

 
 

 

 
 

Performance Analysis of A Two Node Tandem Communication Network with Feedback
  

  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
I 
 V

er
sio

n 
I 

36

  
 

(
DDDD

)
Y
e
a
r

20
14

G

© 2014   Global Journals Inc.  (US)

9. Srinivasa Rao K., P.Suresh Varma and Y. Srinivas, 
Interdependent Queuing Model with start-up delay, 
Journal of Statistical Theory and Applications, Vol. 7, 
No. 2 pp. 219, 2008.

10. G. Padmavathi, K. Srinivasa Rao and K.V.V.S. 
Reddy, Performance Evaluation of Parallel and 
Series Communication Network with dynamic 
bandwidth allocation, CIIT International journal of 
Networking and Communication Engineering. Vol.1, 
No7, pp. 410-421, 2009. 

11. P.Suresh Varma and K. Srinivasa Rao, A
Communication network with load dependent 
transmission, International Journal of Mathematical 
Sciences, Vol.6, pp.199-210, 2007. 

12. K. Nageswara Rao, K. Srinivasa Rao, P.Srinivasa 
Rao, A tandem Communication network with DBA 

in broadband ATM networks, Computer Networks 
and ISDN Systems pp. 43-59, 1993. 

Communication Network Model with Dynamic 
Bandwidth Allocation and Non Homogeneous 
Poisson Arrivals in International Journal of Computer 
Applications, Vol 31– No.1, 2011.

14. Nakka Thirupathi Rao, K. Srinivasa Rao, P.Srinivasa 
Rao, Kuda Nageswara Rao, Performance Evaluation 
of Two Node Tandem Communication Network with 
DBA having Compound Poisson Binomial Bulk 
Arrivals in Computer Engineering and Intelligent 
Systems, Vol.5, No.1pp. 79-100, 2014.

and modified phase type Transmission having bulk 
arrivals in International journal of Computer Science 
issues, Vol.7, pp.18-26, 2010.

13. M.V. Rama Sundari, K. Srinivasa Rao, P.Srinivasa 
Rao, P.Suresh Varma, Three Node Tandem 



 
   

  

 
 

Global Journals Inc. (US)

 

Guidelines Handbook 2014

  

www.GlobalJournals.org

 



 
 
 

  

 

 

 

 
 

 

 

 

 
 

 
 

 

 

 

Fellows  

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

I

(FARSC)

Global Journals Incorporate (USA) is accredited by Open Association of Research 
Society (OARS), U.S.A and in turn, awards “FARSC” title to individuals. The 'FARSC' title 
is accorded to a selected professional after the approval of the Editor-in-
Chief/Editorial Board Members/Dean.

FARSC accrediting is an honor. It authenticates your research activities. After recognition as FARSC, 
you can add 'FARSC' title with your name as you use this recognition as additional suffix to your status. 
This will definitely enhance and add more value and repute to your name. You may use it on your 
professional Counseling Materials such as CV, Resume, and Visiting Card etc.

The following benefits can be availed by you only for next three years from the date of certification:

FARSC designated members are entitled to avail a 40% discount while publishing their 
research papers (of a single author) with Global Journals Incorporation (USA), if the 
same is accepted by Editorial Board/Peer Reviewers. If you are a main author or co-
author in case of multiple authors, you will be entitled to avail discount of 10%.

Once FARSC title is accorded, the Fellow is authorized to organize a 
symposium/seminar/conference on behalf of Global Journal Incorporation (USA).The 
Fellow can also participate in conference/seminar/symposium organized by another 
institution as representative of Global Journal. In both the cases, it is mandatory for 
him to discuss with us and obtain our consent.

You may join as member of the Editorial Board of Global Journals Incorporation (USA) 
after successful completion of three years as Fellow and as Peer Reviewer. In addition, 
it is also desirable that you should organize seminar/symposium/conference at least 
once.

We shall provide you intimation regarding launching of e-version of journal of your 
stream time to time. This may be utilized in your library for the enrichment of 
knowledge of your students as well as it can also be helpful for the concerned faculty 
members.

The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. Hall, 
Ph.D., FARSC or William Walldroff, M.S., FARSC.

FELLOW OF ASSOCIATION OF RESEARCH SOCIETY IN COMPUTING



 
 

 
 

 
 
 
 
 
 
 
 
 
 

The FARSC can go through standards of OARS. You can also play vital role if you have 
any suggestions so that proper amendment can take place to improve the same for the 
benefit of entire research community.

As FARSC, you will be given a renowned, secure and free professional email address 
with 100 GB of space e.g. johnhall@globaljournals.org. This will include Webmail, 
Spam Assassin, Email Forwarders, Auto-Responders, Email Delivery Route tracing, etc.

The FARSC will be eligible for a free application of standardization of their researches. 
Standardization of research will be subject to acceptability within stipulated norms as 
the next step after publishing in a journal. We shall depute a team of specialized 
research professionals who will render their services for elevating your researches to 
next higher level, which is worldwide open standardization.

The FARSC member can apply for grading and certification of standards of their 
educational and Institutional Degrees to Open Association of Research, Society U.S.A.
Once you are designated as FARSC, you may send us a scanned copy of all of your 
credentials. OARS will verify, grade and certify them. This will be based on your 
academic records, quality of research papers published by you, and some more 
criteria. After certification of all your credentials by OARS, they will be published on 
your Fellow Profile link on website https://associationofresearch.org which will be helpful to upgrade 
the dignity.

The FARSC members can avail the benefits of free research podcasting in Global 
Research Radio with their research documents. After publishing the work, (including 
published elsewhere worldwide with proper authorization) you can upload your 
research paper with your recorded voice or you can utilize chargeable 
services of our professional RJs to record your paper in their voice on 
request.

The FARSC member also entitled to get the benefits of free research podcasting of 
their research documents through video clips. We can also streamline your conference 
videos and display your slides/ online slides and online research video clips at 
reasonable charges, on request.

   

II
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 
 

 
 

 
 
 
 
 
 
 
 
 
 

The FARSC is eligible to earn from sales proceeds of his/her 
researches/reference/review Books or literature, while publishing with Global 
Journals. The FARSC can decide whether he/she would like to publish his/her research 
in a closed manner. In this case, whenever readers purchase that individual research 
paper for reading, maximum 60% of its profit earned as royalty by Global Journals, will 
be credited to his/her bank account. The entire entitled amount will be credited to 

his/her bank account exceeding limit of minimum fixed balance. There is no minimum time limit for 
collection. The FARSC member can decide its price and we can help in making the right decision.

The FARSC member is eligible to join as a paid peer reviewer at Global Journals 
Incorporation (USA) and can get remuneration of 15% of author fees, taken from the 
author of a respective paper. After reviewing 5 or more papers you can request to 
transfer the amount to your bank account.

MEMBER OF ASSOCIATION OF RESEARCH SOCIETY IN COMPUTING (MARSC)

The ' MARSC ' title is accorded to a selected professional after the approval of the 
Editor-in-Chief / Editorial Board Members/Dean.
The “MARSC” is a dignified ornament which is accorded to a person’s name viz. Dr. 
John E. Hall, Ph.D., MARSC or William Walldroff, M.S., MARSC.

MARSC accrediting is an honor. It authenticates your research activities. After becoming MARSC, you 
can add 'MARSC' title with your name as you use this recognition as additional suffix to your status. 
This will definitely enhance and add more value and repute to your name. You may use it on your 
professional Counseling Materials such as CV, Resume, Visiting Card and Name Plate etc.

The following benefitscan be availed by you only for next three years from the date of certification.

MARSC designated members are entitled to avail a 25% discount while publishing their 
research papers (of a single author) in Global Journals Inc., if the same is accepted by our 
Editorial Board and Peer Reviewers. If you are a main author or co-author of a group of 
authors, you will get discount of 10%.

As MARSC, you will be given a renowned, secure and free professional email address 
with 30 GB of space e.g. johnhall@globaljournals.org. This will include Webmail, Spam 
Assassin, Email Forwarders, Auto-Responders, Email Delivery Route tracing, etc.

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

III



 
 

 
 

 
 
 
 
 
 
 
 
 
 

We shall provide you intimation regarding launching of e-version of journal of your 
stream time to time. This may be utilized in your library for the enrichment of 
knowledge of your students as well as it can also be helpful for the concerned faculty 
members.

The MARSC member can apply for approval, grading and certification of standards of 
their educational and Institutional Degrees to Open Association of Research, Society 
U.S.A.

Once you are designated as MARSC, you may send us a scanned copy of all of your 
credentials. OARS will verify, grade and certify them. This will be based on your 
academic records, quality of research papers published by you, and some more criteria.

It is mandatory to read all terms and conditions carefully.

   

IV
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 
 

 
 

 
 

 
 

Auxiliary Memberships  
 

 

  

 

 

 

 

 

 

 

 

 

Global Journals Incorporation (USA) is accredited by Open Association of Research 
Society, U.S.A (OARS) and in turn, affiliates research institutions as “Institutional 
Fellow of Open Association of Research Society” (IFOARS).
The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. 
Hall, Ph.D., FARSC or William Walldroff, M.S., FARSC.
The IFOARS institution is entitled to form a Board comprised of one Chairperson and three to five 
board members preferably from different streams. The Board will be recognized as “Institutional 
Board of Open Association of Research Society”-(IBOARS).

The Institute will be entitled to following benefits:

The IBOARS can initially review research papers of their institute and recommend 
them to publish with respective journal of Global Journals. It can also review the 
papers of other institutions after obtaining our consent. The second review will be 
done by peer reviewer of Global Journals Incorporation (USA) 
The Board is at liberty to appoint a peer reviewer with the approval of chairperson 
after consulting us. 
The author fees of such paper may be waived off up to 40%.

The Global Journals Incorporation (USA) at its discretion can also refer double blind 
peer reviewed paper at their end to the board for the verification and to get 
recommendation for final stage of acceptance of publication.

The IBOARS can organize symposium/seminar/conference in their country on behalf of 
Global Journals Incorporation (USA)-OARS (USA). The terms and conditions can be 
discussed separately.

The Board can also play vital role by exploring and giving valuable suggestions 
regarding the Standards of “Open Association of Research Society, U.S.A (OARS)” so 
that proper amendment can take place for the benefit of entire research community. 
We shall provide details of particular standard only on receipt of request from the 
Board.

The board members can also join us as Individual Fellow with 40% discount on total 
fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
relevant details.

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

V

Institutional Fellow of Open Association of Research Society (USA)-OARS (USA)



 
 

 
 

 
 
 
 
 
 
 
 
 
 

We shall provide you intimation regarding launching of e-version of journal of your stream time to 
time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
38 journals worth $ 2376 USD.                                                                      

Other:

The individual Fellow and Associate designations accredited by Open Association of Research 
Society (US) credentials signify guarantees following achievements:

 The professional accredited with Fellow honor, is entitled to various benefits viz. name, fame, 
honor, regular flow of income, secured bright future, social status etc.
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Note :

″

″

 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
and they are also required to jointly pass the resolution copy of which should be sent to us. In such 
case, it will be compulsory to obtain our approval before replacement.

 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
binding to everyone.                                                                                                                                             
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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A

 

Autocorrelations

 

· 3, 10

 

Autoregressive

 

· 2, 3, 10

 

C

 

Cartesian

 

· 5

 

Covariance

 

· 10

 

D

 

Dilating

 

· 25

 

E

 

Erosion

 

· 25

 

G

 

Gaussianity

 

· 3

 

M

 

Meteorological

 

· 6, 11

 

Morpho  Syntactic

 

· 18

 

S

 

Stakeholder

 

· 14

 

Subintervals

 

· 5, 8

 

Sychophants

 

· 13

 

Syntactic

 

· 20

 

W

 

Willing

 

· 13
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