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Analysis of Data Mining Based Software Defect 
Prediction Techniques 

Naheed Azeem , Shazia Usmani  

AAbstract - Software bug repository is the main resource for 
fault prone modules. Different data mining algorithms are used 
to extract fault prone modules from these repositories. 
Software development team tries to increase the software 
quality by decreasing the number of defects as much as 
possible. In this paper different data mining techniques are 
discussed for identifying fault prone modules as well as 
compare the data mining algorithms to find out the best 
algorithm for defect prediction. 

  
  

I. INTRODUCTION 

oftware life cycle is a human activity, so it is 
impossible to produce the software without 
defects. To deliver a defect free software it is 

imperative to predict and fix the defects as many as 
possible before the product delivers to the customer. 

Software repositories have lots of information 
that is useful in assessing software quality. Data mining 
techniques and machine learning algorithms can be 
applied on these repositories to extract the useful 
information. 

The aim of this research is to explore the 
different issues and problems in the area of defect 
prediction as well as provide the solutions to improve 
the product quality via defect prediction mechanism. 

In this survey four type of research issues, 
formulated as questions, need to be addressed to 
understand the problems of defect prediction 
mechanism based on data mining techniques. 
Research questions: 
- How can we resolve the problem of ceiling effects as 

well as imbalanced and highly skewed datasets? 
- What software repositories and datasets should be 

mined for defect prediction? 
- How can we get better results in identifying defects 

from large features and high level software modules? 
- How machine learning algorithms and data mining 

techniques can be proved more effective in defect 
extraction from repository? 

- Is there any good data mining technique that performs 
the best in all situations? 

 
 
Author
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Author  : Department of Computer Science Federal Urdu University  
E-mail : shaziausmani@fuuast.edu.pk 

The remainder of this paper begins with a 

background and description. (Section 2), followed by 
Issues and problems regarding data mining in defect 
prediction and its solution( section 3) , future work and 
open issues are discussed in section 5and finally 
summarizes the paper (section 4).

 
II.

 
BACKGROUND AND DESCRIPTIONS

 A software
 

defect
 

is an error, flaw, mistake, 
failure, or fault in a computer program or system that 
produces an incorrect or unexpected result, or causes it 
to behave in unintended ways [24].

 Software defects are expensive in terms of 
quality and cost.  Moreover, the cost of capturing and 
correcting defects is one of the most expensive software 
development activities. It will not be possible to eliminate 
all defects but it is possible to minimize the number of 
defects and their severe impact on the projects. To do 
this a defect management process needs to be 
implemented that focuses on improving software quality 
via decreasing the defect density. A little investment in 
defect management process can yield significant 
returns.

 a)
 

Software Defect Prediction 
 Software defect prediction is the process of 

locating defective modules in software. To produce high 
quality software, the final product should have as few 
defects as possible. Early detection of software defects 
could lead to reduced development costs and rework 
effort and more reliable software. So, the study of the 
defect prediction is important to achieve software 
quality. 

 The most discussed problem is software defect 
prediction in the field of software quality and software 
reliability. As Boehm observed finding and fixing a 
problem after delivery is 100 times more expensive than 
fixing it during requirement and design phase. 
Additionally software projects spend 40 to 50 percent of 
their efforts in avoidable rework [25].

 b)
 

Data Mining and Machine Learning Techniques
 Data mining techniques and machine learning 

algorithms are useful in prediction of software bug 
estimation. Machine learning models and Data mining 
techniques can be applied on the software repositories 
to extract the defects of a software product.

 
Common 

techniques include decision tree learning, Naive 

S 

General Terms : Reliability
Keywords : Defect prediction, Data Mining
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Bayesian classification and neural networks, j48 and
ONER.



 

 

  
 

 
III.

 

ISSUES AND PROBLEMS

 

Software prediction model only works well when 
enough amount of data is available in software 
repository within the organization to initially feed the 
model. Extraction of defects from software bug 
repository accurately is not done without a good data 
mining model. There is a need of good data mining 
model to predict the software defects from a bug 
repository.

 

a)

 

Highly skewed and imbalanced datasets

 

-

 

Existing prediction models based on un sampling as 
well as training dataset does not contain any 
information about number of fault per module and 
distribution of fault among modules [3].

 

-

 

Data mining algorithms lack of business knowledge 
and hit a performance ceiling effect when cannot 
extract the additional information that related to 
software metrics with fault occurrence [16].

 

-

 

Fit datasets are usually imbalanced that cause the 
degradation of defect prediction models [22].

 

-

 

Highly skewed dataset is considered as the main 
cause of unsatisfactory prediction result. However the 
results of more balanced dataset are also 
unsatisfactory [23].

 

b)

 

Early life cycle and multiple dataset

 

-

 

Early life cycle data cannot be useful in identifying 
fault prone modules [9, 20].

 

-

 

No change in defect predictions results when different 
software repositories are mined [11].

 

-

 

Single classifier is technically unfit to make use of all 
the features. However the problems of combing 
different classifier still remain

 

unresolved [14].

 

c)

 

Large number of features and high level software 
modules

 

-

 

Most of the machine leading algorithms are not 
capable of extracting defects from the database that 
store continuous features [7].

 

-

 

Supervised learning are useful for defect prediction at 
same logical levels but it is not suitable for high level 
software modules [8].

 

-

 

Existing classifier based defect prediction model are 
insufficient accurate for practical use and use of a 
large number of features [13].

 

d)

 

Accurate defect prediction model

 

-

 

There is a need of accurate defect prediction model 
for large-scale software system which is more robust 
to noise [2].

 

-

 

Traditional decision tree are used in classification of 
defective and non-defective modules. However 
traditional decision trees induction method contain 
several disadvantages [4].

 

-

 

There is a need of good data mining model to predict 
the software defects from a bug repository [5].

 

-

 

Data transformation can improve the performance of 
software quality models [21].

 

e)

 

Consistent data mining technique

 

-

 

A good data mining technique to build a better 
prediction model is an open issue [1].

 

-

 

Quality professional cannot find appropriate defect 
prediction techniques because there is no 
comparative study that asses the performance of 
these techniques [6].

 

-

 

A good data mining technique to build a better 
prediction model is an open issue [10].

 

-

 

Evaluation of different prediction model is still an open 
issue as well as effort reduction gain by using such 
model is ignored during evaluation [15].

 

-

 

Various fault prediction techniques have been 
proposed but no one has proven to be consistently 
accurate [17].

 

-

 

A good data mining technique to build a better 
prediction model is an open issue [18].

 

-

 

Different prediction techniques are used to assess the 
software quality but there is a lack of comparative 
study to evaluate the effectiveness of various models 
[19].

 

IV.

 

APPROACHES AND METHODOLOGIES

 

a)

 

Sampling effect on imbalanced datasets

 

An oversampling method is proposed that using 
the number of fault per modules and distribution of fault 
among modules. Two prediction models Naïve Bayes 
and Logistic regression are applied to two dataset from 
NASA MDP project .Sampling and over sampling 
method are used. The result of T test and the non-
parametric method of Wilcoxon test showed that 
oversampling method significant influence on the 
prediction of both LR and NB model [3].

 

Author in [16] proposed a human-in-the-loop 
CBR tool that ad business knowledge to the data mining 
algorithm. CBR build better prediction model that detect 
the lower bound

 

on the number of instances. Using 
three sub sampling techniques (over, under and micro 
sampling) to find the lower bound the number of training 
instances. Naive Bayes and j48 methods are used in 
case of over and under sampling and Naive Bayes is 
used in case of micro sampling.

 

Another technique used Sampling method to 
improve the performance of defect prediction models 
when data sets are imbalanced [22].Four sampling 
methods (random over sampling, synthetic minority over 
sampling, random under sampling and

 

one-sided 
selection) applied to four fault-proneness models(linear 
discriminant analysis, logistic regression analysis, neural 
network and classification tree) by using two module 
sets of industry legacy software.

 
 

©  2011 Global Journals Inc.  (US)
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Analysis of Data Mining Based Software Defect Prediction Techniques

A method SimBoost is used to handle the 
software defect prediction problem when high skewed 
datasets are used, with a fuzzy based classification. A 
novel method SimBoost is applied on the NASA project 
dataset to reduced the effects of skewed dataset but the 



 

 

  
prediction on more balanced dataset are still not 
accurate. So, fuzzy classification was used to accurate 
the prediction result [23].

 

b)

 

Effect of early life cycle and multiple dataset

 

Most of the researchers raise the issue that 
relying on single data source can limit the accuracy of 
defect prediction models. However, a combination of 
different data sources is better to utilize in order to built 
more accurate fault prediction models.

 

Both papers [9, 20] analyzed that early lifecycle 
data can be highly useful in defect prediction. In [9] a 
hybrid Defect prediction models consisting of K-means 
clustering and C 4.5 are built. Requirement metrics and 
code metrics and the combination of both

 

requirement 
and code metrics are applied on these models. 
Compare the result of models on three NASA projects 
i.e. CM1, JM1 and PC1. Result shows requirement 
metric plays an important role in identifying defects. 
While in the paper [20] author built a Defect prediction 
models using requirement metrics and code metrics 
and the combination of both requirement and code

 

metrics. Compare the result of models on three NASA 
projects. Result shows requirement metric plays an 
important role in identifying defects.

 

Author [11] claimed that Defect prediction 
results improve significantly with different data sources. 
Three repositories static analysis, version control and 
release management are used for defect prediction. 
Learning algorithm ID3, J48 and SVM are used to 
assess the accuracy of different data sources. 

 

A method is proposed to build a software 
quality model using multiple learners induced on 
multiple training datasets to take advantage of their 
respective biases.

 

Seventeen classifier models 
were used on seven NASA datasets. Multiple classifiers 
were combined by majority voting of experts. Four 
classification scenarios

 

were used to evaluate the result 
[14].

 

c)

 

Large number of features and high level software 
modules

  

The paper [7] proposed a new data mining 
model to predict the software bug estimation more 
accurately. This technique used an entropy based 
splitting criteria

 

and minimum description stopping 
criteria (decide when to stop discretization).The binary 
discretization was always select the best cut point and 
was applied recursively.

 

Author investigated

 

that a novel Multi-instance 
learning technique is much better in

 

identifying defects 
for high level software modules. Four multi-instance 
learning algorithm i.e. Statistical learner, Set Kernel, 
Citation KNN (k Nearest Neighbor ) and MI EM-DD 
(Expectation-Maximization version of Diverse Density ) 
are investigated against three supervised learners Naïve 
Bayes, Multi-layer Perceptron and logistic Regression 
[8].

 

A feature selection algorithm is proposed in [13] 
that decrease the number of features used by a 
machine learning classifier for fault prediction. Perform a 
feature selection process using gain ratio to reduce the 
set of features in an iterative form. These reduced 
features are then used to train the two classification 
model i.e. Naïve Bayes and SVM. Finally the 
performance of two classifier are assessed  in terms of 
overall prediction accuracy, buggy precision, recall, F-
measure, and ROC area under curve (AUC).

 

d)

 

Need of accurate defect prediction model

 

The paper [2] present a software defect 
prediction model based on random forest which is more 
robust to outliers and noise than other classifiers and 
beneficial for large-scale software system. They applied 
Random forest on five different data set of NASA project 
using two machine learning tools WEKA and See5. 
Finally they compare the accuracy of random forest with 
other statistical methods such as logistic regression and 
discriminant analysis.

 

Earlier studies have addressed the use of 
evolutionary decision tree in classification of defective 
and non-defective modules. But in [4] author used 
Evolutionary decision tree in a multi population genetic 
algorithm. SAEDT is applied on promise dataset using 
software metrics. The result shows better generalization 
and higher accuracy.

 

In [5] a two step data mining model is proposed 
to predict software bug estimation. In first step, a 
weighted similarity model is used to match the summary 
and description of new bug from the previous bug in the 
bug repository. In the second step calculate the duration 
of all the bugs and the average is calculated.

 

The authors [21] criticized that data 
transformation can improve defect prediction model. 
They proved it with four data transformation methods 
applied on ten software quality models on nine dataset 
from MDP.  The performances of models are compared 
through different test i.e. the Friedman test, the Nemenyi 
test and the Wilcoxon test.

 

e)

 

Need of a Consistent data mining technique

 

This paper focused on using and comparing the 
performance of different machine learning algorithms to 
build a prediction models based on source code 
measures and history data. Confusion matrix may be 
inappropriate for evaluation criteria. Nine different 
machine learning algorithms are used to build prediction 
models for a java legacy system to identify the fault 
prone modules. Compare the performance of each 
model using confusion matrix and cost sensitive criteria 
[1].

 

Analysis of Data Mining Based Software Defect Prediction Techniques
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In [6], author Evaluate the performance of five 
data mining algorithm named J48, CART, Random 
Forest, BFTree and Naïve Bayesian classifier (NBC). The 
performances of algorithms are evaluated using WEKA 
tool on software metric dataset KC2 from NASA 



 

 

  

 

database. Cross validation test are applied to verify the 
results. Result shows that performance of algorithm is 
depends on various factors like problem domain , nature 
of dataset etc.

 
 

Another comparison is done in [10]. This paper 
compares the three most used data mining techniques. 
The performance of J48 is better than ONER and ONER 
is better than Naïve Bayes. Two datasets having 1212 
modules and 101 modules was used to evaluate the 
performance of three machine learning algorithms i.e. 
J48 , ONER and Naïve Bayes  with the help of WEKA 
tool.10 fold cross validation was applied to confirm the 
result.

 

Performances of five classifier prediction model 
based only on the size of modules measured

 

in LOC are 
evaluated. Data sets from NASA MDP are used to 
evaluate the performance of trial defect prediction model 
based only on the size of modules measured in LOC. 
Compare the performance of five classifier including 
Naive Bayes, Logistic Regression, CART decision tree 
learner,

 

bagging and random forest.When model is 
evaluated using AUC it shows surprising well results 
while evaluated using proposed performance measure, 
the result becomes worst [15].

 

Researchers [17] evaluate the performance of 
different fault prediction techniques on different real time 
software data sets. But no particular technique that 
prove consistently accurate. Seven different learning 
methods are applied on Real time data sets from NASA 
MDP repository to predict the fault prone modules. Also 
different methods are trained to combine with statistical 
method PCA. Assess the performance of machine 
learning algorithm.

 

MCLP method to build a better prediction 
model and assess the performance by comparing with 
other classification algorithm was reported in [8]. 
Different method are used for generating prediction 
model include C4.5, Decision Tree, Support Vector 
Machine (SVM), Neural Network(NN) and Multiple 
Criteria Linear Programming (MCLP) and applied to data 
set taken from NASA MDP. Assess the performance of 
the prediction models based on accuracy, probability of 
detection (PD), and probability of false alarm (PF).

 

While in [19], author proposed an ideal a 
software defect management system based on data 
mining techniques and data mining models. Proposed 
methodology of this paper based on three data mining 
techniques classification, clustering and association rule 
with two specific data mining models Bayesian Network 
and Probabilistic Relational Model.

 

V.

 

CONCLUSIONS

 

Defects can assess in directing the software 
quality assurance measures as well as improve software 
management process if developers find and fix them 
early in the software life cycle.

 

Effective Defect prediction is based on good 
data mining model. In this we surveyed different data 
mining algorithms used

 

for defect prediction. We also 
discuss the performance and effectiveness of data 
mining algorithms. This survey also has showed that all 
the issues for selecting a data mining technique for 
defect prediction and their provided solutions have been 
discussed.

 

Our most important finding is that there is no 
single data mining technique that is more powerful or 
suitable for all type of projects. In order to select a better 
data mining algorithm, domain expert must consider the 
various factors like problem domain, type of data sets, 
nature of project, uncertainty in data set etc.

 

Multiple 
classifiers were combined by majority voting of experts

 

to get more accurate result.

 

Our findings indicate that early life cycle data 
can be highly effective in defect prediction.

 

However, a 
combination of different data sources can utilize to get 
better prediction results. 

 

Another finding of this paper is Sampling 
method are useful to improve performance when 
dataset are highly skewed. Data transformation cannot 
improve the performance of defect prediction. 
Integration of discretization method with classification 
algorithm improves the defect prediction accuracy by 
transforming the continuous features into discrete 
features. However different techniques are applied in 
identifying defects for large features and high level 
software modules.

 

VI.

 

FUTURE WORK AND OPEN ISSUES

 

Future work in this area should:

 

-

 

Study other unsupervised or semi supervised learning 
framework and compare the performance of other 
different data mining algorithms to find out the best 
algorithm for defect prediction.

 

-

 

Establish an improved method for predicting software 
quality via combining different classifier based on 
different software measures and different voting 
schemes.

 

-

 

Analyze the affect of classifier with feature selection 
and find out whether the cost sensitive learning 
algorithms can be used to build better defect 
prediction models.
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Abstract - The resource management in agriculture environments is very important. Using smart 
controls will be one of the most eminent ways of managing. These resources such as water and 
plant nutrition. In this paper researcher are going to present a special program in which provide 
necessary resources for growing plant by using data sensors based on environment conditions. 
Firstly, it is gained a few data from soil, climate and plant conditions by using sensors and made 
context by processing all the data. In next stage the presented approach will do its own 
calculations on the basis of conditions. It can be said that researchers are used fuzzy logic for 
calculations because of complex data. Then researchers by using actuators can make decision 
for environment. In this paper, because of injecting nutrition on the basis of its conditions in to 
soil and plant necessary, plants can frequently use suitable quanta of nutrition and …, won’t be 
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Proposing a New Approach to Applying 
Pervasive Computing In Agriculture 

Environments 
Mohammadreza Mohammadrezaei , Nima Attarzadeh  

AAbstract - The resource management in agriculture 
environments is very important. Using smart controls will be 
one of the most eminent ways of managing. These resources 
such as water and plant nutrition. In this paper researcher are 
going to present a special program in which provide 
necessary resources for growing plant by using data sensors 
based on environment conditions. Firstly, it is gained a few 
data from soil, climate and plant conditions by using sensors 
and made context by processing all the data. In next stage the 
presented approach will do its own calculations on the basis 
of conditions. It can be said that researchers are used fuzzy 
logic for calculations because of complex data. Then 
researchers by using actuators can make decision for 
environment. In this paper, because of injecting nutrition on 
the basis of its conditions in to soil and plant necessary, plants 
can frequently use suitable quanta of nutrition and …, won’t be 
on stress danger. 

 : pervasive computing, agriculture environment , 
sensor network, fuzzy logic. 

I. INTRODUCTION 

he technology progress, improves its way whole 
the world and life. These progresses are affected 
in the forms of porches, relation with others, 

mobility from one place to another and other aspect of 
human life. In fact, human life is improved toward 
pervasive computing. This kind of calculations make an 
incredible situation for computers context in which while 
they are available and usable for people, are concealed 
and invisible. 

For gaining this point, computers must be little 
in accounting tools shape and put them in walls, 
buildings and furniture’s pervasive computing may be 
defined as the utilization of all the computers power in 
physical users area, in which are invisible from users 
viewer. It will be main point, using computers in human 
life without necessary to their presentation [1]. Pervasive 
computing context aware, are kind of this calculations in 
which are depend on context and automatically able to 
react and update itself with due to context. 

Having information from context will 
automatically  make  active  system and cause reducing  
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The rate of user’s disorder with program and intelligently 
assist them. 

The context can be consisting of any 
information’s in which are usable in order to create 
characters to a Situation/presentation. A presentation 
can be a person, place or an object in which are 
depended to relate between user and program in which 
consist of their owns users and programs. In fact, the 
pervasive computing on the basis of basic conditions 
making decision without human’s actions. There is 
needed to sensors and actuator in order to relate 
system to area. Sensors will be a group of tools in which 
are able to collect every comprehension from 
environments conditions and situations. They usually 
received qualities of environment and convert into digital 
amounts. 

Actuator will be a group of tools in which are 
able to grant all the users wanted on the environment 
[2]. In this discourse reviewing the annals of research’s 
struggles in pervasive computing on the context and 
also historical records of using sensors network in 
agriculture environments in section 2, we present fuzzy 
logic concepts in section3, then section4 describes 
methodology. In section5 we present our results and 
conclusions. 

II. THE ANNALS OF RESEARCHER’S 

ACTIVITY 

a) Researchers activity in pervasive computing based 
on context 

Sensors, in fact are a part of pervasive 
computing system based on context, in which will use 
them in this system in order to collect data and we are 
able to use this kind of calculations in different ways. In 
Aware-home project, researchers create an 
extraordinary home in which understand residents 
movements and assist them [3], Coal Town project, 
connected to… company, image a city in the future in 
which all the people, places, object, furniture, will 
introduce as the number one citizens of wireless and 
wire of global communications. In this visionary city, all 
the services and tools calculations will be context aware 
and available in communication network global [4]. In 
pervasive health care projects from Denmark Arouse 
university, general services will have created in or out 

T 
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Keywords

sides hospital in order to assist patients and make 



 

 

  
 available all the patients and

 
physicians wanted, 

automatically and wisely [5], it
 

can be said that, 
suggestions have been propounded

 
[6] graphic tools 

have been designed by human and
 

computers 
cooperation group of Cornel university by

 
using these 

tools, attaching text notes from one place
 
to another will 

be feasible and possible [7].
 b)

 
Hystorical records of using sensor networks in

 agriculture environments
 Firstly, sensors used in military applications but 

by

 

time passing, their utilization improved. Sensor

 network are a group of small sensors in which insist

 

and 
cooperate together in order to collect

 

information’s [8].

 III.

 

FUZZY LOGIC

 These kinds of network

 

are powerful and 
organized

 

and also able to guard soil and etc. sensor 
networks

 

are used in agriculture environments in order 
to

 

resources management, pest controls and etc.

 
Zhouho.Zhang could develop wireless sensor for

 

golden 
house monitoring. In this network sensors are

 

used in 
order to collect soil, wet, and environment

 

temperature 
[9]. Aline Baggio has presented a design

 

in order to 
utilize sensor network for controlling pests

 

and used it 
for potato yield [10].

 IV.

 

THE PROPOSED METHOD

 Methods having different information from soil 
will

 

be one of the most important factors in order to 
make

 

discussion about changing soil characteristics. 
But

 

enabling to obtain information about cheap and fast

 
characteristics of soil in one of the greatest

 

limitations in 
agriculture part. In order to solve this

 

problem, 
researchers will present a new approach for

 

applying 
pervasive computing context aware in

 

agriculture 
environments (PCAE).

 

The approach for applying 
pervasive computing

 

context aware in agriculture 
environments

 

will be an

 

understanding from soil and 
water conditions in order

 

to grow plant.

 

In this part, 
utilizing pervasive computing context

 

aware would be 
explained. The utilizing pervasive

 

computing context 
aware in agriculture environment

 

and its architectural are 
showed in figure2 and fig.3

 

respectively.

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig1

 

:

 

views of pervasive computing context aware

 

in 
agriculture

 

environments

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig2

 

:

 

A model from pervasive computing context aware 
in agriculture environments

 

Generally, using pervasive computing context 
aware

 

in agriculture environments has four layers 
constructions.

 

a)

 

The layer of sensors

 

In this layer, hardware sensors are placed in to 
layer

 

in order to create context. It can be said that,

 

researchers need lot of information’s about soil,

 

water 
and plant conditions. For that reason,

 

are classified in 
three groups.

 

b)

 

A layer for creating context

 

A system pervasive computing context aware 
needs

 

some information’s about context in order to 
change

 

behavior according to information’s, in order to 
make

 

available context in every time. It can be assume 
that

 

a compilations as the context manager will be

 

presence by sensors. Context manager will control

 

available situations, time by time and update different

 

context and finally, the present

 

material in

 

environment 
will provide on intelligent atmosphere

 

and give service 
more than olden time.

 

This form of communications and 
calculations will

 

be available in environment in which can 
be named

 

host. In order to create context, researchers 
will study

 

and research the kind of plant and climate 
conditions.

 

Table1 :

 

the static and dynamic conditions

 

of created 
materials of

 

context
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c)

 

The layer of calculations

 

In this layer, in which resolution subject will be

 

available, all the calculations most be done on

 

context 
aware. In this section, because of data

 

intricate, 
researchers utilize fuzzy logic in order to

 

calculate 
during process. After creating context,

 

presented plan or 
context aware and laws, in which

 

have been explained, 
the rate of necessary materials

 

of plants are calculated 
and sent to actuator layer. In

 

fact, in this layer a fuzzy 
logic are placed in which

 

will control the rate of 
necessary materials in extern

 

and context aware (fig.4)

 

fuzzy controller , all the conditions will check and

 

select, 
according to lows and selected lows will

 

calculate the 
rate of injecting materials in to fuzzy

 

block and send to 
next layer.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3

 

:

 

fuzzy controller

 

d)

 

Actuators layer and alarm system

 

Actuators layer in

 

which are connected to 
external

 

environment. In this layer a hardware actuators 
will

 

be available in which can be use it in order to exert

 

calculations environment. This pare include irrigation

 

systems, spraying systems, injecting chemical

 

fertilizer 
digital systems. In which will be able to

 

inject nutritive 
materials in to soil and also on alarm

 

system will find in 
this layer. Alarm system is used in

 

emergency situations 
and conditions when plant will

 

be at danger and orders 
can network harmoniously.

 

When

 

critical conditions 
threat a plan, alarm system

 

will work and operate.

 

V.

 

SIMULATION RESULTS

 

The proposal requires the data to simulate real

 

conditions for growing a particular plant. This data is

 

used to grow corn in a laboratory. Table2 [13] shows

 

the 
corn-fed conditions under which the parameters

 

are 
defined by fuzzy logic.

 

Table 2 :

 

Elements needed to grow corn
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Fig 4 : Phase diagram of nitrogen needed for corn

Fuzzy rules for adjusting the soil nitrogen is
presented in Figure 8. In these rules, depending on
soil’s PH used of three types of fertilizer for regulate the 
soil nitrogen. If PH is low, the oure is used, but if PH is 
medium, the nitrate ammonium is used, and if PH is 
high, the sulfate-ammonium is used.

               

        
 

        < 39000 < 9 Low > 6 

  3 7000 5.5 – 7 --------- ---------- 

   >  35000 > 4 High < 10 

Corn          Nitrogen PH  Conductivity of 

        
Soil 

Bad 

Critical

Good

Fig 6 : Phase diagram for the conductivity of soil

Fig 5 : Phase diagram’s PH for grow corn

For corn, the third parameter has been studied 
in three favorable, unfavorable and critical shown are
Figures 5, 6 and 7.



 

 

  
 
 
 
 
 
 
 
 
 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   
 
 

 
 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 7

 

:

 

Fuzzy rules for adjusting the soil nitrogen

 

Simulation results are expressed in Figures 9, 
10 and

 

11. Figures extracted from the simulations are 
very

 

similar to Figure 5, 6 and 7 showed that the ideal

 

condition, In this case, shows performance the

 

proposed scheme.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 8

 

: Simulation result for nitrogen needed for corn

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 9

 

:

 

Simulation result for the conductivity of soil

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 10

 

:

 

Simulation result for PH for grow corn

 

1. If (N is critical) and

 

(PH is low) and (CEC is low)

 

then (oure 
is very high)

 

2. If

 

(N is critical)

 

and

 

(PH is medium)

 

and

 

(CEC is low)

 

then

         

(nitrate ammonium is very-high)

 

3. If

 

(N is critical)

 

and

 

(PH is high)

 

and (CEC is low)

 

Then

 

(sulfate-ammonium is very high)

 

4.

 

If (N is

 

critical)

 

and

 

(PH is low)

 

and

 

(CEC is

 

high)

 

then

 

(oure 
is high)
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(oure is 

then (oure 

then (oure is 

(oure is 

5. If (N is critical) and (PH is medium) and (CEC is high) then
(nitrate-ammonium is high)
6. If (N is critical) and (PH is high) and (CEC is high) then 
(sulfate - ammonium is high)
7. If (N is good) and (PH is low) and (CEC is low) then
high)
8. If (N is good) and (PH is medium) and (CEC is low) then 
(nitrate-ammonium is high)
9. If (N is good) and (PH is high) and (CEC is low) then 
(sulfate-ammonium is high)
10. If (N is good) and (PH is low) and (CEC is high)
is medium)
11. If (N is good) and (PH is medium) and (CEC is high) then 
(nitrate-ammonium is medium)
12. If (N is good) and (PH is high) and (CEC is high) then 
(sulfate-ammonium is medium)
13. If (N is bad) and (PH is low) and (CEC is low)
medium)
14. If (N is bad) and (PH is low) and ( EC is high) then
low)
15. If (N is bad) and (PH is medium) and (CEC is low) then 
(nitrate -ammonium is medium)
16. If (N is bad) and (PH is medium) and (CEC is high) then 
(nitrate-ammonium is low)
17. If (N is bad) and (PH is high) and (CEC is low) then 
(sulfate-ammonium is medium)
18. If (N is bad) and (PH is high) and (CEC is high) then 
(sulfate-ammonium is low)

VI. RESULT

In this research a new approach has been 
presented in order to apply pervasive computing context 
aware in agriculture environments. In this approach 
sensors are used in order collect data about soil, water, 
plant and climate conditions and send to layer of 
creating context and after that send to layer of 
calculation, then, the rate of injecting materials in to soil 
are calculated by fuzzy logic and context aware. After
that are exerted on environment by actuators in the last 
projects, researchers have utilized sensors in agriculture 
environment but in primary form such as designing Drip 
irrigation in primary sensor networks form. But in this 
paper approach, sensors are generally used in order to 
collect data of environment and all the next decisions 
will be on the basis of collected data.

REFERENCES REFERENCES REFERENCIAS

1. Weiser, M., “The Computer for the 21st Century”, 
Scientific American, 94 -104, September 1991.

2. Walker, K., kabashi, A., Abdelnour, J., Ngugi, K., 
Underwood, J., Elmirghani, J., and Prodanovic, M., 
"Interaction design for rural agricultural sensor 
networks", Internal Environmental Modeling and 
Software society( iEMSs) , 2008 .

3. Lun, W.Y and Lau, F.C.M., “A Context -Aware 
Decision Engine for Content Adaptation”, IEEE 
Pervasive Computing Vol.1., no.3, pp.41-49., jul-sep 
-2002.



 

 

  
     

 
    

   
     

 
  

 
   

 
  

 
   

  
    

 
   

 
   

 
  

 
  

 
   

 
   

 

  

 
 

 
 

 
 

  
 

 
 

 
 

 
  

   

 
  

 
 

 
 

 
 

 
 

 

4.  Saha, D., Mukherjee, A., “Pervasive Computing:A 
paradigm  for 21st Century”.  

5.  Judd, G., Steenkiste, “providing contextual 
Information to  Pervasive Computing Applications”, 
Proc, IEEE  International Conference on Pervasive 
Computing, March  2003.  

6.  Chi, Ed.H., Borriello, G., Hunt,G., Davies,N., 
”Pervasive  Computing in Sports Technologies”, 
IEEE PERVASIVE  computing, JULY-SEPTEMBER 
2005.  

7.  Burrell, J., Gay, G., ”E -Graffiti:Evaluation Real-World 
use of  a Context -Aware systwm”, Integrating with 
Computers :  Special Issue on Universal Usability, 4. 
301 -312, 2003.  

8.  Baggio, A., "Wireless sensor networks in precision  
agriculture”, In Proc.ACM Workshop Real-Word 
Wireless  Sensor Network, 2005.  

9.  Loke, S.,”Context–Aware Pervasive Systems”, 
Auerbach  Publications, Pages 2-13, 2006.  

10.  Tanaka, T., " an Introduction to Fuzzy logic for 
practical  applications", springer vaerlay, 1996.  

11.  Fuller, R., Carlsson, C., “Fuzzy multiple criteria 
decision  making”, Recent developments, Fuzzy 
Sets and Systems  78(2) 139-153., 1996.  

12.  Grabisch, M., Fuzzy integral in multicriteria  decision 
making,  Fuzzy Sets  and System 69(3) 279-289,1995  

13.  “Corn starters”,available at http://www.agtest.com/  
articles ,  2000.  

14.  Zhang, Z., “Investigation of wireless sensor 
networks for  precision agriculture”, American 
Society of Agricultural and  Biological Engineers, 
2004.

Proposing a New Approach to Applying Pervasive Computing In Agriculture Environments

© 2011 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
V
ol
um

e 
X
I 
Is
su

e 
X
V
I 
V
er
sio

n 
I 

  
  
  
 

  
  
  
  

  

11

  
  
  

 
    
  
  
 

20
11

Se
pt
em

be
r 



 
 

 
 

 
 
 
 
 
 
 
 
 
 

Proposing a New Approach to Applying Pervasive Computing In Agriculture Environments

©  2011 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
V
ol
um

e 
X
I 
Is
su

e 
X
V
I 
V
er
sio

n 
I 

  
  
  
 

  
  
  
 

  

12

20
11

Se
pt
em

be
r 

This page is intentionally left blank 



© 2011. K. Shalini, Y. Surekha.This is a research/review paper, distributed under the terms of the Creative Commons Attribution-
Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non commercial use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 
 

Global Journal of Computer Science and Technology 
Volume 11 Issue 16  Version 1.0  September  2011 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Effective File Replication and Consistency Maintenance 
Mechanism in P2P Systems  

By

 

K. Shalini, Y. Surekha

 

PVP Siddhartha Institute of Technology Vijayawada, Andhra Pradesh, India  
Abstract -

 

In peer–to-peer file sharing systems, file replication

 

and consistency maintenance are 
widely used techniques for

 

high system performance. Despite significant

 

interdependencies 
between them, these two issues are

 

typically addressed separately. Most file replication methods

 

rigidly specify replica nodes, leading to low replica utilization,

 

unnecessary replicas and hence 
extra consistency

 

maintenance overhead. Most consistency maintenance

 

methods propagate 
update messages based on message
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response. This paper presents an

 

Integrated file Replication and consistency Maintenance

 

mechanism that integrates the two techniques in a systematic

 

and harmonized manner. It 
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Effective  File Replication and Consistency 
Maintenance Mechanism in P2P Systems 

K. Shalini , Y. Surekha

AAbstract - In peer–to-peer file sharing systems, file replication 
and consistency maintenance are widely used techniques for 
high system performance. Despite significant 
interdependencies between them, these two issues are 
typically addressed separately. Most file replication methods 
rigidly specify replica nodes, leading to low replica utilization, 
unnecessary replicas and hence extra consistency 
maintenance overhead. Most consistency maintenance 
methods propagate update messages based on message 
spreading or a structure without considering file replication 
dynamism, leading to inefficient file update and hence high 
possibility of outdated file response. This paper presents an 
Integrated file Replication and consistency Maintenance 
mechanism that integrates the two techniques in a systematic 
and harmonized manner. It achieves high efficiency in file 
replication and consistency maintenance at a significantly low 
cost. Instead of passively accepting replicas and updates, 
each node determines file replication and update polling by 
dynamically adapting to time-varying file query and update 
rates, which avoids unnecessary file replications and updates. 
It dramatically reduces overhead and yields significant 
improvements on the efficiency of both file replication and 
consistency maintenance approaches. 
Keywords : File replication, consistency maintenance, 
peer-to-peer, distributed hash table. 

I. INTRODUCTION 

ver the past years, the immerse popularity of 
Internet has produced a significant stimulus to 
peer-to-peer (P2P) file sharing systems. A recent 

large-scale characterization Of HTTP traffic has shown 
that more than 75 percent of Internet traffic is generated 
by P2P applications. The percentage of P2P traffic has 
increased significantly as files such as videos and 
audios have become almost pervasive. File replication is 
an effective method to deal with the problem of overload 
condition due to flash crowds or hot files. It distributes 
load over replica nodes and improves file query 
efficiency. File consistency maintenance to maintain the 
consistency between a file and its replicas is 
indispensable to file replication. Thus, file replication 
should proactively reduce unnecessary replicas to 
minimize the overhead of consistency maintenance, 
which in turn provides guarantee for the fidelity of 
consistency among file replicas considering file 
replication dynamism. 
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Fig. 1 : Interrelationship between file replication and                       

consistency maintenance 

This paper presents an Integrated File 
Replication and Consistency Maintenance mechanism 
that achieves high efficiency in file replication and 
consistency maintenance at a significantly lower cost. 

II.
 RELATED

 WORK
 

File replication in P2P systems is targeted to 
release the load in hot spots and meanwhile decrease 
file query latency.  Generally, the methods replicate files 
near file owners [2], [3], [4], file requesters [5], [6], or 
along a query path from a requester to a owner [1], [7]. 
PAST [2], CFS [3], and Backslash [4] replicate each file 
on close nodes near the file’s owner. In LAR [5] and 
Gnutella [6], overloaded nodes replicate a file at 
requesters. Freenet [1] replicates files on the path from 
a requester to a file owner. CFS, PAST, LAR [5] cache 
routing hints along the search path of a query. Cox et al. 
[7] studied providing DNS service over a P2P network 
as an alternative to traditional DNS. Other studies of file 
replication investigated the relationship between the 
number of replicas, file query latency, and load balance 
[8], [9], [10], [11], [12], [13] in unstructured P2P 
systems. In most of these methods, file owners rigidly 
determine replica nodes and nodes passively accept 
replicas. They are unable to keep track replica utilization 
to reduce underutilized replicas and ensure high 
utilization of existing replicas. In our previous work, we 
proposed an efficient and adaptive decentralized file 
replication algorithm in P2P file sharing systems called 
EAD [14]. In the method, traffic hubs that carry more 
query load and frequently requesters are chosen as 
replica nodes. The nodes periodically compute their 
query load to create replicas and remove underutilized 
replicas. Replication in a structured P2P system is to 
decrease file query time, while replication in an 
unstructured P2P system is to decrease the search time. 
Unstructured P2P systems allow for more proactive 

O 
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replications of objects, where an object may be 
replicated at a node even though the node has not 
requested the object. 

In most of these file replication and consistency 
maintenance methods, nodes passively accept replicas 
and update messages. They are unable to keep track 
the utilization of replicas to determine the need of file 
replicas and replica updates. Minimization of the 
number of replicas helps to reduce unnecessary 
updates in consistency maintenance, but it should still 
keep the efficiency of file replication to release the load 
in hot spots and to improve query efficiency. 

III. INTEGRATED FILE REPLICATION AND 

CONSISTENCY MAINTENANCE(IRM) 

Instead of passively accepting replicas and 
update messages, it harmonically integrates file 
replication and consistency maintenance by letting each 
node autonomously determine the need for file 
replication and update based on actual file query rate 
and update rates. File replication places replicas in 
frequently visited nodes to guarantee high utilization of 
replicas, and meanwhile reduce underutilized replicas 
and overhead of consistency maintenance. 

 

Fig.2 :
 
IRM file replication and consistency maintenance

 
 

Consistency maintenance in turn aims to 
guarantee file fidelity of consistency at a low cost with 
file replication dynamism consideration. Using adaptive 
polling, this ensures timely update operation and avoids 
unnecessary updates. The basic idea of IRM is to use 
file query and update rate to direct file replication and 
consistency maintenance. 

a) Adaptive File Replication 
Integrated File Replication and Consistency 

maintenance mechanism is developed by leveraging 
EAD [14] file replication algorithm. The replication 
algorithm achieves an optimized trade-off between 
query efficiency and overhead in file replication. We 
introduce file replication component by addressing two 
main problems in file replication: 1) Where to replicate 
files so that the file query can be significantly expedited 

and the replicas can be fully utilized? 2) How to remove 
underutilized file replicas so that the overhead for 
consistency maintenance is minimized? 

b) File Consistency maintenance 
Maintaining consistency between frequently 

updated or even infrequently updated files and their 
replicas is a fundamental reliability requirement for a 
P2P system. P2P systems are characterized by 
dynamism, in which node join and leave continuously 
and rapidly. IRM employs adaptive polling for file 
consistency maintenance to cater to file replication 
dynamism.  

In IRM poll-based consistency maintenance, 
each replica node polls its file owner or another node to 
validate whether its replica is the up-to-date file, and 
updates its replica accordingly. IRM addresses two 
main issues in consistency maintenance: 1) How to 
determine the frequency that a replica node probe a file 
owner in order to guarantee timely file update? 2) How 
to reduce the number of polling operations to save cost 
and meanwhile provide the fidelity of consistency 
guarantees? 

IRM associates a time-to-refresh (TTR) value 
with each replica. It denotes the next time instant a node 
should poll the owner to keep its replica updated. The 
TTR value is varied dynamically based on the results of 
each polling. IRM combines file query rate into 
consideration for poll time determination. TTRquery and 
TTRpoll denotes the next time instant of corresponding 
operation of a file. 

 
 Algorithm 1. Pseudo-code for the IRM adaptive file

 
consistency 

maintenance algorithm
 

 
 //operation at time instant Tpoll

 if there is a query for the file then
     include a polling request into the query for file f

 else
     send out a polling request

 if get a validation reply from file owner then{
     if file is valid then

 TTR = TTRold +  
     if file is stale then{

     TTR  =  TTRold 
 
/  

     update file replica}
 if TTR > TTRmax or TTR < TTRmin then

    TTR  =  max(TTRmin, min(TTRmax, TTR))
 if TTR query

 
then

    TTRpoll  =  Tquery
 else 

   TTRpoll  =  TTR}
 ___________________________________________________

 
 When TTR > Tquery, that is, the file is queried at a 

higher rate than change rate, then the file should be 
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updated timely based on TTR. As a result, TTRpoll should 
be calculated based on the following formula:



 

 

  

 

 

 IV.

 

PERFORMANCE

 

EVALUATION

 We designed and implemented a simulator for 
evaluating the IRM mechanism based on Chord P2P 
system

 

[8]. We compared IRM with representative 
approaches of file replication and consistency 
maintenance.  Experiment results show that IRM file 
replication algorithm is highly effective in reducing file 
query latency, the number of replicas, and file 
consistency maintenance overhead. IRM file 
consistency maintenance in turn provides a guarantee 
of file fidelity of consistency even in churn and 
dramatically reduces consistency maintenance 
overhead. Table 1 lists the parameters of the simulation 
and their default values. In practice, a node has various 
capacities in terms of bandwidth, memory

 

storage, 
processing speed, etc. We assume that different

 capacities can be represented by one metric.

 a)

 

File Replication

 We choose the works in [2], [5], and [7] as 
representative works of the three categories of file 
replication  proaches, Server Side, Client Side, and Path, 
respectively. We compared the performance of IRM with 
Server Side [2], Client Side [5], and Path [7] in terms of 
average lookup path length, hot spot reduction, and the 
total number of file replicas versus the number of 
replicating operations per file. In each replicating 
operation, IRM, Server Side and Client Side replicate a 
file to a single node, while Path replicates a file to a 
number of nodes along a query path.

 
Table 1 : Simulated Environment and Algorithm 

Parameters 

 
 
 
 
 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3

 

:

 

Performance of File Consistence maintenance 
algorithms

 

(a)

 

number of messages with churn   (b) stale file 
responses with churn

 

Fig. 3a plots the average path length of different 
approaches. We can see that Path generates shorter 
path length than Server Side and Client Side, and IRM 
leads to approximately the same path length as Path. 
Fig. 3b illustrates the number of replicas versus the 
number of replicating operations per file. The figure 
shows that the number of replicas increases as the 
number of replicating operations per file increases. This 
is due to the reason that more replication operations for 
a file lead to more replicas. The figure also shows that 
the number of replicas of Path is excessively higher than 
others. It is because in each file replication operation, a 
file is replicated in multiple nodes along a routing path in 
Path but in a single node in Server Side, Client Side, and 
IRM.

 

b)

 

File Consistency Maintenance

 

We use Hierarchy to denote the work in [15] that 
builds a hierarchical structure for file consistency 
maintenance. We compared the performance of IRM 
with SCOPE [16], hierarchy [15], and Push/poll [17] 
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mutable, mutable, and immutable. The percentage of 
the files in

 

each category and their update rates were 
(0.5 percent, 0.15 sec), (2.5 percent, 7.5 sec), (7 
percent, 30 sec), and (90 percent, 100 sec). File queries 
were successively generated. The query interval time 
was randomly chosen between 1 and 500 seconds.

 

 
 

 
 

Fig. 4 :

 

Effectiveness of IRM in overhead reduction.

 

(a)

 

Update rate and   (b) number of update messages.

 

This experiment evaluated the performance of 
different

 

Consistency

 

maintenance methods with churn 
in P2P systems. In the experiment, the number of replica 
nodes was set to 4,000 and the failed nodes were 
randomly chosen. Fig. 4a shows the average number of 
update messages per replica node versus the 
percentage of failed replica nodes. We can see that the 
number of update messages increases as

 

the 
percentage of failed replica nodes increases in SCOPE 
and Hybrid, but remains constant in IRM and Push/poll. 
SCOPE constitutes nodes into a tree structure for file 
updating.

       Fig. 4b  depicts  the  percentage  of  stale  files 
received by requesters versus the percentage of failed 
nodes. We can see that the percentages of stale files 
received in SCOPE and Hierarchy increase rapidly as 
the failed replica nodes grow, while the percentages of 
stale files received in IRM and Push/poll keep almost 
constant regardless of the percentage of failed replica 
nodes. The figure also demonstrates that SCOPE and 
Hierarchy incur much higher percentage rates than IRM 
and Push/poll. SCOPE relies on tree structure for update 
propagation, and if a node fails, all the node’s children 
cannot get the update message in time until the tree is 
fixed.

 

V.

 

CONCLUSION

 

This paper proposes an IRM that achieves high 
efficiency at a significantly lower cost. Instead of 
passively accepting replicas and updates, nodes 
autonomously determine the need for file replication and 
validation based on file query rate and update rate. It 
guarantees the high utilization of replicas, high query 
efficiency and fidelity of consistency. Meanwhile, IRM 
reduces redundant file replicas, consistency 
maintenance overhead, and unnecessary file updates. 
Simulation results demonstrate the effectiveness of IRM 
in comparison with other file replication and consistency 
maintenance approaches. Its low overhead and high 
effectiveness are particularly attractive to the 
deployment of large-scale P2P systems.

 

We find that IRM relying on polling file owners 
still cannot guarantee that all file requesters receive up-
to-date files, although its performance is better than 
other consistency maintenance algorithms. We plan to 
further study and explore adaptive polling methods to 
fully exploit file popularity and update rate for efficient 
and effective replica consistency maintenance.

 

REFERENCES

 

REFERENCES

 

REFERENCIAS

 

 

 
 

 
 

 
 

 
 

 

Effective File Replication and Consistency Maintenance Mechanism in P2P Systems

©  2011 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
V
ol
um

e 
X
I 
Is
su

e 
X
V
I 
V
er
sio

n 
I 

  
  
  
 

  
  
  
  

  

16

20
11

Se
pt
em

be
r 

methods in terms of file consistency maintenance cost 
and the capability to keep the fidelity of file consistency. 
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Study & Analysis of Security Issues in Wireless 
Sensor Networks 

Payal Jain , Sameer verma  

AAbstract - Wireless sensor networks are successfully used in 
the conditions of war as well as natural calamities like 
earthquake, flood, volcanoes etc. Rapid technological 
advances in the area of micro electro-mechanical systems 
have spurred the development of small inexpensive sensors 
capable of intelligent sensing. A significant amount of research 
has been done in the area of connecting large numbers of 
these sensors to create robust and scalable Wireless Sensor 
Networks (WSNs). Proposed applications for WSNs include 
habitat monitoring, battlefield surveillance, and security 
systems. WSNs aim to be energy efficient, self-organizing, 
scalable, and robust. Relatively little work has been done on 
security issues related to sensor networks. The resource 
scarcity, ad-hoc deployment, and immense scale of WSNs 
make secure communication a particularly challenging 
problem. The primary consideration for sensor networks is 
energy efficiency, security schemes must balance their 
security features against the communication and 
computational overhead required to implement them. This 
paper will describe the fundamental challenges in the 
emergent field of sensor network security and the initial 
approaches to solving them.  
Keywords : Sensor network, Seismic, Message 
authentication code, Hopping, Spread spectrum etc. 

I. INTRODUCTION 

ireless Sensor Networks is composed of 
hundreds or thousands of inexpensive, low-
powered sensing devices with limited 

computational and communication resources, provide a 
useful interface to the real world with their data 
acquisition and processing capabilities. Applications 
include burglar alarms, inventory control, medical 
monitoring and emergency response monitoring remote 
or inhospitable habitats, target tracking in battle fields, 
disaster relief networks early fire detections in forest and 
environmental monitoring. Sensor devices, also called 
motes or nodes, typically consist of a sensing unit, a 
transceiver unit, a processing unit, and a power source 
unit. Depending on the application, the sensing unit may 
monitor various types of data including acoustic, 
seismic, visual,  and  temperature  data.  The transceiver  
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unit is a low-power radio capable of short range 

communication (tens of meters). The processing unit 
contains memory and a processor with severely limited 
size and speed. Wireless sensor motes are powered by 
a battery energy source which is not intended to be 
recharged. Communication usually consists of source 
nodes which sense the data and return it to sink nodes 
over multiple hops.  Sink nodes may be ordinary sensor 
nodes or specialized base stations with greater 
resources. 

 In the future thousands to millions of sensor 
devices will be embedded in almost every aspect of life. 
The main aim is create an intelligent environment which 
is capable of collecting massive amounts of information, 
recognizing significant events automatically and 
responding appropriately. Sensor networks facilitate 
“large-scale, real-time data processing in complex 
environments” [Wood and Stankovic 2002]. 

 Although two of the most security-orientated 
applications of WANs are military and medical solutions. 
Sensor networks can be applied to a large number of 
areas and its applications are continuously growing. 
Sensor networks are extremely vulnerable against any 
type of internal or external attacks, due to resource 
constraints, lack of tamper-resistant packaging, and the 
nature of its communication channels.

 If sensor networks are to attain their potential, 
however, secure communication techniques must be 
developed in order to protect the system and its users. 
WSNs are ideal for detecting chemical, biological, or 
environmental threats over large areas, but maliciously 
induced false alarms could completely negate the value 
of the system. As [1] point out, if security is weak, 
sensor networks “will only be suitable for limited, 
controlled environments – falling far short of their 
promise.” The widespread deployment and overall 
success of sensor networks will be directly related to 
their security strength. 

 
II.

 
SECURITY ISSUES AND GOALS

 
a)

 
Data confidentiality

 Confidentiality means keeping information 
secret from unauthorized parties. A sensor network 
should not leak sensor readings to neighboring 
networks. The standard approach for keeping sensitive 
data secret is to encrypt the data with a secret key that 
only intended receivers possess, hence achieving 

W 
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confidentiality. Most of the proposed protocols use 
symmetric key encryption methods.



 

 

  

 
b)

 

Data authenticity

 

In a sensor network, an adversary can easily 
inject messages, so the receiver needs to make sure 
that the data used in any decision-making process 
originates from the correct source. Data authentication 
prevents unauthorized parties from participating in the 
network and legitimate nodes should be able to detect 
messages from unauthorized nodes and reject them. In 
Data authentication can be achieved through a purely 
symmetric mechanism: The sender and the receiver 
share a secret key to compute a message 
authentication code (MAC) of all communicated data. 
When a message with a correct MAC arrives, the 
receiver knows that it must have been sent by the 
sender. However, authentication for broadcast 
messages requires stronger trust assumptions on the 
network

 

nodes.

 
c)

 

Data integrity

 

Data integrity ensures the receiver that the 
received data is not altered in transit by an adversary.

 
d)

 

Data freshness

 

Data freshness implies that the data is recent, 
and it ensures that an adversary has not replayed old 
messages. A common defense is to include a 
monotonically increasing counter with every message 
and reject messages with old counter values. With this 
policy, every recipient must maintain a table of the last 
value from every sender it receives. For RAM 
constrained sensor nodes, this defense becomes 
problematic for even modestly sized networks. 
Assuming nodes devote only a small fraction of their 
RAM for this neighbor table, an adversary replaying 
broadcast messages from many different senders can 
fill up the table. At this point, the recipient has one of two 
options: ignore any messages from senders not in its 
neighbor table, or purge entries from the table. Neither 
is acceptable; the first creates a DOS attack and the 
second permits replay attacks.

 

The protection against

 

the replay of data 
packets should be provided at the application layer and 
not by a secure routing protocol as only the application 
can fully and accurately detect the replay of data 
packets (as opposed to retransmissions, for example). 
The reason that by

 

using information about the network's 
topology and communication patterns, the application 
and routing layers can properly and efficiently manage a 
limited amount of memory devoted to replay detection.

 

There are two types of freshness identified: 
weak freshness, which provides partial message 
ordering, but carries no delay information, and strong 
freshness, which provides a total order on a request-
response pair, and allows for delay estimation. Weak 
freshness is required by sensor measurements, while 
strong freshness is useful for time synchronization within 
the network.

 
e)

 

Robustness and Survivability

 
The sensor network should be robust against 

various security attacks, and if an attack succeeds, its 
impact should be minimized. The compromise of a 
single node should not break the security of the entire 
network.

 
III.

 

THREATS TO WSNS

 

There are a large and increasing number of 
threats and attacks to which WSNs are susceptible. 
They can be broadly classified as attacks against the 
privacy of the network data, denial of service (DOS) 
attacks, impersonation or replication attacks and 
physical attacks. A denial of service (DoS) attack aims 
to deny access to legitimate users to shared services or 
resources. Attacks can be launched at any point in the 
network. This implies

 

that certain attacks may be more 
effective at different layers of the communication 
protocol, 

 
Table I :

 

sensor network layer and attack

 
LLayer

 

Attack

 Physical Layer

 
 

DOS – Jamming, Tampering

 Data-link Layer

 
 

DOS – Collision, Exhaustion, Unfairness

 
 Network Layer

 
 

DOS – Neglect & Greed, Homing,

 

Misdirection (Spoofing), Black Holes,

 

Flooding  
Sybil

 

Wormhole Attack

 

a)

 

Physical layer 

 

Attacks at the physical level include radio signal 
jamming and tampering with physical devices.  

 

i.

 

Jamming 

 

Jamming is interference with the radio 
frequencies used by a device’s transceiver. It represents 
an attack on the availability of a network. Jamming is 
only different from normal radio propagation in that it is 
unwanted and disruptive, thus creating a denial-of-
service condition [4]. The degree of the jamming is 
determined by physical properties such as the available 
power, antenna design, obstacles, and height above 
ground [4]. This attack is extremely effective against 
single frequency networks. 

 

Defense against jamming involves the use of 
spread-spectrum or frequency hopping techniques. 
Spread-spectrum communication uses a wider band for 
radio transmission. Frequency hopping is a type of 
spread-spectrum in which a pseudorandom sequence 
is used to change the frequency of transmission. The 
receiver, who also knows the hopping sequence, can 
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“dehop” the signal to reconstruct the original message 
[2]. Frequency hopping also protects against 
unintentional jamming, i.e., interference. Spread-



 

 

  

 

spectrum techniques provide protection in high noise 
environments in which sensor networks will certainly be 
deployed. The inherent complexity involved in spread-
spectrum systems is particularly costly for sensor 
motes. Frequency hopping requires greater power and 
financial cost, two scarce resources in sensor networks. 

 

Prevention of denial of service attacks is a 
difficult task. Since most sensor networks currently use 
single frequency communication,, [4]

 

have proposed a 
Jammed Area Mapping (JAM) service which 
emphasizes detection and adaptation

 

in response to 
jamming. They assume that only a portion of the 
network is being jammed and attempt to map this area 
so it can be avoided. Nodes in the affected area switch 
to low power mode. Information about jammed areas is 
passed to the network layer so

 

it can successfully route 
packets around the dead areas. If spread spectrum 
techniques cannot be incorporated into motes, then 
detection algorithms such as JAM may be important in 
defending against jamming attacks. 

 

ii.

 

Tampering

  

A second problematic issue at the physical 
layer is the relative ease and potential harm of device 
tampering. This problem is exacerbated by the large-
scale, ad-hoc, pervasive nature of sensor networks. 
Access to thousands of nodes spread over several 
kilometers cannot be completely controlled [4].

 

Attackers may very well have greater physical access to 
nodes than the network administrator. Nodes may be 
captured, interrogated, and compromised without 
difficulty. 

 

One defense involves physically tamper-
proofing the devices. Nodes should react to tampering 
by erasing sensitive cryptographic information [Wood 
and Stankovic 2002].  However, tamper-resistant 
packaging increases the cost of the devices, thus 
reducing their economic viability. The preferred solution 
is algorithmic: algorithms

 

that reduce the effect a single 
key compromise has on the security of the entire 
network. The tampering is “one of the most vexing 
problems in sensor network security”,[5].

 
b)

 

LInk layer

 

The link and media access control (MAC) layer 
handles neighbor-to-neighbor communication and 
channel arbitration. Like the physical layer, the link layer 
is particularly susceptible to denial of service attacks. 

 
i.

 

Collision 

 

If an adversary can generate a collision of even 
part of a transmission, he can disrupt the entire packet 
[[15], Stankovic, and Wagner 2004]. A single bit error 
will cause a CRC mismatch and possibly require 
retransmission. In some MAC protocols, a corrupted 
ACK may cause exponential back-off and unnecessarily 
increase latency. Although error-correcting codes 
protect against some level of packet corruption, 

intentional corruption can occur at levels which are 
beyond the encoding scheme’s ability to correct. The 
advantage, to the adversary, of this MAC level jamming 
over physical layer jamming is that much less energy is 
required to achieve the same effect: preventing devices 
from successfully transmitting packets. 

 

ii.

 

Exhaustion 

 

Another malicious goal is the exhaustion of a 
network’s battery power. In addition to the previous 
types of attacks, exhaustion may also be induced by an 
interrogation attack. In the IEEE 802.11-based protocols, 
for example, Request To Send (RTS) and Clear To Send 
(CTS) packets are used to reserve bandwidth before 
data transmission. A compromised node could 
repeatedly send RTS packets in

 

order to elicit CTS 
packets from a targeted neighbor, eventually consuming 
the battery power of both nodes. 

 

iii.

 

Unfairness 

 

A more subtle goal of the previously described 
attacks may be unfairness in the MAC layer [[3].  A 
compromised node can be altered to intermittently 
attack the network in such a way that induces unfairness 
in the priorities for granting medium access. This weak 
form of denial of service might, for example, increase 
latency so that real-time protocols miss their deadlines, 
[3].  Another form of this attack could target one 
particular flow of data in order to suppress detection of 
some event. The use of small frames which prevent a 
node from capturing the channel for a long period of 
time has been proposed as a defense against this sort 
of attack [1]. 

 

c)

 

Network Layer 

 

The network layer is responsible for routing 
packets across multiple nodes. Due to the ad-hoc 
nature of sensor networks, every node must assume 
routing responsibilities. WSNs are particularly vulnerable 
to routing attacks because

 

every node is essentially a 
router.  [3] have identified a variety of routing attacks 
and have shown them to be effective against every 
major sensor network routing protocol. Their 
classifications of attacks are summarized below and are 
followed by a general discussion of secure routing 
techniques. 

 

i.

 

False Routing Information 

 

The most direct attack on routing is to spoof, 
alter, or replay routing information. This false information 
may allow adversaries to create routing loops, attract or 
repel traffic, shorten or extend route lengths, increase 
latency, and even partition the network [3].

 

Clearly, the 
falsification of routing information can cripple a network. 
The standard solution is to require authentication for 
routing information, i.e., routers only accept routing 
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information from valid routers. Not surprisingly, 
authentication is an important element in the security 
systems proposed for sensor networks.



 

 

  

 

 

ii.

 

Selective Forwarding 

 

Selective forwarding is a more subtle attack in 
which some packets are correctly forwarded but others 
are silently dropped. A compromised node could be 
configured to drop all packets, creating a so-called 
black hole. Since the network is capable of handling 
node failure it may conclude that the compromised 
node has failed and find another route. If the 
compromised node selectively forwards packets, the 
neighboring nodes will believe that the malicious node is 
still functioning correctly and continue to route packets 
to the node. This vulnerability is due to the assumption 
that nodes will faithfully forward received messages. If 
an attacker can get in the path of a desired data flow, he 
can selectively drop packets from that flow.

 

iii.

 

Sinkhole Attack

 

The adversary’s goal is to lure nearly all the 
traffic from a particular area through a compromised 
node, creating a metaphorical sinkhole with the 
adversary at the center. Sinkhole attacks typically work 
by making a compromised node look especially 
attractive to surrounding nodes with respect to the 
routing algorithm. For instance, an adversary

 

could 
spoof or replay an advertisement for an extremely high 
quality route to a base station. Due to either the real or 
imagined high quality route through the compromised 
node, it is likely each neighboring node of the adversary 
will forward packets destined for a base station through 
the adversary, and also propagate the attractiveness of 
the route to its neighbors. Effectively, the adversary 
creates a large “sphere of influence”, attracting all traffic 
destined for a base station from nodes several hops

 

away from the compromised node.

 

iv.

 

The

 

Sybil Attack  
In a Sybil attack, a single node presents 

multiple identities to other nodes in the network. They 
pose a significant threat to geographic routing 
protocols, where location aware routing requires nodes 
to exchange coordinate information with their neighbors 
to efficiently route geographically addressed packets. 
Authentication and encryption techniques can prevent 
an outsider to launch a Sybil attack on the sensor 
network. However, an insider cannot be prevented from 
participating in the network, but (s)he should only be 
able to do so using the identities of the nodes (s)he has 
compromised. Using globally shared keys allows an 
insider to masquerade as any (possibly even 
nonexistent) node. Public key cryptography can prevent 
such an insider attack, but it is too expensive to be used 
in the resource constrained sensor networks. One 
solution is to have every node share a unique symmetric 
key with a trusted base station. Two nodes can then use 
a Needham-Schroeder like protocol to verify each 
other’s identity and establish a shared key. A pair of 
neighboring nodes can use the resulting key to

 

implement an authenticated, encrypted link between 

them. An example of a protocol which uses such a 
scheme is LEAP, which supports the establishment of 
four types of keys.

 

v.

 

Wormhole Attack 

 

The wormhole attack is used to convince two 
possibly distant nodes that they are neighbors so that 
the attacker can place himself on the route between 
them. Basically, the adversary tunnels messages from 
one part of the network to another through an out-of-
bound channel available only to the attacker. 
Wormholes typically involve two colluding nodes. This 
sort of attack is likely to be used in combination with 
selective forwarding or eavesdropping.

 

vi.

 

Hello Flood Attack 

 

The Hello flood attack, a novel attack proposed 
by Karlof and Wagner, exploits routing protocols that 
require periodic HELLO packets be transmitted to 
announce the presence of a node. Nodes which receive 
a HELLO packet assume they are within radio range of 
the sender, i.e., the sender is a neighboring node. This 
assumption may be false in the case of a laptop-class 
attacker. An adversary with a powerful transmitter may 
be able to transmit a single HELLO packet to every node 
in the network and convince every node that it is a one-
hop neighbor. As a result, the network is left in a state of 
confusion. If, for example, the attacker advertises a very 
quick route to a base station in the HELLO packet, many 
non-neighbor nodes will attempt to

 

route packets 
through the malicious node. In actuality, however, they 
will be sending packets into oblivion. [33] point out that 
this attack is actually a “one-way, broadcast wormhole.” 
The simplest solution for this attack is to verify the 
bidirectionality of a link before acting on its information. 
Essentially, routing messages from one-way links are 
ignored. Karlof and Wagner propose an identity 
verification protocol to defend against the HELLO flood 
attack. 

 

vii.

 

Acknowledgement Spoofing  
The last routing attack [[3]

 

identify is the 
acknowledgement spoofing attack. Several routing 
protocols rely on link layer acknowledgements for 
determining next-hop reliability. If an adversary can 
respond for weak or dead nodes, he can deceive the 
sender about the strength of the link and effectively 
mount a selective forwarding attack. The artificial 
reinforcement allows the attacker to manipulate the 
routing through the weak or dead node. 

 

There have been several approaches to defend 
against network layer attacks. Authentication and 
encryption are a first step, but more proactive 
techniques

 

such

 

as monitoring, probing, and 
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transmitting redundant packets have also been 
suggested. Secure routing methods protect against 
some of previous attacks. Proposed techniques are 
described below.      



 

 

  

 

viii.

 

Authentication & Encryption 

 

Link layer authentication and encryption protect 
against most outsider attacks on a sensor network 
routing protocol. Even a simple scheme which uses a 
globally shared key will prevent unauthorized nodes 
from joining the topology of the network. In addition to 
preventing selective forwarding and sinkhole attacks, 
authentication and encryption also make the Sybil attack 
impossible because nodes will not accept even one 
identity from the malicious node [[3]. SPINS and TinySec 
are two proposed solutions for link level encryption and 
authentication. They are discussed in greater detail in 
the next section. 

 

ix.

 

Monitoring 

 

A more active strategy for secure routing is for 
nodes to monitor their neighbors and watch for 
suspicious behavior [1].

 

In this approach, nodes act as 
“watchdogs” to monitor the next hop transmission of the 
packet. In the event that misbehavior is detected, nodes 
will update routing information to avoid the 
compromised node. 

 

x.

 

Probing 

 

Another proactive defense against malicious 
routers is probing [[1].

 

This method periodically sends 
probing packets across the network to detect blackout 
regions. Since geographic routing protocols have 
knowledge of the physical topology of the network, 
probing is especially well-suited to their use. Probes 
must appear to be normal traffic, however, so that 
compromised nodes do not intentionally route them 
correctly in order to escape detection.

 

xi.

 

Redundancy 

 

Redundancy is another strategy for secure 
routing [11]. An inelegant approach, redundancy simply 
transmits a packet multiple times over different routes. 
Hopefully, at least one route is uncompromised and will 
correctly deliver the message to the destination. Despite 
its inefficiency, this method does increase the difficulty 
for

 

an attacker to stop a data flow. 

 

IV.

 

CONCLUSION

 

While the majority of the research in sensor 
networks has focused on making them feasible and 
useful, a few researchers have proposed solutions to the 
security issues discussed previously. Sensor network 
security mechanisms can be divided into two 
categories: communication protocols and key 
management architectures. Communication protocols 
deal with the cryptographic algorithms used to achieve 
availability, confidentiality, integrity, and authentication. 
Key management architectures handle the complexities 
of creating and distributing keys used by 
communication protocols. 
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Ashok Kumar , Anil Kumar  

 AAbstract -
 
This paper is based on reengineering of module for 

public sector, it deals with the measurement of complexity as 
well as effort measurement of module during Reengineering of 
module at design time. This methodology reduces more

 
than 

75% resources as compared to conventional and structural 
Methodology. It   also, enables to reengineering of module 
faster, high quality, high reliability, and also increases level of 
reusability & productivity.

  :
 

Conventional Methodology [8], Structural 
Methodology

 
[8], Excel Template

 
[9]

 
I.

 
INTRODUCTION 

oday public sector is an integral part of Govt. and 
performance of it, has considerable scope for 
improvement. However, these sector such as govt. 

hospital, depends on information system, which
 
have 

been engineered in earlier days, such legacy system 
using procedural methodology, db handling , GUI etc. 
As services grow in size or the requirement of public 
increases continuously, due to this there is accelerating 
need software maintenance. It has

 
been observed that, 

the cost of the maintenance is much higher than the 
cost of reengineering of the software.  And also continue 
maintenance of such system become tedious and cost 
approach and occurrence of software failure is more 
due to poor documentation, poorly structured & 
transparency, and also changes technology infra 
structured in hardware and software, complexity of 
module increases continuously, and finally logic code 
written is outdated hardware and software. Therefore, 
maintenance is not a good choice.

 
Reengineering, is 

much better than maintenance. It is an approach to 
solve problem of legacy system. Its aim is the qualitative 
improvement of existing software and the extension of 
its life expectancy. It consists of examination

 
(reverse 

engineering) and alteration
 

(forward engineering) of 
legacy system.

 
II.

 
PURPOSED WORK

 

The purposed methodology, used to 
reengineering of module of public sector i.e. more 
suitable, for available tools and techniques. It will create 
significant improvement to measure the complexity and 
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effort of module individually by using Excel Template[9].  
The Excel Template that is used to measure complexity 
of each and every modules of hospital are Modified 
Method Hiding Factor (M-MHF), Modified Attributes 
Hiding Factor (M-AHF), Modified Method Inheritance 
Factor (M-MIF), Modified Attributes Inheritance Factor 
(M-AIF), Modified Coupling Factor (M-CF), and Modified 
Polymorphism Factor (M-PF); And the Excel Template 
that are used for measuring effort of each and every 
modules of hospital during reengineering of the 
modules are, Modified Weighted Method Per Class (M-
WMC), Modified Depth of Inheritance (M-DIT), Modified 
Number of Children (M-NOC), Modified Coupling 
Between Object (M-CBO), Modified Response for a 
class (M-RFC) and Modified Lack of Cohesion in 
Method (M-LCOM). 

It also specifies causes of errors and the use of 
the safety design concepts, to prevent minimize errors 
by detecting them, before undesirable effect takes 
place. The excel template provides facility to 
reengineering  the modules in such a way that help 
enables the doctors to better serve their patients,  
Reducing the time spent by staff filling out forms, 
Control over the costs incurred by diagnosis – related 
groups,  Increased nursing productivity,  Faster and 
informed decision-making by doctors,  Improve decision 
support for the management, Cost-effective patient 
transactions. 

III. PROBLEM DESCRIPTION 

HMS is powerful, flexible, easy to use and has 
designed & developed to deliver real conceivable 
benefits to hospitals and clinics. It is designed for multi 
specialty hospitals, to cover a wide range of hospital 
administration and management processes.  

Hospital Management System is a product of 
our deep experience in delivering successful solutions 
to various customers in the healthcare space and our 
expertise in developing unique Intellectual Property in 
the form of products and re-usable components for the 
Healthcare Industry. 

 
 

T 

© 2011 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
V
ol
um

e 
X
I 
Is
su

e 
X
V
I 
V
er
sio

n 
I 

  
  
  
 

  
  
  
  

  

25

  
  
  

 
    
  
  
 

20
11

Se
pt
em

be
r 

Reengineering of Module for Public Sector
& Complexity Measurement

Keywords



  
   

 

 
 

The legacy system
 
(i.e. hospital) is engineered 

by using Conventional and Structured Methodology. 
Conventional 

 
methodology, based on SDLC, there is no 

way to measurement of complexity and effort of module 
during reengineering of module as well as this 
methodology not support reusability and also 
productivity of module not very much effective. 

 

Structured Methodology is slightly improvement 
of conventional methodology. If we reengineering the 
module by using this methodology, it help to measure 
control but not support reusability, but help in 
productivity and quality of analysis and design. It will 
provide more effective analysis & more stable or 
maintainable design.

 
However, both these methodology 

not support today’s available tool and techniques.
 

IV.

 
RESULTS AND DISCUSSION

 

There are twelve excel template that are used to 
determine complexity of module that are more efficient 
as compared to other methodologies.

 

Six excel template

 

[9]

 

such as

 

M-MHF, M-AHF, M-MIF, M-AIF, M-PF & M-CF 
are used to determine complexity of each and every 
module of the system, as well as it also provides 
facilities to hide information, to increase reusability & 
productivity of modules, measure the degree of method 
overriding in class inheritance and also measure degree 
of coupling among different types of modules.

 

Other six excel template[9], such as M-WMC, M-
DIT, M-NOC, M-CBO, M-RFC & M-LCOM, are used to 
determine effort i.e. required to reengineering of the 
module during Post Martem Methodology[1 2,3].  

Table 1 :

  

‘Complexity measurement values i.e. 
determined by Complexity Measurement Template’ 

 

Sr 
No

 

Activity

 

Post Martem 
Methodology

 

Conventional 
methodology

 

1 HHMS Staff

 

36.5141

 

60

 

2 EEmergency 70.47

 

85

 

3 EEnquiry

 

46.806

 

78

 

4 OPD

 

52.9121

 

75

 

5 MManaging Unit

 

51.8

 

77

 

6 
Doctor 
Examination

 

33.1916

 

56

 

7 NNurse Detail

 

36.914

 

62

 

8 PPatient Status 

 

20.4

 

56

 

9 PPharmacy/Drug

 

61.2712

 

80

 

10

 

Laundry

 

33.4272

 

75

 

11

 

Kitchen

 

33.4272

 

75

 

  

 

Fig.1

 

: ‘The above graph show complexity of 
reengineering of module by using values given in table 1 
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Table 2 :
  
‘Effort Measurement values are given below i.e. determined by using effort measurement template’

 
Sr No

 

Activity  M- WMC

 

M-DIT

 
M-NOC

 
M-CB0

 

M-RFC

 

M-LCOM

 1

 

HMS Staff

 

3 4 3 2 2 3 
2

 

Emergency 3 9 3 1 2 4 

3

 

Enquiry

 

3 3 4 2 2 4 

4

 

OPD

 

2 20

 

4 2 2 4 
5

 

Managing Unit

 

5 20

 

9 4 4 5 

6

 

Doctor Exam

 

2 8 3 1 2 4 

7

 

Nurse Detail

 

2 9 3 1 2 4 

8 PPatient Status

 

3 4 5 2 2 2 

9

 

Pharmacy/Drug

 

4 14

 

7 3 2 4 

10

 

Laundry

 

1 2 1 1 2 2 

11

 

Kitchen

 

1 2 1 1 2 2 

Reengineering of Module for Public Sector & Complexity Measurement
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Fig. 2 : ‘The above graph show effort required during 
reengineering of module by using value given in table 2’

The design of modules based on purposed 
methodology provides facilities such as:

It enables the doctors to better serve their patients.
Reducing the time spent by staff filling out forms.
Control over the costs incurred by diagnosis – 
related groups.
Increased nursing productivity.
Faster and informed decision-making by doctors
Improve decision support for the management
Cost-effective patient transactions

The purposed methodology also, allows the 
developer to communicate using well-known, well 
understood names for the software interactions. 
Common design pattern can improved over time, 
making them more robust than ad-hoc (in-formal or 
unplanned) design.  

V. CONCLUSION

Overall objective of this paper, is that modules 
are design in such a way that if any time any where any 
module need for reengineering in future, it is easily takes 
place. As well as it provides facilities to determine 
complexity[3,4] and effort from that module, where 
reengineering happens. It does not need to determine 
complexity of entire modules again and again. And it will 
focus on optimization and increase productivity[7],

reusability[7], flexibility[7], understandability and also 
support reliability of modules[10].  
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Secure Authentication & Key Establishment 
protocol with perfect Forward Secrecy for Multi 

and Broad cast service in IEEE 802.16e 
A.K.M. Nazmus Sakib ,Fariha Tasmin Jaigirdar , Samiur Rahman , Tanvir Mahmud  ,Muhammad 

Mushfiqur Rahman  

AAbstract - Many complicated authentication and encryption 
techniques have been embedded into WiMAX but it still facing 
a lot of challenging situations. This paper shows that, GTEK 
Hash chain algorithm for Multi and Broadcast service of IEEE 
802.16e facing a reduced forward secrecy problem. These 
vulnerabilities are the possibilities to forge key messages in 
Multi- and Broadcast operation, which are susceptible to 
forgery and reveals important management information. In this 
paper, we also propose three UAKE protocols with PFS 
(Perfect Forward Secrecy) that are efficient and practical for 
mobile devices. 
Keywords : Multi and Broadcast Service, IEEE 802.16e, 
Perfect Forward Secrecy, Authentication, Key 
Establishment, Hash function. 

I. INTRODUCTION 

he Multicast and Broadcast service offers the 
possibility to distribute data to multiple M.S. with 
one single message. This saves cost and 

bandwidth. Broadcasted messages in IEEE 802.16e are 
encrypted symmetrically with a shared key [1]. Every 
member in the group knows the key & can decrypt the 
traffic. Message authentication is also based on the 
same shared key. This algorithm contains the 
vulnerability that every group member, besides 
decrypting and verifying broadcast messages, can also 
encrypt and authenticate messages as if they originate 
from the legitimate B.S [1, 3, 4, 5]. Another aspect which 
is much more problematic is the distribution of the traffic 
encryption keys (GTEKs), when the optional Multicast 

and Broadcast Rekeying Algorithm (MBRA) is used [6]. 
To transfer a GTEK to all group members it is 
broadcasted but encrypted with the key encryption key 
(GKEK). Due to broadcasting, the GKEK must also be a 
shared key and every group member knows it

 

[1]. Thus 
are adversary

 

group member can use it to generate 
valid encrypted and authenticated GTEK key update 
command messages &

 

distribute an own GTEK

 

[1]. 
Every group member would establish the adversary’s 
key as a valid next GTEK.

 

[1]

 

Subsequently all traffic 
sent by the legitimate B.S can no longer be decrypted 
by the M.S. From M.Ss point of view only traffic from the 
adversary is valid. To force M.Ss to establish the 
adversary’s

 

key, there are several possibilities;

 

If the 
implementation does not work properly, the key from the 
latter of two subsequently sent GTEK update command 
messages may overwrite the former one. Hence, the 
adversary just has to send its GTEK update command 
message after the B.S broadcasted a key update 
message. If the implementation follows the standard, 
the keys of both messages are accepted

 

[1]. To be sure 
the M.S will not establish the legitimate B.Ss

 

key;

 

an 
intruder could forge some part of the B.Ss GTEK update 
command message

 

[1];

 

Such a changed message 
would not be verified as correct and discarded by the 
M.Ss. After this, the adversary can send its own GTEK 
update command message which will be accepted [1, 
7]. In a unicast connection, this different keying material 
at the mobile station would be detected as the B.S 
cannot decrypt data sent by the M.S. This result in a 
TEK invalid message destined to the M.S which 
subsequently refreshes its keying material

 

[1]. Since the 
M.Bs is only unidirectional so; the B.S unable to detect 
that M.S has different GTEKs.

 
 

  

  
   

  
    

 
  
   

   
  

  
 

 
  

   
 

II. SHARED KEY IN MULTICAST AND 

BROADCAST SERVICE

 A shared key cannot be used as every group

 member can forge messages when having the current 
symmetric keys [1]. Instead the GTEK update command 
message could be sent to each M.S in a unicast way 
like the GKEK update command message

 

[1]. The key 
should then be encrypted with the M.S related KEK 

T 
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which is only known by this individual M.S. The BS 
sends the GTEK update command message by itself 



 

when the current key’s lifetime is going to expire

 

[1]. The 
Fig.1 shows this.

 

Another solution is the use of public 
key cryptography. Here, the GTEK update command 
message remains broadcasted and encrypted with the 
shared key GKEK but is additionally signed by an 
asymmetric signature

 

[1]. M.Ss receiving a GTEK 
update command message can verify the signature of 
the B.S and subsequently decrypt the GTEK

 

with the 
shared GKEK

 

[1]. The Fig.2 shows this method together 
with the unicasted GKEK update

 

command message.

 
A third possibility is to generate GTEKs as part 

of a one

 

way hash chaining function (Fig. 3). Here the 
B.S has to

 

generate a random number which represents 
the initial

 

key GTEK0

 

[1]. Then the other GTEKs are 
generated by

 

applying a one way hash function to 
previous

 

GTEKs respectively.

 

This is iterated n times.

 
 

GGTEK0 = random ()

 
GTEK1 = f (GTEK0)

 GTEK2 = f (GTEK1)

 
   GTEKn = f (GTEKn-1)

 
 
 

 

Fig.1 :
 
Possible solution to transmit GTEK in a secure 

Way
 

 

 
 Fig.2 :

 
Possible solution to transmit GTEK in a secure

 Way
 

 To apply this
 
algorithm, the key GKEK update 

command message
 
has to be capable of transporting 

GKEK and GTEK
 
keys together

 
[1]. The design of the 

key update command
 
message already includes both 

keys so only a little modification
 

is needed
 

here. 
Additionally the GTEK state

 
machine at B.S must 

generate the GTEK hash chain & store all the keys. The 
GTEK state machine at M.S must

 
add the functionality to 

authenticate GTEK keys by
 
calculating the hash function 

and comparing it to the
 
previous key

 
[1]. A drawback of 

this algorithm is that it has a reduced
 
forward secrecy

 [1]. This means a M.S joining the group
 
can decrypt all 

broadcasted data since the last hash
 
chain generation. 

If forward secrecy is crucial, the hash
 
chain has to be 

regenerated each time a M.S enters the
 
group

 
[1]. When 

using an asymmetric signature or a hash
 

chain to 
authenticate the GTEK transfer, only one message

 
is 

needed to update the keys of all M.S due to
 broadcasting

 
[1]. Thus the introduced traffic in these

 solutions
 

is constant and does not depend on the 
number of

 
members in the group

 
[1]. Another important 

fact is
 

that, for
 

unicasting the computing power 
requirement is very

 
low. Because here the M.S just have 

to verify the
 
HMAC & save the keys

 
[1]. Also the use of a 

hash chain
 
does not require much computation. Here 

the M.S has to
 

calculate the hash function of the 
received key and

 
compare it with the saved key

 
[1]. 

Secure Authentication & Key Establishment Protocol with Perfect Forward Secrecy for Multi and Broad 
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Fig.3 :

 

Avoid key forgery by a GTEK hash chain

 
 

III. THE PROPOSED PROTOCOLS

 

In this section, we propose three user 
authentication with key establishment protocols (UAKE) 
satisfying: Class-1, Class-3, and Class-7 PFS. The 
proposed protocols only use one-way hash functions &

 

exclusive-or (XOR) operations. Each proposed protocol 
involves two phases:

 

1) the initialization phase 2)

 

the 
user authentication with key establishment phase. Table 
I shows the notations used throughout our protocols.

 

 

 

Table 1 :

 

The notations used in our Protocols

 

Notations

 

Description

 
 

MD

 
 

the mobile device

 

S the authentication server

 

AS

 

the application server

 

IDMD

 

the identity of MD

 

IDS

 

the identity of S

 

IDAS

 

the identity of AS

 

x a secret key held by the

 

the password of MD

 

the shared key between S and AS

 

a secure one-way hash function

 

string concatenation operation

 

exclusive-or operation

 

Secure Authentication & Key Establishment Protocol with Perfect Forward Secrecy for Multi and Broad 
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i. The initialization phase: 
In   this   protocol, S computes AMD = h (IDMD || 

x) and stores it in MD. Moreover, S computes AAS =
h(IDAS || x) and sends it to AS via a secure channel.

ii. User authentication with key establishment phase: 

Step 1. MD generates a random number RMD to

compute M1 = AMD  RMD and M1_MAC = h 

(IDMD || RMD ) PWMD. Then MD sends (IDMD, 
IDAS, M1, M1 MAC) to AS. 

Step 2. After receiving (IDMD, IDAS, M1, M1_MAC), AS
generates a random number RAS to compute 

M2 = AAS  RAS and M2_MAC = h(IDAS || RAS ) 
SAS. Then AS sends (IDMD, M1, M1_MAC, M2, 
M2 MAC) to S. 

Step 3. S computes RMD = M1  h (IDMS || x) and RAS

= M2 h(IDAS || x) using its secret key x. 
Then S checks whether M1_MAC and M2_MAC are 

the same with h (IDMD || RMD) PWMD and 

h(IDAS || RAS)  SAS, respectively. If both 
verifies pass, step 4 is then performed. 
Otherwise, S denies this request.

Step 4. Next, S generates a session key K to 

compute MMD = h (RMD) K, MMD_MAC = h(RMD

|| K), MAS = h(RAS ) K and MAS_MAC = h(RAS

|| K). Then, S sends (IDMD, MMD, MMD_MAC, 
IDAS, MAS, MAS MAC ) to AS. 

Step 5. As computes K = MDAS  h (RAS) and checks 
whether MAS_MAC is the same with h(RAS || K). 
If they are the same, AS can obtain the 
session key K and then sends (IDMD, MMD, 
MMD MAC) to MD. 

Step 6. After receiving (IDMD      , MMD , MMD_MAC ), MD
computes K = MMD h (RMD ) and checks 
whether MMD_MAC is the same with h(RMD || K). 
If they are the same, MD also can obtain K. 

b) The Proposed UAKE Protocol with Class-7 PFS
In this protocol, an attacker cannot get the 

previous session keys even if PWMD, SAS, and x are all 
disclosed. The process is explained below.

i. The initialization phase: 
Before the protocol begins, S computes AMD = 

h(IDMD || x) and stores it in MD. Also, S computes AAS = 
h (IDAS || x) and sends it to AS via a secure channel.

ii. User authentication with key agreement phase:
Step 1. MD chooses a large prime p, a primitive 

a) The Proposed UAKE Protocol with Class-1 PFS
In this protocol, an attacker cannot obtain the 

previous session keys even if PWMD and SAS are both 
disclosed. Details are given with the following steps.



 
  

  
 

     

     

    

    

    

     

  
 

       
  

     

  
  

   

 
 

   

       

  
    

 
 

 

  

   
  

 

  

 
  

 
  
    

 
 

element g in Galois filed GF  (p) and a 
random number d  �  [1, p-1]. Then, MD 
computes M1 = AMD d and M1_MAC = 
h(IDMD || gd)  MD, and sends  

Step 2.  After receiving (IDMD, IDAS, p,  g, M1, M1_MAC),  
AS chooses a random number a �  [1, p-1] 
to compute M2  = AAS  a and M2_MAC = 
h(IDAS  || gd )  AS. Then AS sends (IDMD, p,  
g ,M1, M1 MAC, IDAS, M2, M2 MAC)  to S.  

Step 3.  S computes gd = M1  a 

= M2  using its secret key x. 
Then S verifies whether M1_MAC and 
M2_MAC are equal to h(IDMS || gd)  
PWMD and h(IDAS || ga)  
respectively. If they are both equal, step 4 
is subsequently carried out. Otherwise, S 
denies this request.  

Step 4.  S chooses a random number s [1, p-1] to 
compute kCS = (ga)s  = g as  and kAS  = (gd)s  = 
gds. Then S computes  MMD  = kCS   gd, 
MMD_MAC  = h(kCS || g d), MAS = kAS  ga  
and MAS_MAC = h(kAS || ga) sends them 
to AS.   

Step 5.  After receiving  (IDMD, MMD, MMD_MAC, IDAS, 
MAS, MAS_MAC), AS  computes       kAS  = MAS  
ga  and verifies whether MAS_MAC equals 
to h(kAS || g a). If it holds, AS can compute 
the session key K from K = (KAS  ) a  = (g  ds) a  

= g ads. Then  AS  sends (IDMD, MMD, MMD_MAC)  
to MD.  

Step 6.  MD  computes kCS  = MMD  d and verifies 
whether MMD_MAC  equals to h(kCS || gd ). If 
they are equal, MD  can compute the 
session key K  from K = (kCS ) d  = (g  as) d  = 
g ads. 

The proposed protocols only use one-way hash 

protocols also provide three kinds of PFS to meet 
different requirements. Therefore, compared with Sun 
and  Yeh’s protocols, our protocols are more efficient 
and practical for mobile devices. Wherever Times is 
specified, Times Roman or Times New Roman may be 
used. If neither is available on your word processor, 
please use the font closest in appearance to Times. 
Avoid using bit- mapped fonts if possible. True-Type 1 
or Open Type fonts are preferred. Please embed symbol 
fonts, as well, for math, etc. 

IV. SECURITY ANALYSIS AND DISCUSSIONS  

In this section, we discuss some potential 
attacks which might occur on the proposed protocols. 

a)  Replay attack  
The replay attack is an attack in which an 

attacker can use the previous eavesdropped messages 
to login the server without being detected  [8]. Now, we 
are going to demonstrate in this subsection that, the 

Secure Authentication & Key Establishment Protocol with Perfect Forward Secrecy for Multi and Broad 

Cast Service in IEEE 802.16e

©  2011 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
V
ol
um

e 
X
I 
Is
su

e 
X
V
I 
V
er
sio

n 
I 

  
  
  
 

  
  
  
 

  

32

20
11

Se
pt
em

be
r 

functions and XOR operations. Moreover, the proposed 

proposed protocols can successfully withstand the 
replay attack.

i. The proposed UAKE protocol with Class-1 PFS: 
After sending (IDMD, IDAS, M1, M1_MAC) to S, an

attacker can get MMD in Step 4. However, the attacker 
can’t have AMD = h(IDMD || x) that contains a secret key 
x protected by one-way hashing function. This also
means that he cannot extract RMD to obtain K or PWMD

by computing      K = MMD RMD or PWMD = h(IDMD ||
RMD) M1_MAC. Thus, this protocol can prevent the replay 
attack.

ii. The proposed UAKE protocol with Class-3 PFS:
An attacker replays (IDMD, IDAS, M1, M1_MAC) to AS

in Step 1 and receives (IDMD, MMD, MMD_MAC) in Step 5. 
Because both AMD and RMD are unknown, the attacker 
cannot extract K or PWMD. As a result, the replay attack 
cannot be mounted in this protocol.

iii. The proposed UAKE protocol with Class-7 PFS:
Even if an attacker sends (IDMD, IDAS, M1, M1_MAC)

to AS in Step 1, he cannot obtain K or PWMD from AS’s 
reply. Without AMD, the attacker cannot obtain g d by
computing g d = M1 AMD. Also, the attacker faces the 
discrete logarithm problem in computing d. Thus, it is 
quite impossible for the replay attack to occur in this 
protocol.

b) Password guessing attack
This attack refers to an intruder attempts to 

pass the authentication with certain guessed password
[9, 10, 11]. The following discussions show, how the
proposed protocols can prevent the password guessing 
attack.

i. The proposed UAKE protocol with Class-1 PFS:
An intruder tries to send the eavesdropped 

message M1 and M *
1_MAC = h(IDMD || R *

MD ) PW*
MD to 

S in Step 1, where R*
MD and PW*

MD are generated by the 
intruder. In Step 2, S extracts RMD = M1 h(IDMD || RMD)
to check whether M*

1_MAC is the same with h(IDMD || RMD)
PWMD [9]. The result is S will find the equation is not 

correct and then refuse the request. Moreover, the 
intruder has no extra information to verify the guessed 
password PWMD

*. Therefore, the password guessing 
attack does not work in this protocol. 

ii. The proposed UAKE protocol with Class-3 PFS:
Assume that an intruder replays the 

eavesdropped message M1 and M*
1_MAC = h(IDMD || 

R*
MD) PW*

MD to AS in Step 1, where R*
MD and PW*

MD are 
generated by the intruder. If PW*

MD and R*
MD are not 

correct, S will detect this failure and stop the request in 
Step 3. Thus, the password guessing attack is 
prevented.

iii. The proposed UAKE protocol with Class-7 PFS:
An intruder attempts to send the eavesdropped 

message M1, M*
1_MAC = h(IDMD || g* ) PW*

MD to AS in



 

   
 

    
 

    
       

 
 

 
  

 
   

  
  

 
 

   
  

  

 

  

 
 

 

 

     
    

      
 

  

 

 

  
      

  

 

 

 

      

Step 1, where g*  and  PW*
MD  are generated by the 

intruder. However, in Step 3, S  will detect the failed login 
by verifying M1_MAC  because g*  and PW*

MD  are not correct. 
Therefore, the intruder has no chance to perform the 
password guessing attack . 

c)  Perfect forward secrecy  
We show, as follows that the proposed 

protocols can satisfy Class-1, Class-3 and Class-7 PFS  
[12]. 

i. The proposed UAKE protocol with Class-1 PFS:  
When MD’s password PWMD  is disclosed, an 

attacker only can derive h(IDMD || RMD) = M1_MAC   PWMD.  
However, the attacker cannot further get the session key 
K  by computing K = h(RMD)   MMD  without AMD  [12]. Thus, 
this protocol can provide  Class-1 PFS.    

ii. The proposed UAKE protocol with Class-3 PFS:  
When PWMD  and  SAS  are disclosed, an attacker 

can obtain h(IDMD || RMD) = M1_MAC   PWMD  and h(IDAS  
|| RAS) = M2_MAC   SAS. However, the attacker still cannot 
know AMD  and AAS, which are stored in MD  and  AS  
respectively  [16]. Consequently, the attacker cannot 
extract RMD  and  RAS  from M1 = AMD   RMD  and M2 = AAS  

 RAS. That is, the attacker cannot get the session key K  
by computing K = MMD   h(RMD)  or  K = MAS   h(RAS). 
This protocol can provide Class-3 PFS  [16].  

iii. The proposed UAKE protocol with Class-7 PFS:  
When PWMD , SAS  and x  are all disclosed, an 

attacker can obtain g d  and  g a  by  gd = M1   h(IDMD || x)  
and g a  = M2   h(IDAS  || x). Moreover, the attacker can 
derive kCS = MMD   g d  and  kAS  =  MAS   g a. To get the 
session key K = g ads, the attacker has to solve Diffie-
Hellman problem  [16]. Nevertheless, this is hard to be 
accomplished. Therefore, this protocol can provide 
Class-7 PFS.  

V. CONCLUSION  

Secured data transmission is one of the prime 
aspects of wireless networks as  they are much more 
vulnerable to security attacks. In this paper, we explore 
the possibility of key forgery in Multi- and Broadcast 
service. We proposed three UAKE protocols with PFS 
based upon one-way hash functions and XOR 
operations. The computation loads and power supply 
requirements are less, which make this protocol more 
efficient and suitable than other.  
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A Study on Enhancement of the Security of the 
Routing Protocols in Adhoc Networks

C. Chandrasekarα, Lt.Dr. S. Santhosh BabooΩ

Abstract - An ad hoc wireless network is a set of wireless 
mobile nodes that self-configure to build a network without the 
requirement for any reputable infrastructure or backbone. 
Mobile nodes are utilized by the Ad hoc networks to facilitate 
effective communication beyond the wireless transmission 
range. As ad hoc networks do not impose any fixed 
infrastructure, it becomes very tough to handle network 
services with the available routing approaches, and this 
creates a number of problems in ensuring the security of the 
communication. Majority of the existing ad hoc protocols that 
deal with security issues depends on implicit trust 
relationships to route packets among participating nodes. The 
general security objectives like authentication, confidentiality, 
integrity, availability and nonrepudiation should not be 
compromised in any circumstances. Thus, security in ad hoc 
networks becomes an active area of research in the field of 
networking. There are various techniques available in the 
literature for providing security to the ad hoc networks. This 
paper focuses on analyzing the various routing protocols 
available in the literature for ad hoc network environment and 
its applications in security mechanisms. 

I. INTRODUCTION 

N ad hoc network [1] is an infrastructureless 
network in which the nodes themselves are 
accountable for routing the packets. In the 

conventional Internet, routers within the central parts of 
the network are owned by a few well known operators 
and are therefore assumed to be somewhat trustworthy. 
This statement cannot hold good in an ad hoc network 
as all nodes coming into the network are expected to 
involve in routing. As the links in general are wireless, 
the security that was obtained because of the difficulty 
of tapping into a network is lost. Moreover, as the 
topology in such a network can be extremely dynamic, 
conventional routing protocols can no be effective. 

The routing protocol [2, 3] provides an upper 
limit to security in any packet network. If routing can be 
misdirected, the whole network will be affected greatly. 
The issue is inflated by the fact that routing generally 
depends on the trustworthiness of all the nodes that are 
participating in the routing process. It is very tough to 
differentiate compromised nodes from nodes that are 
suffering from bad links.

Author α : M.C.A., M.Phil., Assistant Professor, Sree Narayana Guru 
College, Coimbatore - 641 105, India.
E-mail : Chandrasekar2000@gmail.com
Author Ω : Reader, D.G.Vaishnav College, Chennai - 600 106, India.

Because of self organize and rapidly deploy 
capability, ad hoc can be used in various applications 
like battlefield communications, emergency relief 
scenarios, law enforcement, public meeting, virtual class 
room and other applications. Though security [4] [5] has 
long been a vital and active area of research in wired 
networks, the unique features of Mobile Ad hoc 
Networks (MANETs) offer a new collection of nontrivial 
difficulties to security design. These difficulties comprise 
open network architecture, shared wireless medium, 
stringent resource constraints, and highly dynamic 
network topology. It is very tough to maintain security of 
MANETs in group communication as of multiple senders 
and multiple receivers.

Previous security research [6] [7] in routing 
protocol mainly focuses on the use of encryption 
technology to implement message authentication. 
These routing protocols rely entirely on a central 
authority. Moreover, the performance of on demand 
routing protocols is very less which leads to various 
attacks. Thus, none of these existing protocols specifies 
any effective security measures which leads to malicious 
routing operations.

The main objective of this paper is to discuss 
ad hoc routing security with respect to the area of 
security. Various routing protocols available in the 
literature are analyzed to provide better security to the 
routing in ad hoc networks.

II. LITERATURE SURVEY

There is no centralized administration or fixed 
network infrastructure for the ad hoc network and thus 
nodes execute routing discovery and routing 
maintenance in a self-organized way. But, this flexible 
network topology suffer from various security problems 
and the existing routing protocols such as AODV has no 
effective measures to avoid themselves from being 
attacked. There are various secure routing protocol 
techniques available in the literature to defend the ad 
hoc networks. However, majority of these secure routing 
protocols require certain centralized units or some 
trusted third parties to provide digital certificates or 
monitor network traffics, which demolish the self-
organization nature of ad hoc networks. In this paper, 
Zhiyuan et al., [8] propose a secure routing protocol 
based on the trust mechanism. Each node in this ad 
hoc network has its views about some other node’s 

A
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reliability, which are acquired by directly communicating 
with other nodes or by integrating other node’s 
recommendations. Then the node will determine 
whether to exchange routing data with another node 
based on its view about that node’s reliability.

The growth and development of tele-
communication has increased the need for mobility, 
wireless or mobile networks and this has given more 
attention to the wired networks. The upcoming networks 
has entirely different infrastructure and has various 
protocols and devices. The main aim of this approach is 
to assess the two secure routing protocols Ariadne and 
SAODV in the performance characteristics rather than 
security features under random way point and 
Manhattan grid mobility models. Naeem et al., [9] used 
and implement the extension of AODV that is Secure Ad-
hoc On-demand Distance Vector routing protocol 
(SAODV) and the extension of DSR that is Ariadne in the 
network simulator 2 (NS-2). In this paper, these 
protocols are compared with the quality of service 
parameters like delay, jitter, routing overhead, route 
acquisition time, throughput, hop count, packet delivery 
ratio using Manhattan grid and random waypoint 
mobility models. This paper mainly focuses on finding 
out the payload a node has to pay to assure the good 
quality of service.

Communications in MANETs are becoming 
more malicious in traffic analysis because of the 
broadcast nature of wireless transmissions. Even 
though, there are various secure routing protocols, 
traffic analysis attacks are still not well addressed with 
those existing techniques. Certainly, these protocols 
concentrate on security of route maintaining and 
protecting against modification of routing data, which 
cannot prevent traffic analysis attack. Anonymity is one 
of the most vital techniques to resistant against the 
malicious traffic analysis. In this paper, Sheklabadi et al., 
[10] described an anonymous version of ARAN, which is 
one of the significant secure routing protocols, to offer 
anonymity and maintain security of nodes in MANETs. 
The proposed protocol is based on the integration of the 
anonymous communication along with security 
specifications of ARAN. The main contribution of this 
protocol is combining several anonymous functionalities 
such as identity privacy, location privacy and route 
anonymity together with security features of ARAN

In order to secure the MANET in adversarial 
environments, it is necessary to possibly detect and 
defend possible attacks on routing protocols, especially 
internal attacks, such as a Byzantine attack. Ming Yu et 
al., [11] proposed a novel technique that identifies 
internal attacks by using both message and route 
redundancy during route discovery. The route-discovery 
messages are secured by pairwise secret keys between 
a source and destination and some intermediate nodes 
along a route established by using public key 

cryptographic mechanisms. An optimal routing 
technique is also proposed with routing metric 
integrating both requirements on a node’s reliability and 
performance. A node constructs the reliability on its 
neighboring node’s depending on its observations on 
the behaviors of the neighbor nodes. These two 
techniques can be combine into existing routing 
protocols like Ad hoc On-demand Distance vector 
routing (AODV) and Dynamic Source Routing (DSR). 
The author presented an integrated protocol called 
Secure Routing against Collusion (SRAC), in which a 
node makes a routing decision depending on its trust of 
its neighboring nodes and the performance provided by 
them. The simulation results have shown the 
advantages of the proposed attack detection and 
routing algorithm over the existing technique.

MANETs has several kinds of security issues, 
caused by their nature of collaborative and open 
systems and by limited availability of resources. In this 
paper, Cerri et al., [12] consider a Wi-Fi connectivity 
data link layer as a fundamental technique and 
concentrates on routing security. The author discusses 
the implementation of the secure AODV protocol 
extension, which comprises of alteration policies aimed 
at enhancing its performance. The author proposed an 
adaptive technique that adjusts SAODV behavior. 
Furthermore, the author examined the adaptive 
technique and another approach that delays the 
verification of digital signatures. This paper sums up the 
experimental results collected in the prototype design, 
implementation, and tuning.

MANETs are a set of wireless mobile devices 
with limited broadcast range and resources, and no 
fixed infrastructure. Communication is attained by 
communicating data along suitable routes that are 
vigorously identified and maintained through 
collaboration between the nodes. Determining such 
routes is a major job, both from efficiency and security 
points of view. Recently, a security model tailored to the 
particular needs of MANETs was introduced by Acs, 
Buttyan, and Vajda. The novel feature of this security 
system is that it assures security under concurrent 
executions. A novel route discovery technique called 
endairA was also proposed, along with a claimed 
security proof within the same system. In this paper, 
Burmester et al., [13] described that the security proof 
for the route discovery algorithm endairA is faulty, and 
moreover, this approach is susceptible to a hidden 
channel attack. The author also examined the security 
framework that was used for route discovery and argued 
that composability is a vital feature for ever-present 
applications. Ultimately, some of the major security 
challenges for route discovery in MANETs are 
discussed.
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Decentralized node admission is a vital and 
fundamental security service in MANETs. It is required to 
steadily cope with dynamic membership and topology in 
addition to bootstrap other considerable security 
primitives (such as key management) and services 
(such as secure routing) without the help of any 
centralized trusted authority. A perfect admission 
approach should have least interaction among MANET 
nodes, as connectivity can be unstable. Moreover, as 
MANETs are frequently consists of weak or resource-
limited devices, admission should be capable in terms 
of computation and communication. Majority of the 
existing admission protocols are prohibitively costly and 
need heavy interaction among MANET nodes. In this 
paper, Saxena et al., [14] concentrates on a general 
type of MANET that is formed on a temporary basis, and 
present a secure, efficient, and a fully noninteractive 
admission technique geared for this type of a network. 
This admission protocol depends on secret sharing 
techniques using bivariate polynomials. The author also 
presents a novel approach that facilitates any pair of 
MANET nodes to proficiently create an on-the-fly secure 
communication channel.

Routing in ad hoc networks is different from 
infrastructure-based wireless networks. In ad hoc 
networks each node acts as a router and is accountable 
for organizing topological data and ensuring correct 
route learning. In spite of various secure routing 
algorithms, security in ad hoc networks is still a 
controversial area. In this paper, Afzal et al., [15] first 
investigate the security issues and attacks in existing 
routing protocols and then the design and analysis of a 
new secure on-demand routing protocol, called RSRP is 
presented which appropriates the problems declared in 
the existing protocols. Furthermore, unlike Ariadne, 
RSRP uses a very proficient broadcast authentication 
technique which does not need any clock 
synchronization and assists instant authentication.

Routing in ad hoc network is one of the 
fundamental issues in networking. An opponent can 
easily hack the information in the network by attacking 
the routing protocol. There are several techniques 
available for the security enhancement of ad hoc 
network. In this paper, Imani et al., [16] argued about 
the defects in an ad hoc routing protocol that called 
Ariadne. This paper demonstrates that the security 
evidence for the route discovery technique Ariadne is 
defective, and furthermore, this algorithm is susceptible 
to certain attacks. In order to solve the limitations of this 
protocol, a novel proposed approach is presented in the 
route discovery algorithm. The proposed approach in 
this paper adds the capability of the malevolent node 
detections to this protocol.

Multipath routing diminishes the penalty of 
security attacks obtaining from collaborating malevolent 
nodes in MANET, by increasing the number of nodes 

that an opponent must negotiate in order to take control 
of the communication. In this paper, various attacks that 
cause multipath routing protocols more susceptible to 
attacks than it is expected, to collaborating malevolent 
nodes are recognized. Kotzanikolaou et al., [17] 
proposed a novel On-demand Multipath routing protocol 
called the Secure Multipath Routing protocol (SecMR) 
and the author examine its security properties. The 
SecMR protocol can be easily combined in an extensive 
variety of on-demand routing protocols, such as DSR 
and AODV.

Hu et al., [18] propose a more forceful protocol, 
which is more powerful in terms of security associations. 
In this approach, it is assumed that security associations 
are present between all pairs of nodes (through 
authentic public or Tesla [19] keys, or by shared secret 
keys). This facilitates both the sender and the receiver to 
validate all the nodes on the selected routing path.

Papadimitratos et al., [20] assumed that, for 
effective secure routing, it is enough, if effective security 
association is established between the sender and the 
receiver. It is demonstrated that the author’s proposal 
avoids a wide range of attacks, but the proposed 
protocol is still susceptible to certain active attacks [21]. 
The author proposed a protocol (SRP) that can be 
effectively applied to a wide variety of existing routing 
protocols. This protocol focuses on the security 
association between source and destination nodes. 
Intermediate nodes need not require cryptographic 
validation of the control traffic. It adds an SRP header to 
the base routing protocol (DSR or AODV) request 
packet. SRP header has three vital fields namely QSEQ, 
QID and SRP MAC. QSEQ facilitates to avoid replay of 
old outdated requests. QID and random number help to 
prevent fabrication of requests, and SRP MAC 
guarantees reliability of the packets in communication. 
In SRP, for every route discovery, it is necessary that the 
source and destination must have a security association 
between them. Moreover, this approach does not focus 
on the route error messages. Hence, they are not 
protected, and any malevolent node can just counterfeit 
error messages with other nodes as source.

ARIADNE [22] is based on DSR [23] and TESLA 
(on which its authentication approach is based). 
ARIADNE prevents attackers/compromised nodes from 
troublemaking uncompromised routes that consist of 
benign nodes. It employs highly effective symmetric key 
cryptography technique. ARIADNE does not offer 
effective security against passive attackers 
eavesdropping on the network traffic. It does not provide 
security from an attacker from inserting data packets. It 
is susceptible to active-1-1 attacker that lies along the 
identified route, which does not forward packets and 
does not cause error if it meets a broken link. It also 
needs clock synchronization, which is regarded as an 
unrealistic necessity for ad hoc networks. 
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Perlman proposed a link state routing protocol 
[24] that attains Byzantine strength. Though, the 
protocol is extremely forceful, it needs a very high 
operating cost associated with public key encryption. 
Zhou and Haas [25] chiefly describe key management 
in their paper to provide security to ad hoc networks. 
The author devotes a part to secure routing, but in 
essence concludes that “nodes can defend routing data 
in the similar way they protect data traffic”. They also 
examine that denial-of-service attacks against routing 
will be considered as damage and it is routed around. 
Certain research has been done to secure ad hoc 
networks by means of misbehavior detection 
approaches. This technique has two major problems: 
Initially, it is fairly likely that it will be not possible to 
discover various kinds of misbehaving; and secondly, it 
has no real means to assure the integrity and 
authentication of the routing messages.

Dahill et al. [26] proposed ARAN. Managed 
open environment is considered in this approach, where 
there is an opportunity for pre-deployment of 
infrastructure. It consists of two distinctive stages. The 
first stage is the certification and end-to-end 
authentication stage. Here the source obtains a 
certificate from the trusted certification server, and then 
by means of this certificate, signs the request packet. 
Each intermediate node consecutively signs the request 
with its certificate. The destination then validates each of 
the certificates, hence the source and the intermediate 
nodes gets authenticated. The destination node then 
sends the reply through the route reverse to the one in 
the request; reply signed with the help of the certificate 
of the destination. The second stage is a non-
compulsory stage which is used to identify the shortest 
path to the destination, but this stage is very costly. It is 
susceptible to reply attacks using error messages but 
for the nodes have time synchronization.

III. PROBLEMS AND DIRECTIONS

The lack of infrastructure and organizational 
setting of mobile ad-hoc networks creates unique 
chances to attackers. MANETs are generally organized 
without a central control unit; the devices in a MANET 
depend on other units to route data to their destinations. 
Moreover, MANET nodes are frequently constrained in 
power and this makes MANETs susceptible to several 
malevolent attacks and usage of the routing approaches 
that work with wired networks is infeasible.

It is the fact that secure ad hoc routing can be 
achieved at the expense of messages, time and 
computation power, and that the overhead stems mainly 
from the computation complexity of the cryptographic 
techniques employed in frequently repeated routing 
procedures.

The major factors that should be considered in 
the establishment of sufficient routing protocols are multi 

hop, mobility, large network size combined with device 
heterogeneity, bandwidth and battery power. In order to 
solve the challenging problem of routing in ad hoc 
wireless networks, a novel technique is needed. The 
field of artificial intelligence can provide significant 
solution to the security problems in routing. Specifically, 
techniques from Swarm Intelligence (SI) and many 
Optimization techniques can be taken into account. 

IV. CONCLUSION

To establish a secure MANET routing protocol 
with multiple metrics is a challenging task, particularly as 
the network topology and traffic are dynamic and 
changing all the time. This chapter focuses on the 
routing protocols in the ad hoc networks. In this paper, 
the routing algorithms that support communications in 
mobile ad hoc networks are discussed. The majority of 
the existing routing protocols suffer from various 
drawbacks and efficient security is not given to the 
MANET.  This survey on the secure routing protocols is 
very much useful for the enhancement of the other 
routing protocol techniques. These routing protocols are 
the source for the development of new routing protocols 
with better security and performance.
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An Effective XML Keyword Search with User 
Search Intention over XML Documents

Abstract - The extreme success of web search engines makes 
keyword search the most popular search model for ordinary 
users. Keyword search on XML is a user friendly way to query 
XML databases since it allows users to pose queries without 
the knowledge of complex query languages and the database 
schema. The three main challenges faces in XML keyword 
search: 1) Identify the user search intention, i.e., identify the 
XML node types that users want to search for and search via. 
2) Resolve keyword ambiguity problems: a keyword can 
appear as both a tag name and a text value of some node; a 
keyword can appear as the text values of different XML node 
types and carry different meanings; a keyword can appear as 
the tag name of different XML node types with different 
meanings. 3) As the search results are sub trees of the XML 
documents, new scoring function is needed to estimate its 
relevance to a given query. However, existing methods cannot 
resolve these challenges, thus return low result quality in term 
of query relevance. In this paper, we propose an IR-style 
approach which basically utilizes the statistics of underlying 
XML data to address these challenges. We first propose 
specific guidelines that a search engine should meet in both 
search intention identification and relevance oriented ranking 
for search results over XML documents. Then, based on these 
guidelines, we design novel formulae to identify the search for 
nodes and search via nodes of a query, and present a novel 
XML TF*IDF ranking strategy to rank the individual matches of 
all possible search intentions over XML documents. 
Keywords : XML, keyword search, ranking. 

I. INTRODUCTION 

he extreme success of web search engines makes 
keyword search the most popular search model for 
ordinary users. In the real world, computer systems 

and databases contain data in incompatible formats. 
XML data is stored in plain text format. This provides a 
software- and hardware-independent way of storing 
data. AsXML is becoming a standard in data 
representation,it is desirable to support keyword search 
in XML database. It is a user friendly way to query XML 
databases since it allows users to pose queries without 
the knowledge of complex query languages and the 
database schema. 

Author α : 2nd year M-tech, GuruNanak Engineering College, Ibrahim- 
patnam, Andhra Pradesh, India. Email : reddys_gp@yahoo.com
Author Ω: Professor & HOD(IT), GuruNanak Engineering College, 
Ibrahimpatnam, Andhra Pradesh, India.  
Email : gneccsebalaji@gmail.com 

Effectiveness in terms of result relevance is the 
most crucial part in keyword search, which can be 
summarized as the following three issues in XML field: 

Issue 1&2 : Capture user’s search intention. 
i) Identify the target that user intends to search for. 
ii) Infer the predicate constraint that user intends to 
search via. 

Issue 3 : Result ranking. 
i) Ranking the query results according to their objective 
relevance to user search intention. 

Issues 1&2 addresses the search intention 
problem, while the third one addresses the relevance-
based ranking problem w.r.t. the search intention. The 
search intention for a keyword query is not easy to 
determine and can be ambiguous, because the search 
via condition is not unique. While performing keyword 
search on XML database, three Ambiguities arises. They 
are: 
• Ambiguity 1: A keyword can appear both as an XML 

tag name and as a text value of some other nodes. 
• Ambiguity 2: A keyword can appear as the text 

values of different types of XML nodes and carry 
different meanings. 

• Ambiguity 3 : A keyword can appear as an XML tag 
name in different contexts and carry different 
meanings. 

Although many research efforts have been 
conducted in XML keyword search [8] [10] [29] [22][23], 
none of them has been addressed and resolved the 
above three issues in the presence of ambiguities. So 
far some efforts have been conducted to satisfy the user 
search intention but none of them addressed relevance 
oriented result ranking in depth. 

T
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Fig. 1 : Portion of data tree for an online bookstore XML 
database.

Consider a keyword query “Customer name 
martin”. The user search intention is to find the 
customers whose name is martin. By XML keyword 
search we will get two results C2 and B2 who has the 
keyword martin. 

Even though B2 contains the name martin the 
XML search engine XReal give only C2 because we are 
searching for customer whose name is martin not the 
author name. So, C2 is relevant data and B2 is irrelevant 
data. Finally the main objective of this paper is to catch 
the user search intention and ranking the results in the 
presence of keyword ambiguities over multiple XML 
databases.

II. RELATED WORK

Although many efforts have been conducted to 
find smallest substructures in XML data that each 
contains all query keywords in tree data or digraph data 
model. In tree data model, at first lowest common 
ancestor [17] (LCA) semantics is proposed to find XML 
nodes, each of which contains all query keywords within 
their subtree. Subsequently, Smallest LCA (SLCA [13], 
[20]) is proposed to find the smallest LCAs that do not 
contain other LCAs in their subtrees. GDMCT (minimum 
connecting trees) [7] excludes the subtrees rooted at 
the LCAs that do not contain query keywords. Sun et al. 
[18] generalize SLCA to support keyword search 
involving combinations of AND and OR Boolean 
operators. XSEEK [14] generates the return nodes 
which can be inferred by keyword match pattern and the 
concept of entities in XML data which neither addresses 
the ranking problem nor keyword ambiguity problem. 
However, it causes the multivalued attribute to be 
mistakenly identified as an entity, causing the inferred 
return node not as intuitive as possible. For example, 
phone and interest are not intuitive as entities. In fact, 

the identification of entity is highly dependent on the 
semantics of underlying database rather than its DTD, 
so it usually requires the verification and decision from 
database administrator. In digraph data model, previous 
approaches are heuristics based, as the reduced tree 
problem on graph is as hard as NP-complete. BANKS 
[6] uses bidirectional expansion heuristic algorithms to 
search as small portion of graph as possible. BLINKS 
[9] propose a bilevel index to prune and accelerate 
searching for top-k results in digraphs. Cohen et al. [3] 
study the computation complexity of interconnection 
semantics. XKeyword [8] provides keyword proximity 
search that conforms to an XML schema; however, it 
needs to compute candidate networks and, thus, is 
constrained by schemas. On the issue of result ranking, 
XRank[4] also extends the notion of PageRank to XML 
data, but no empirical study is done to show the 
effectiveness of its ranking function. XSearch adopts a 
variant of LCA, and combines a simple tf*idf IR ranking 
with size of the tree and the node relationship to rank 
results; but it requires users to know the XML schema 
information, causing limited query flexibility. EASE [12] 
combines IR ranking and structural compactness based 
DB ranking to fulfill keyword search on heterogeneous 
data. Regarding to ranking methods, TF*IDF similarity 
[16] which is originally designed for flat document 
retrieval is insufficient for XML keyword search due to 
XML’s hierarchical structure and the presence of 
Ambiguity 1-3.Several proposals for XML information 
retrieval suggest to extend the existing XML query 
languages [4], [1], [19] or use XML fragments [2] to 
explicitly specify the search intention for result retrieval 
and ranking. 

III. PRELIMINARIES

a) Your TF*IDF Cosine Similarity 
TF*IDF(Term Frequency * Inverse Document 

Frequency) similarity is one of the most widely used 
approaches to measure the relevance of keywords and 
document in keyword search over flat documents. We 
first review its basic idea, then address its limitations for 
keyword search in XML. The main idea of TF*IDF is 
summarized in the following three rules: 
Rule 1 : A keyword appearing in many documents 
should not be regarded as being more important than a 
keyword appearing in a few. 
Rule 2 : A document with more occurrences of a query 
keyword should not be regarded as being less 
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important for that keyword than a document that has 
less. 
Rule 3 : A normalization factor is needed to balance 
between long and short documents, as Rule 2 
discriminates against short documents which may have 
less chance to contain more occurrences of keywords. 
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b) Data Model  
The data model for XML is very simple - or very 

abstract, depending on one's point of view. XML 
provides no more than a baseline on which more 
complex models can be built. 

We model XML document as a rooted, labeled 
tree plus a set of directed IDRef edges between XML 
nodes, such as the one in Fig. 1. In contrast to general 
directed graph model, the containment edge and IDRef 
edge are distinguished in our model. 

Definition 3.1 (Node Type) : The type of a node 
n in an XML document is the prefix path from root to n. 
Two nodes are of the same node type if they share the 
same prefix path. 

Definition 3.2(Data Node) : The text values that 
are contained in the leaf node of XML data and have no 
tag name are defined as data node. 

Definition 3.3(Structural Node) : An XML node 
labeled with a tag name is called a structural node. A 
structural node that contains other structural nodes as 
its children is called an internal node; otherwise, it is 
called a leaf node. 

Definition 3.4 (Single-Valued Type): A structural 
node t is of single-valued type if each node of type t has 
at most one occurrence within its parent node. 

Definition 3.5 (Multivalued Type) : A structural 
node t is of multivalued type if some node of type t has 
more than one occurrence within its parent node. 

Definition 3.6 (Grouping Type) : An internal 
node t is defined as a grouping type if each node of 
type t contains child nodes of only one multivalued type. 

Single-valued type and multivalued type of XML 
nodes can be easily identified when parsing the data. 
Every multivalued node has a grouping node as its 
parent and a grouping node is also a single-valued 
node. Thus, the children of an internal node are either of 
same multivalued type or of different single-valued 
types. An internal node n contains both data nodes and 
structural nodes.  

c) Capturing Keyword Co-Occurrence 
In this section, we discuss the search via 

confidence for a data node. Although statistics provide a 
macro way to compute the confidence of a structural 
node type to search via, it alone is not adequate to infer 
the likelihood of an individual data node to search via for 
a given keyword in the query. Example 6. Consider a 
query “customer name Rock interest Art” searching for 
customers whose name includes “Rock” and interest 
includes “Art.” Based on statistics, we can infer that 
name typed and interest-typed nodes have high 
confidence to search via by (7), as the frequency of 
keywords “name” and “interest” are high in node types 
name and interest, respectively. However, statistics is 
not adequate to help the system infer that the user 
wants “Rock” to be a value of name and “Art” to be a 
value of interest, which is intuitive with the help of 

keyword co-occurrence captured. Thus, if purely based 
on statistics, it is difficult for a search engine to differ 
customer C4 (with name “Art” and interest “Rock”) from 
C3 (with name “Rock” and interest “Art”) in Fig. 1. 

IV. INFERRING KEYWORD SEARCH
INTENTION 

In this section, we discuss how to interpret the 
search intentions of keyword query according to the 
statistics in XML data and the pattern of keyword co-
occurrence in a query. 

a) Inferring the Node Type to Search for 
The desired node type to search for is the first 

issue that a search engine needs to address in order to 
retrieve the relevant answers, as the search target in a 
keyword query may not be specified explicitly like in 
structured query language. Given a keyword query q, a 
node type T is considered as the desired node to search 
for only if the following three guidelines hold: 

Guideline 1 : T is intuitively related to every 
query keyword in q, i.e., for each keyword k, there 
should be some (if not many) T-typed nodes containing 
k in their subtrees. 

Guideline 2 : XML nodes of type T should be 
informative enough to contain enough relevant 
information. 

Guideline 3 : XML nodes of type T should not 
be overwhelming to contain too much irrelevant 
information. 

b) Inferring the Node Types to Search via 
Similar to inferring the desired search for node, 

Intuition 1 is also useful to infer the node types to search 
via. However, unlike the search for case which requires 
a node type to be related to all keywords, it is enough 
for a node type to have high confidence as the desired 
search via node if it is closely related to some (not 
necessarily all) keywords, because a query may intend 
to search via more than one node type. For example, we 
can search for customer(s) named “Smith” and 
interested in “fashion” with query “name smith interest 
fashion.” In this case, the system should be able to infer 
with high confidence that name and interest are the 
node types to search via, even if keyword “interest” is 
probably not related to name nodes. 

V. RELEVANCE ORIENTED RANKING

a) Principles of Keyword Search in XML 
Compared with flat documents, keyword search 

in XML has its own features. In order for an IR-style 
ranking approach to smoothly apply to it, we present 
three principles that the search engine should adopt. 

Principle 1 : When searching for XML nodes of 
desired type D via a single-valued node type V , ideally, 
only the values and structures nested in V -typed nodes 
can affect the relevance of D-typed nodes as answers, 
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whereas the existence of other typed nodes nested in D-
typed nodes should not. In other words, the size of the 
subtree rooted at a D-typed node d (except the subtree 
rooted at the search via node) shouldn’t affect d’s 
relevance to the query. 

Principle 2 : When searching for the desired 
node type D via a multivalued node type V 0, if there are 
many V 0-typed nodes nested in one node d of type D, 
then the existence of one query-relevant node of type V 
0 is usually enough to indicate, d is more relevant to the 
query than another node d0 also of type D but with no 
nested V 0-typed nodes containing the keyword(s). In 
other words, the relevance of a D-typed node which 
contains a query-relevant V 0-typed node should not be 
affected (or normalized) too much by other query 
irrelevant V 0-typed nodes. 

Principle 3: The proximity of keywords in a query 
is usually important to indicate the search intention. 

b) Advantages of XML TF*IDF 
Compatibility : The XML TF*IDF similarity can 

work on both semi-structured and unstructured data, 
because unstructured data is a simpler kind of semi-
structured data with no structure, and XML TF*IDF 
ranking (9a) for data node can be easily simplified to the 
original TF*IDF (1) by ignoring the node type. 

Robustness : Unlike existing methods which 
require a query result to cover all keywords [14], [20], 
[7], we adopt a heuristic-based approach that does not 
enforce the occurrence of all keywords in a query result; 
instead, we rank the results according to their relevance 
to the query. In this way, more relevant results can be 
found, because a user query may often be an imperfect 
description of his real information need [5]. Users never 
expect an empty result to be returned even though no 
result can cover all keywords; fortunately, our approach 
is still able to return the most relevant results to users. 

c) XML keyword search over xml documents
The main objective of XReal search engine is to 

capture users search intention and relevance ranking 
the results in the presence of keyword ambiguity 
problems mentioned above. In these paper, an 
algorithms is used for searching a keyword in folder
(having recursive folders containing xml databases) 
containing different xml databases. 

For example, an xml database maintaining 
particular database for each academic year, then XReal 
search engine is used. 
The important steps followed are: 
Step 1 : Searching for keywords in every database and 
collecting list of databases containing the keywords. 
Step 2 : keyword search by applying search for and 
search via node for an individual database. 
Step 3 : Appling XML TF*IDF similarity on the results 
obtained for an individual database. 

Algorithm. RecurrsivePath() 
1. Let FolderSearch = True, Result[] = Null, 

RecursiveSearch= True 
2. If (FolderSearch) 
3. ScanDir(FolderPath, RecursiveSearch) 

Function ScanDir(FolderPath, RecursiveSearch) 
1. Files = GetFiles(StartingPath) 
2. foreach f ∈ Files 
3. If (KWSearch(Q[m], IL[m], F[m])) 
4. Result = XMLFileListItem(filename) 
5. If (RecursiveSearch) 
6. Folders = GetDirectories(StartingPath) 
7. foreach f ∈ Folders 
8. ScanDir (f, RecurresiveSearch) 

Algorithm. KWSearch(Q[m], IL[m], F[m]) [21] is 
used for keyword search in individual xml keywords. 

VI. CONCLUSION

In this paper, we study the problem of effective 
XML keyword search which includes the identification of 
user search intention and result ranking in the presence 
of keyword ambiguities. We utilize statistics to infer user 
search intention and rank the query results. In particular, 
we define XML TF and XML DF, based on which we 
design formulae to compute the confidence level of 
each candidate node type to be a search for/search via 
node, and further propose a novel XML TF*IDF similarity 
ranking scheme to capture the hierarchical structure of 
XML data. Lastly, the popularity of a query result 
(captured by IDRef relationships) is considered to 
handle the case that multiple results have comparable 
relevance scores. In future, we would like to extend our 
approach to handle the XML document conforming to a 
highly recursive schema as well. 
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Energy Efficient Network Generation for 
Application Specific No

Naveen Choudharyα, M. S. GaurΩ, V. Laxmi β

Abstract - Networks-on-Chip is emerging as a communication 
platform for future complex SoC designs, composed of a large 
number of homogenous or heterogeneous processing 
resources. Most SoC platforms are customized to the domain-
specific requirements of their applications, which 
communicate in a specific, mostly irregular way. The specific 
but often diverse communication requirements among cores 
of the SoC call for the design of application-specific network of 
SoC for improved performance in terms of communication 
energy, latency, and throughput. In this work, we propose a 
methodology for the design of customized irregular network 
architecture of SoC. The proposed method exploits priori 
knowledge of the application’s communication characteristic 
to generate an energy optimized network and corresponding 
routing tables.
Keywords : SoC, on-chip networks, application specific 
NoC, design methodologies, Mesh topology, inter-
connection network.

I. INTRODUCTION

he shrinking feature sizes in silicon technologies is 
making possible the integration of complex 
systems-on Chip (SoC), offering a remarkable 

amount of computational power. In order to address the 
design complexity and assist reuse, these systems are 
usually built from predesigned and preverified building 
blocks like general-purpose processor, a DSP, a 
memory subsystem, etc. Functionality of these systems 
is generally captured by a set of communicating tasks at 
a high level of abstraction. These tasks are mapped to 
computational resources which are interconnected by 
an underlying communication infrastructure.

NoC (Dally & Towles, 2001; Benini & DeMicheli, 
2002; Kumar, Jantsch, Soininen, Forsell, Millberg, 
Oberg, Tiensyrja & Hemani, 2002; Ogras, Hu & 
Marculescu, 2005) has been recently proposed by 
academia and industry as the preferred choice for the 
communication infrastructure for the on-chip 
communication challenges of future SoC architectures. 
NoC is characterized by packet switching based 
communication mechanism that is enabled by on-chip 
routers. NoC architectures can be classified as custom 

Author α : Department of Computer Science & Engineering, College of 
Technology and Engineering, Maharana Pratap University of 
Agriculture and Technology, Udaipur, Rajasthan, India.
E-mail : naveenc121@yahoo.com
Author Ω : Department of Computer Engineering, MNIT, Jaipur, 
Rajasthan, India. E-mail : gaurms@gmail.com
Author β : Department of Computer Engineering, MNIT, Jaipur, 
Rajasthan, India. E-mail : vlaxmi@mnit.ac.in

or regular based on their underlying communication 
infrastructure / topology. This communication 
infrastructure or topology impacts both performance 
and implementation costs of the system in terms of 
silicon area and energy consumption to a substantial 
extent.

A large number of NoC architectures have been 
proposed based on regular building patterns (Benini & 
DeMicheli, 2002; Kumar, Jantsch, Soininen, Forsell, 
Millberg, Oberg, Tiensyrja & Hemani, 2002; Natvig, 
1997) like meshes, tori, k-ary n-cubes or fat trees for the 
implementation of on-chip networks to overcome 
conventional bus-based designs. However regular 
topologies may not be appropriate where 
communication requirement are not uniformly 
distributed across cores and links. Moreover most 
application specific SoCs are designed with static (or 
semi-static) mapping of tasks to processors or hardware
cores and consequently the communication
requirements of the SoC can be well characterized at 
design time. Therefore, the NoCs with irregular topology 
customized to the application’s requirements is 
expected to be the preferred choice for application 
specific SoC platforms.

The routing function in NoC based systems is 
tightly coupled to the underlying topology defining the 
set of allowed paths on which packets may be sent from 
a sender to the destination core. The proper selection of 
the adequate topology and routing function form a key 
decision in the design of the overall NoC architecture. 
Conventionally, the proof of deadlock-freedom has 
mostly been carried out on the assumption of the 
regular topology (Dally & Seitz, 1987; Glass & Ni, 1992; 
Duato, Yalamanchili & Ni, 2003) and is far more 
complicated for NoC with underlying irregular topology. 
However in the NoC research domain some routing 
functions based on turn prohibition (Glass & Ni, 1992) 
methodology are proposed for irregular topology based 
NoCs such as prefix routing (Wu & Sheng, 1999), 
up*/down* (Schroeder et al. 1991), Left-Right (Jouraku, 
Funahashi, Amano & Koibuchi, 2001), L-turn (Jouraku, 
Funahashi, Amano & Koibuchi, 2001) and down/up 
(Sun, Yang, Chung & Hang, 2004).

In this paper, two genetic algorithm based 
heuristics are proposed for the design of energy efficient 
customized irregular topology Networks-on-Chip based 
on the applied routing function for application having IP 
cores with varying communication bandwidth 

T
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requirements. The presented methodologies exploit the 
predefined communication requirements of the 
application to generate energy efficient customized NoC 
along with the routing tables for supporting deadlock 
free communication. It is worth mentioning here that the 
topology and routing table generation are tightly 
coupled aspects of the NoC design and therefore 
optimization of only one aspect or one after another may 
lead to suboptimal solutions. The paper is organized as 
follows. A brief account of related work is presented in 
Section II. Communication model and architecture for 
Irregular NoC are defined in Section III. The proposed 
genetic algorithm based energy efficient NoC design 
methodologies are presented in Section IV. The Genetic 
Algorithm used in the proposed methodologies is 
described in Section V. Experimental results are 
presented in Section VI followed by a brief conclusion in 
Section VII.

II. RELATED WORK

Methods to collect and analyze traffic 
information that can be fed as input to the bus and NoC 
design processes have been presented in (Lahiri et al. 
2004) and (Murali & De Micheli, 2005). Mappings of 
cores onto standard NoC topologies have been 
explored in (Murali & DeMicheli, 2004; Hansson et al. 
2005; Hu & Marculescu, 2003; Murali et al. 2005). In 
(Murali & DeMicheli, 2004; Murali et al. 2005) a 
floorplanner is used during the mapping process to get 
area and wire-length estimates. These works only select 
from a library of standard topologies, and cannot 
generate a fully customized topology. In (Hansson et al. 
2005), a unified approach to mapping, routing and 
resource reservation has been presented.

However, the work does not explore the 
topology design process. Important research in macro 
networks has considered the topology generation 
problem (Ravi et al. 2001). As the traffic patterns on 
these networks are difficult to predict most approaches 
are tree-based (like spanning or Steiner trees) and only 
ensure connectivity with node degree constraints. These 
techniques cannot be directly extended to address the 
NoC synthesis problem.

Application-specific custom topology design 
has been explored in (Pinto et al. 2003; Ho & Pinkston, 
2003; Ahonen et al. 2004; Srinivasan et al. 2005). The 
works from (Pinto et al. 2003; Ho & Pinkston, 2003), do 
not consider the floorplanning information during the 
topology design process. In (Ahonen et al. 2004), a 
floorplanner is used during topology design to reduce 
power consumption on wires. It does not consider the 
area and power consumption of switches in the design. 
Also, the number and size of network partitions are 
manually fed. In (Srinivasan et al. 2005), a slicing tree 
based floorplanner is used during the topology design 
process. This work assumes that the switches are 

located at the corners of the cores and does not 
consider the network components (switches, network 
interfaces) during the floorplanning process. Actual 
sizes of the cores in (Srinivasan et al. 2005; Srinivasan, 
& Chatha 2005) are considered only after generating 
their relative positions. The resulting floorplan can be 
extremely area inefficient when compared to the 
standard floorplanning process. In (Choudhary, N et al. 
2010), a methodology to generate Bandwidth Aware 
NoC topology according to the application requirement 
is proposed. This methodology does floorplanning as 
the first step with high priority and later accomplishes 
topology generation with better traffic load distribution 
across the channels of the NoC leading to reduced 
congestion as well as hot spots in the topology. A range 
of issues in the design methods and tools for efficient 
synthesis of application specific Network-on-Chip 
interconnect for 3D SoC were addressed in (Seiculescu, 
Murali, Benini & De Micheli, 2009; Murali, Seiculescu, 
Benini & De Micheli, 2009).

In addition to the above, one of the major 
challenges for successful adoption of the Network-on-
Chip paradigm is in reducing the energy consumed 
during the interaction between the IP cores. In (Hu & 
Marculescu, 2003; Hu & Marculescu, 2005), Hu and 
Marculescu have presented an energy-aware mapping 
algorithm to minimize the total communication energy 
cost for a 2-D mesh NoC architecture under real-time 
performance constraints. Similarly in (Choudhary, N., 
Gaur, M. S., Laxmi, V., Singh, V. (2010)) a deterministic 
methodology of order O(n2) to generate energy efficient 
NoC topology is proposed. This methodology also does 
floorplanning as the first step with highest priority as in 
(Choudhary, N et al. 2010). However due to its 
deterministic nature the methodology is not capable to 
generate energy optimized NoC topology for all the 
given applications. The work in (Choudhary, N., Gaur, 
M. S., Laxmi, V., Singh, V. (2010)) is extended in this 
paper by incorporating a genetic algorithm based 
heuristic in the methodology for improved and optimized 
NoC topology generation. The methodology proposed 
in this work address the issue of topology/network 
design with deadlock free communication for 
application specific homogenous or heterogeneous 
NoC according to communication requirements. The 
proposed methodology accepts application’s 
communication characteristics and floorplanning 
information as input. Therefore this methodology is 
especially suitable for applications where optimized 
placement of cores in chip layout during floorplanning 
based on metric such as area is done in advance with 
highest priority.

©  2011 Global Journals Inc.  (US)
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The basic platform for the proposed 
methodology including the basic communication model 
assumed along with the associated NoC architecture 
and routing function are described in this section. The 
mapping of tasks in Task graphs (Hu & Marculescu, 
2003; Dick, Rhodes & Wolf, 1998) to the actual physical 
IP cores in the NoC topology graph (NoC) can be done 
with the help of intermediate mapping to Core Graph as 
exhibited in Figure 1. The Core Graph and NoC topology 
graph can be defined as follows.

Fig.1 : Application specific communication model for 
NoC.

Definition 1 : Core Graph is a directed graph, G 
(V, E) with each vertex νi ∈V representing an IP core 
and a directed edge ei,j ∈ E, representing the 
communication between the cores νi and νj. The 
weight of the edge ei,j denoted by bi,j, represents the 
desired average bandwidth requirement of the 
communication from νi and νj.

Definition 2 : NoC topology graph is a directed 
graph N (U, F) with each vertex υi ∈U representing a 
node/tile in the topology and a directed edge fi,j ∈F 
represents direct communication channel between 
vertices υi and υj. Weight of the edge fi,j denoted by 
bi,j represents the available link/channel bandwidth 
across the edge fi,j.

The energy model (Hu & Marculescu, 2003) for 
the regular Network-on-Chip can be defined as

Follows : 
(1)

Where Ebit (ti, tj) is the average dynamic energy 
consumption for sending one bit of data from tile ti to tile 
tj, nhops is the number of routers the bit traverses from tile 
ti to tile tj, Erbit is the energy consumed by router for 
transporting one bit of data and Elbit is the energy 
consumed by link/channel for transporting one bit of 

data. In case of Irregular NoC with unequal length 

(2)

Where the 2nd term of the summation in 
equation (2) represent the bit energy consumed by each 
channel in the route, the bit follows from communication 
source core to the intended destination cores.

For optimized chip layout, floorplanning 
according to desired metric like area can be done as a 
first step with the help of available floorplannning tools 
such as B*-Trees (Chang, Chang, Wu & Wu, 2000; Lin & 
Chang, 2005).

The presented work uses the escape path 
based routing function as proposed by (Silla & Duato, 
2000). To provide deadlock free communication in the 
NoC, the up*/down* routing (Schroeder et al. 1991; Silla 
et al. 1997) and Left-Right routing (Jouraku, Funahashi, 
Amano & Koibuchi, 2001) were used. These routing 
functions assign direction to the channels of the NoC 
with the help of a spanning tree of the give NoC 
topology.

In (Silla & Duato, 2000), a generic methodology 
for designing adaptive routing function for Irregular NoC 
was proposed. The proposed methodology allow 
messages to follow minimal paths, in most cases, 
reducing message latency and increasing network 
throughput (Duato, Yalamanchili & Ni 2003). Moreover 
the methodology enforces the deadlock free route to be 
followed only when the minimal path is occupied by 
other traffic/packet. This methodology assumes that all 
the physical channels in the NoC can be split into two 
virtual channels i.e. original virtual channel and the new 
virtual channel. Moreover the presence of a given 
deadlock free routing functions based on turn 
prohibition (Glass & Ni, 1992) for the given irregular NoC 
is also assumed. The methodology further proposes to 
extend the given routing function in such a way that 
newly injected messages can use new channels without 
any restriction as long as the original channels are used 
exactly in the same way as in the original routing 
function. In this paper original channels are made to use 
deadlock free paths based on up*/down* (Left-Right) 
deadlock free routing functions and new channels are 
allowed to follow the shortest available path to the 
destination. The modified routing function allows a 
packet arriving on a new channel following shortest path 
to be routed to any channel without any restrictions but 
preferably with higher priority to new channels as new 
channel assure shorter paths and higher adaptively 
(flexibility). If no new channels are available due to 
congestion, one of the original channels following 
up*/down* (Left-Right) must be provided. However, 
once a packet acquires an original channel following 
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channels for transporting data, the equation (1) can be 
modified as follows.



up*/down* (Left-Right) path, it is not allowed to do 
transition to a new channel anymore to avoid deadlock 
situation.

IV. DESIGN METHODOLOGIES FOR 
ENERGY EFFICIENT NOC GENERATION

Fig.2 : Network construction using GA based
Based on the routing scheme presented by Silla 

et. al. (Silla & Duato, 2000), two novel genetic algorithm 
based methodologies referred as MSTF (minimum-
spanning-tree-first) & SPF (shortest-paths-first) for 
energy efficient NoC topology generation are presented 
in this section. The presented methodologies generate 
an energy efficient customized NoC topology along with 
the required routing tables to provide deadlock free 
communication according to the communication 
requirement of the application under consideration. In 
both the presented methodologies, information from the 
floorplan and Core Graph exhibiting the chiplayout and 
traffic characteristics respectively are taken as inputs as 
exhibited in Figure 2.

Assuming over the cell routing (Srinivasan & 
Chatha, 2006), the link length among the nodes in the 
chip layout can be taken according to Manhattan 
distance. In both the proposed methodologies, the 
link/channel length is not allowed to exceed the 
maximum permitted channel length (emax) due to 
constraint of physical signaling delay. This also prevents 
the algorithm from inserting wires that span long 
distances across the chip. Also, the nodes of the 
generated topology are not allowed to exceed a given 
maximum permitted node-degree (ndmax). This 
constraint prevents the algorithm from instantiating slow 
routers with a large number of I/O-channels that would 
otherwise decrease the achievable clock frequency due 
to internal routing and scheduling delay of the router.

a) Minimum Spanning Tree First (MSTF) Methodology
In this proposed methodology to generate the 

energy efficient customized topology, first a minimum 
spanning tree (MST) using Prim's algorithm (Cormen, 
Leiserson & Rivest, 1990) is generated on the nodes of 

the Core Graph according to information regarding the 
Manhattan distance from the floorplan with the 
constraints on ndmax and emax. The node/core with 
maximum bandwidth requirement is assumed as the 
root of the tree. The minimum spanning tree in the 
topology helps us in classifying all the channels/links of 
the topology as “up” (“Left”) or “down” (“Right”). The 
following phases of MSTF methodology helps in 
extending the network/topology for energy efficient 
deadlock free communication.

Energy Aware Topology Extension Phase : 
While keeping the constraints on ndmax and emax, the 
topology is further extended by laying the shortest 
energy path for each traffic characteristics (edges 
corresponding to pair of nodes in the Core Graph). Due 
to constraints on ndmax and emax, the order in which such 
shortest energy paths are generated basically decides 
the total communication energy requirement of the 
generated topology. The optimized order of traffic
characteristics of the application is found using a 
genetic algorithm (refer next section). The routing tables 
of nodes/routers in the discovered shortest energy path 
are updated with the routing table entry type tag as 
shortest path.

Deadlock Avoidance Phase : Lastly the 
proposed methodology uses the modified Dijkstra’s 
algorithm (Cormen, Leiserson & Rivest, 1990) according 
to up*/down* (Left Right) rule for finding deadlock free 
escape routing paths from each node in the shortest 
energy path to the corresponding destination in the 
generated NoC and tags them as up*/down* (Left-
Right).

While taking routing decision the output 
channels tagged as shortest path are selected with 
higher priority and up*/down* (Left Right) tagged 
channels are selected only when no output channel 
corresponding to shortest path is free.

b) Shortest Path First (SPF) Methodology
SPF is similar to MSTF methodology with the 

exception that in SPF the topology generation is initiated 
by first finding the shortest energy path and later the 
topology is extended by constructing the MST. As in 
Energy Aware Topology Extension Phase of MSTF, a 
genetic algorithm is used to find the optimized energy-
efficient traffic characteristics order of the application. 
Since in MSTF, MST is constructed first, it is possible 
that a large number of links for a number of nodes/cores 
in the topology are the links pertaining to MST. As 
maximum links emanating from a node is limited to 
ndmax, this phenomenon can lead to increased value of 
hop count in the shortest energy paths generated later 
leading to increased communication energy. However 
the SPF overcomes this drawback by creating the links 
pertaining to shortest energy path before the links 
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pertaining to MST. As shortest energy paths in the 
topology are generated first in SPF and so there can be 
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a possibility that not enough number of free ports is 
available to construct the MST in the topology later. In 
such case a minimum number of ports per node/core 
need to be reserved before finding the shortest energy 
paths. However experiments showed that if 
communication requirement are uniformly distributed 
over the Core Graph then such problems are rare if any. 
Algorithm 1 briefly presents the proposed 
methodologies.

Algorithm 1 : MSTF & SPF Design Methodology

Require :
1. ￠=CG = Core Graph = {E edges (i.e. traffic 
characteristics), V vertices}
2. V = {vi | vi is ith IP core}
3. E = {eij  

: vi → vj with weight bwij  
| vi (source), vj (destination) 

∈ V}
א . 4 = NoC = {T (Topology), R (Set of routing tables), S (set
of shortest path)}
5. TC_Array = {Array of traffic characteristic (i.e. ordered set of 
E)} 
6. ndmax = Maximum permitted node degree in the topology T
7. emax = The maximum permitted length of a link(channel) in 
topology T
8. Manhattan Distance = Δ= {dij  

| dij  
= |vi – vj|, vi, vj ∈ V}

9. Manhattan Distance greater than emax are not considered.
Ensure : Energy Aware NoC Topology for CG

Procedure Minimum-Spanning-Tree-First ()
א • .NoC EA ;
// initialize the energy aware NoC (i.e. NoCEA)
• NoCEA.T = Φ; NoCEA.R = Φ; NoCEA.S = Φ; 
• Γ = {minimum spanning tree as per Δ with constraint 
ndmax & emax , root is node with maximum communication in 
￠} 
• NoCEA.T = NoCEA.T ∪ {Γ}  
• (NoCEA, TC_Array) = GeniticAlgo(NoCEA, Γ)
• for  each path si ∈ S in NoCEA.S
o N = {set of nodes in path si}
o for  nj ∈ N
 NoCEA.R =NOCEA. R  ∪ {update routing tables in NOCEA. R  

for nodes ∈ V in the root followed by the shortest 
up*/down* (Left–Right) escape path from node nj to the
destination node of path si. The routing

Table entry type tag is set as up*/down* (Lef –Right) for these 
nodes}

o endfor
• endfor

Endprocedure 

Procedure Shortest-Paths-First ( )
א • .NoC EA ;
// initialize the energy aware NoC (i.e. NoCEA)
• NoCEA.T =  Φ; NoCEA.R =  Φ; NoCEA.S =  Φ;
• Γ = Φ ; 
• (NoCEA, TC_Array) = GeniticAlgo(NoCEA,Γ)
• Γ = {minimum spanning tree as per Δ with constraint 
ndmax & emax , root is node with maximum communication in 
￠} 

• NoCEA.T = NoCEA.T ∪ {Γ} 
• for each path si ∈ S in NoCEA.S
o N = {set of nodes in path si}
o for nj ∈ N 
 NoCEA.R =NOCEA. R ∪ {update routing tables in NOCEA. R 

for nodes ∈ V in the root followed by the shortest 
up*/down* (Left–Right) escape path from node nj to the 
destination node of path si. The routing table entry type tag 
is set as up*/down* (Lef –Right) for these nodes}

o endfor
• endfor
endprocedure

VII. GENETIC ALGORITHM

A genetic algorithm (Eiben & Smith, 2003) 
based heuristic is used to find the best order of the 
traffic characteristics to generate the shortest energy 
paths in topology such that the communication energy 
requirement of the application is optimized. Genetic 
algorithm is a search technique used in determining 
exact or approximate solutions to optimization and 
search problems. Genetic algorithms are a particular 
class of evolutionary algorithms which uses techniques 
inspired by evolutionary biology such as inheritance, 
mutation, selection, and crossover. The proposed 
genetic algorithm explores the search space extensively 
to generate an irregular topology with optimized 
communication energy requirement for the given 
application. The proposed genetic algorithm formulation 
is as follows.
a) Solution Space 

In formulation of the proposed methodology, 
each chromosome is represented as an array of genes. 
Maximum size of the gene array is equal to the number 
of edges in the Core Graph. Each gene of the 
chromosome represents a traffic characteristic (an edge 
corresponding to a pair of nodes in the Core Graph)

b) Initial Population
A large population (i.e. 500 chromosomes) of 

chromosome is initially generated. The chromosomes of 
the initial population are generated by assigning traffic 
characteristics of the application to the chromosome's 
gene array in some random order. The initial population 
is later sorted according to the increasing order of total 
communication energy requirement of the generated 
topology (chromosome). It is worth highlighting here that 
the communication energy consumption by a 
chromosome varies depending on the traffic 
characteristics order (order of elements in gene array) of 
the chromosome.

c) Crossover
In each generation, crossover is performed on 

50% of the population with the bias towards the Best 
Class of the chromosome population. For achieving 
crossover of two chromosomes, a random crossover 
point is selected. Two new chromosomes are created by 
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the crossover operation. The new chromosomes are 
created by copying the traffic characteristics (genes) 
from their respective parents till crossover point or from 
crossover point to the end of the chromosome and then 
the remaining traffic characteristics (genes) are copied 
according to the order of traffic characteristics (genes) 
in the other chromosome such that there are no 
duplicate traffic characteristics in the created 
chromosomes.
d) Mutation

In each generation, mutation is performed on 
40% of the population to avoid the solution from getting 
stuck up in the local minima. Two types of mutations 
with probability of 50% each are performed in each 
generation. In first type of mutation a gene in the gene 
array of the chromosome with highest energy 
requirement is swapped with a randomly selected gene 
of the chromosome. In second type two randomly 
selected genes in the gene array of the chromosome 
are swapped.

e) Measure of Fitness
The cost function used to measure the fitness of 

the chromosomes in the population can be formulated 
as under.

Where X is maximum chromosome energy 
requirement among all the chromosomes in the 
population, Eci is the energy requirement for 
chromosome ci. Fitness of chromosome is regarded as 
high if its cost approaches 0. It may be noted that, the 
best 10% chromosomes (referred as Best Class) in any 
generation are directly transferred to the next generation 
so as not to degrade the solution between the 
generations.

Algorithm 2 briefly presents the proposed 
genetic algorithm formulation. After genetic algorithm 
methodology is made to run for a required number of 
generations, the NoC topology and routing tables 
corresponding to the best output chromosome are 
accepted as the customized energy optimized 
application specific NoC.

Algorithm 2 : Genetic Algorithm (GA) formulation of 
energy aware application specific NoC generator

procedure GeniticAlgo( א NoCEA, T Γ) 
• μ = % of chromosomes for mutation
• ξ = % of chromosomes for crossover
• λ = % of chromosomes retained in next generation
• G = {gene array[] | size(gene array[]) = | E | (i.e. | traffic 

characteristics |)}
• C = chromosome = {G (set of genes), א (corresponding

NoC )}
• Chromosome Population = CSet = {Ci | Ci is ith

chromosome with gene array Gi and associated NoC אi}

• CSet CSet = Generate_Initial_Population(NoCEA, CSet)
• while( number of generations not attained)
o Sort CSet in ascending order of cost ( i.e. total 

communication energy)
o Keep first λ fraction chromosomes of CSet for next 

generation as Best Class
o Generate next ξ fraction chromosomes for next generation 

with crossover operations on CSet

o Select a random pair (C1, C2) of chromosomes from CSet with  
bias towards Best Class

o (C1', C2') = CrossOver(C1, C2, Γ)
o Generate the remaining μ fraction of chromosomes for next 

generation with mutation operations on CSet

o Randomly Select a chromosome Ci from Cset

o Select random r ∈ {1, 2}
o Mutation(Ci, r, Γ)
• endwhile
• Sort CSet in ascending order of cost (i.e. total communication 
energy)
• C Cbest = CSet [0]
• return( אbest (NoC), Gbest (Gene Array) corresponding to
Cbest) 
endprocedure

VIII. EXPERIMENTAL RESULTS

The generated energy aware application 
specific topology was evaluated with respect to the 
communication energy consumption with applied traffic 
load on the NoC simulation framework. In order to 
obtain a broad range of different irregular traffic 
scenarios, multiple Core Graphs using TGFF (Dick, 
Rhodes & Wolf, 1998) were randomly generated with 
diverse bandwidth requirement of the IP Cores. For 
performance comparison, a NoC simulator IrNIRGAM, 
the extended version of NIRGAM (Jain, Al-Hashimi, 
Gaur, Laxmi & Narayanan, 2007; Jain 2007) supporting 
irregular topology with the provision of supporting 
escape path routing for avoiding deadlock condition, 
was deployed. IrNIRGAM is a discrete event, cycle 
accurate simulator. IrNIRGAM supports irregular 
topology framework with source and table based routing 
in a wormhole switching based architecture wherein an 
IP Core is directly connected to a dedicated router. In 
IrNIRGAM, input buffered routers can have multiple 
virtual channels (VCs) and uses wormhole switching for 
flow control. The packets are split into an arbitrary 
number of flits (flow control units) and forwarded 
through the network in a pipelined fashion. A Round-
Robin scheme for switch arbitration is used in the router 
nodes to provide fair bandwidth allocation while 
effectively preventing scheduling anomalies like 
starvation. For performance comparison on 
experimental set, the IrNIRGAM was run for 10000 clock 
cycles with applied packet injection interval to evaluate 
the network performance with varying traffic load. The 
energy consumption by the flits reaching their 
corresponding destination and flit latency were used as 
performance metric. The energy consumption by router 
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in transmitting a bit is evaluated using the power 
simulator orion (Kahng, Li, Peh & Samadi, 2009) for 
0.18μm technology. Similarly the dynamic bit energy 
consumption for inter-node links (Elbit) can be 
calculated using the following equation.

Where α is the average probability of a 1 to 0 
or 0 to 1 transition between two successive samples in 
the stream for a specific bit. The value of α can be
taken as 0.5 assuming data stream to be purely 
random. Cphy is the physical capacitance of inter-node 
wire under consideration for the given technology and 
VDD is the supply voltage.
a) Experiments on SPF and MSTF with Random 

Benchmarks

Fig.3 : Performance comparison with varying packet 
injection interval of (a) communication energy 

consumption (in pico joules) and (b) Average flit latency 
(in clock cycles) of the proposed Minimum-Spanning-

Tree-First (MSTF) and Shortest-Path-First 
methodologies (SPF).

The performance of the proposed Shortest-
Path-First Methodology (SPF) and Minimum-Spanning-
Tree-First Methodology (MSTF) were compared on the 
IrNIRGAM simulation framework with varying packet 
injection interval (i.e. varying communication traffic 
load). Figure 3 shows performance results averaged 
over 50 generated energy efficient irregular topologies 
generated based on up*/down* routing function with 
varying number of cores from 16 to 81, ndmax = 4 and 

permitted channel length (emax) was taken as 1.5 times 
the length of the core/node with largest length among all 
the cores in the NoC. The proposed shortest-path-First 
(SPF) methodology's total dynamic communication 
energy consumption was on average 18.5% lesser in 
comparison to minimum-spanning-tree-first (MSTF) 
methodology in addition to reduced latency ( in the 
range of 7.5 clocks to 10 clocks) for equivalent 
throughput.

b) Experiments on SPF/MSTF and SPF (Deterministic)/
MSTF (Deterministic) with Random Benchmarks

(a)

(b)

Fig.4 : Performance comparison with varying packet 
injection interval of dynamic communication energy 

consumption (in pico joules) of the (a) MSTF and MSTF 
(Deterministic) and (b) SPF and SPF (Deterministic).

The performance of the proposed Genetic 
algorithm based Shortest-Path-First Methodology (SPF) 
and Minimum-Spanning-Tree-First Methodology (MSTF) 
were compared with deterministic methodologies MSTF 
(Deterministic) and SPF (Deterministic) proposed in 
(Choudhary, N., Gaur, M. S., Laxmi, V., Singh, V., 2010) 
of order O(n2). IrNIRGAM simulation framework was run 
for 10000 clock cycles with varying packet injection 
interval (i.e. varying communication traffic load) . Figure 
4 shows comparison of the dynamic communication 
energy consumption by the proposed methodologies 
and the work proposed in (Choudhary, N., Gaur, M. S., 
Laxmi, V., Singh, V., 2010). The experimental results 
were averaged over 50 generated customized irregular 
topologies generated based on up*/down* routing 
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function with varying number of cores from 16 to 81, 

Energy Efficient Network Generation for Application Specific Noc



ndmax = 4 and permitted channel length (emax) was 
assumed as 1.5 times the length of the core/node with 
largest length among all the cores in the NoC. The 
proposed MSTF methodology's total dynamic
communication energy consumption was on average 
26.2% lesser in comparison to MSTF (Deterministic) 
whereas for the proposed SPF the total dynamic 
communication energy consumption was on average 
24.3% lesser in comparison to SPF (Deterministic) for 
equivalent throughput.

c) Experiments on SPF, MSTF and Regular NoC with 
Random Benchmarks

To compare the performance of the proposed 
methodologies with regular NoC, the performance of the 
proposed methodologies with up*/down* and Left-Right 
routing function were compared with 2D-Mesh NoC with 
XY and OE routing for the packet injection intervals 
according to the application's traffic characteristics. The 
sizes of the tiles are kept same in the proposed 
methodologies as in regular 2D-Mesh. Figure 5 shows 
the performance comparison of MSTF with 2D-Mesh 
averaged over 50 generated energy efficient irregular 
topologies with varying number of cores from 16 to 81, 
ndmax = 4 and emax was taken as 2 times the length of 
the core/node. The MSTF with up*/down* (Left-Right) 
routing shows reduced average flit latency in the range 
of 5.8 (4.4) clocks to 13.3 (15.2) clocks and 9.6 (8.2) 
clocks to 68 (67) clocks in comparison to 2D-Mesh with 
XY and OE routing respectively. The average per flit 
communication energy comparison of MSTF with 2D-
Mesh shows reduction in the range of 10% (8%) to 21% 
(19%) and 18% (17%) to 46% (46%) in comparison to XY 
and OE routing respectively for up*/down* (Left-Right) 
routing.

(b)
Fig.5 : MSTF performance comparison with 2D-Mesh (a)

Average flit latency (in clock cycles) and (b) Average 
communication energy consumption per flit (in pico 

joules)

The average per flit communication energy 
comparison of SPF with 2D-Mesh shows reduction in 
the range of 18.8% (18.5%) to 29.2% (25.8%) and 25.2% 
(24.6%) to 54.7% (53%) in comparison to XY and OE 
routing respectively for up*/down* (Left-Right) routing.

(b)

Fig.6 : SPF performance comparison with 2D-Mesh (a) 
Average flit latency (in clock cycles) and (b) Average 
communication energy consumption per flit (in pico 

joules).
The above mentioned results shows that the 

performance of Left-Right and up*/down* routing 
function for MSTF and SPF depends on the traffic 
characteristics and the corresponding generated 
topology i.e. one routing function performs better than 
other depending on the traffic characteristic and the 
corresponding generated topology. However we have 
observed that up*/down* routing tends to perform 
better in most of the cases. Moreover the performance 
comparison between MSTF and SPF clearly shows that 
in most cases the SPF methodology performs 
reasonably better than MSTF methodology.

Figure 6 shows the SPF performance results. 
The SPF with up*/down* (Left-Right) routing shows 
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(a)

(a)

reduced average flit latency in the range of 10 (9.4) 
clocks to 20.9 (18.4) clocks and 13.8 (13.2) clocks to 76 
(69) clocks in comparison to 2D-Mesh with XY and OE 
routing respectively.

D. Experiments on SPF, 2D-Mesh, and BA-TGM
The per flit dynamic communication energy 

consumption for proposed SPF and Bandwidth Aware 
Topology Generation Methodology (referred as BA-
TGM) presented in (Choudhary, N. et al., 2010) are 
compared for 50 generated customized irregular 
topologies with cores having varying sizes and ndmax of 
4 for number of cores varying between 16 to 81. For BA-
TGM, up*/down* routing was assumed whereas for SPF 
escape path based up*/down* routing was used. The 
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emax was taken as 1.5 times the length of the core 
having maximum length among all the cores of the NoC.

Figure 7 shows that SPF consistently performs 
better in comparison to BA-TGM as far as average 
dynamic communication energy consumption by flits 
reaching their destination is concerned. The SPF 
showed on average a reduction of 38.6% for the 
communication energy per flit in comparison to BA-
TGM.

Fig.7 : Comparison of average communication energy 
consumed by flits in reaching their destination for BA-

TGM and SPF with ndmax = 4

IX. CONCLUSION

In this paper, the energy efficient customized 
Irregular topology generation problem for NoC was 
addressed. Two genetic algorithm based novel 
methodologies are proposed for generating the NoC 
topology with optimized communication energy 
requirements according to the traffic characteristics of 
the given application. Although in this paper up*/down* 
and Left-Right routing were used as escape path for 
deadlock prevention, we argue that the proposed 
methodologies can be adapted with any of the topology 
agnostic routing algorithms where generic routing rules 
based on turn prohibition can be enforced. It is believed 
that the combined treatment of the routing and topology 
generation as done in the presented methods offers a 
huge potential of optimization for future application-
specific NoC architectures.

Some interesting extensions of the proposed 
design can be to combine the topology generation with 
the task partitioning/scheduling into the presented 
framework to make the design more adaptable to the 
dynamic communication requirement of the application 
in such a way that the computation and communication 
energy consumption can be optimized at the same time.
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Multimodal Biometric Authentication System:
Challenges and Solutions

Shyam Sunder Yadavα, Jitendra Kumar Gothwal , Prof. (Dr.) Ram Singhβ

Abstract - Biometric technologies are automated methods for 
measuring and analyzing biological data, extracting a feature 
set from acquired data and comparing this set against to the 
templates set in the database. Unimodal biometric system 
have variety of problems such as noisy data, spool attacks 
etc. Multimodal biometrics refers the combination of two or 
more biometric modalities in a single identification. Most 
biometric verification systems are done based on knowledge 
base and token based identification these are prone to fraud. 
Biometric authentication employs unique combinations of 
measurable physical characteristics- fingerprint, facial features 
, iris of the eye, voice print and so on- that cannot be readily 
imitated or forged by others. This paper discuss the various 
scenarios that are possible in multi model biometric system , 
the level of fusion that are plausible and the integration 
strategic that can be adopted to consolidate information. 
Fusion methods include processing biometric madalitics 
sequential until an acceptable match is obtained.
Keywords : Multimodal Biometrics, Authentication, 
Templates, Fusion, Fingerprint. 

 he  need  for  reliable  user  authentication 
techniques has increased in the wake of 
heightened concerns about security and rapid 

advancements in networking, communication and 
mobility. Biometrics, described as the science of 
recognizing an individual based on her physiological or 
behavioral traits, is beginning to gain acceptance as a 
legitimate method for determining an individual’s 
identity. Biometric systems have now been deployed in 
various commercial, civilian and forensic applications as 
a means of establishing identity. These systems rely on 
the evidence of fingerprints, hand geometry, iris, retina, 
face, hand vein, facial thermo gram, signature, voice, 
etc. to either validate or determine an identity [2]. Most 
biometric systems deployed in real-world applications 
are unimodal, i.e., they rely on the evidence of a single 
source of information for authentication (e.g., single 
fingerprint or face). These systems have to contend with 
a variety of problems such as: 

accumulation of dirt on a fingerprint sensor) or 
unfavorable ambient conditions (e.g., poor illumination 
of a user’s face in a face recognition system). (b) Intra-
class variations : These variations are typically caused 
by a user who is incorrectly interacting with the sensor 
(e.g., incorrect facial pose), or when the characteristics 
of a sensor are modified during authentication (e.g., 
optical versus solid-state fingerprint sensors). (c) Inter-
class similarities : In a biometric system comprising of a 
large number of users, there may be inter-class 
similarities (overlap) in the feature space of multiple 
users. (d) Non-universality : The biometric system may 
not be able to acquire meaningful biometric data from a 
subset of users. A fingerprint biometric system, for 
example, may extract incorrect minutiae features from
the fingerprints of certain individuals, due to the poor 
quality of the ridges. (e) Spoof attacks : This type of 
attack is especially relevant when behavioral traits such 
as signature or voice are used.

Some of the limitations imposed by unimodal 
biometric systems can be overcome by including 
multiple sources of information for establishing identity 
[5]. Such systems, known as multimodal biometric 
systems, are expected to be more reliable due to the 
presence of multiple, (fairly) independent pieces of 
evidence [7]. These systems are able to meet the 
stringent performance requirements imposed by various 
applications. In this paper we examine the levels of 
fusion that are plausible in a multimodal biometric 
system, the various scenarios that are possible, the 
different modes of operation, the integration strategies 
that can be adopted and the issues related to the 
design and  deployment of these systems.

Biometrics refers to the automatic recognition of 
individuals based on their physiological and/or 
behavioral characteristics. Biometric technologies are 
becoming the foundation of an extensive array of highly 
secure identification and personal verification solutions. 
This technology acts as a front end to a system that 
requires precise identification before it can be accessed 
or used .Utilizing biometrics for personal authentication 
is becoming more accurate than current methods (such 
as the utilization of passwords or Personal Identification 
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(a) Noise in sensed data : A fingerprint image 
with a scar, or a voice sample altered by cold are 
examples of noisy data. Noisy data could also result 
from defective or improperly maintained sensors (e.g., 

Number - PINs) and more convenient (nothing to carry 

I. INTRODUCTION 



II. BIOMETRIC IDENTIFICATION SYSTEM

A biometric system have five important 
modules: i) sensor module – which captures the trait in 
the form of raw biometric data, ii) feature extraction 
modules- which process the data to extract a feature set 
that is a compact representation of the trait, iii) matching 
module- which employs a classifier to compare the 
extract feature set with the stored templets to generate 
the matching scores, iv) decision module- which uses 
the matching score to either determine an identity or 
validate a claimed identity, v) system database module- 
which uses database pattern using pattern matching 
technique .

The main working operation that the system can 
perform are enrolment and testing. During enrolment 
biometric information of individual are stored, during test 
biometric information are dedected and compared with 
the stored ones. The sensor module the interface 
between real world an our system. We can say it is an 
image acquisition but it can change according to the 
characteristics we want to consider. The feature 
extraction module performs all the necessary 
preprocessing- it removes artifacts from the sensor, to 
enhance the input and use some kind of normalization. 
In the matching module we extract the features we need 
and choose which features to extract how to do it, with 
certain efficiency to create a template. After this in the 
matching module we are match the input pattern and 
the database pattern with the pattern matching 
technique. In the last module authentication occurs 
based on pattern matching technique.

Figure 1 

III. PROPOSED MULTIMODAL APPROACH

Multimodal Biometrics System (MBS) strongly 
depend on the application scenario and refers to the 
use of a combination of two or more biometric 
modalities in a verification / identification system. The 
proposed system adopts identification based on 
multiple biometrics represents an emerging trend of an 
individual, to established the identity. The most 
compelling reason to combine different modalities is to 
improve the recognition rate. This can be done when 
biometric features of different biometrics are statistically 
independent. There are other reasons to combine two or 
more biometrics. One is that different biometric 
modalities might be more appropriate for the different 
applications. Another reason is simply customer 
preference. 

The proposed system operates on five stages -
stage-1 : the multiple sensor capture the raw biometric 
data and can be processed and integrate to generate a 
new data from which feature can be extracted, shown fig 

2; stage-2: the preprocessor extract the necessary 
features that are subject to interest; stage-3: template 
will be generated for the extract features; stage-4: 
decision fusion integrate multiple cues ; stage-5: the 
input data will be compared with database data for 
matching. Finally a matching is genuine authentication is 
accepted, if not authentication is rejected 

a) PROPOSED MBS PERFORMANCE
The proposed system’s performance is 

determined its accuracy. The main widely used standard 
metrics to determine the accuracy of a system are : 

• False accept rate (FAR)
• False reject rate (FRR)
• Failure to enroll rate (FTE)
• Susceptibility to artifacts or mimics

©  2011 Global Journals Inc.  (US)
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or remember). Thus, Biometrics is not just about 
security, it's also about convenience. The need for 
biometrics can be found in a wide range of commercial 
and military applications.   

Multimodal Biometric Authentication System : Challenges and Solutions



IV. MULTIMODAL BIOMETRIC SYSTEM
ARCHITECTURE

Here we discussed some of the existing 
architectures. A Multimodal biometric system using 
Face & Fingerprint, they have proposed various levels of 
combinations of the fusion this system is shown in Fig. 
2.

Figure 2 : Multimodal Biometric System using Face &
Fingerprint

The promise of biometric technology for 
countering security threats Biometric authentication  
employs unique combinations of measurable physical 
characteristics--fingerprint, facial features, iris of the eye, 
voice print, hand geometry, vein patterns, and so on—
that cannot be readily imitated or forged by others to 
determine or verify a person's identity. Initially the raw 
biometric data pertaining to multiple sensors are 
obtained. In our proposed system since we are using 
multiple biometric characters of an individual to 
establish identity. Here, we employ multiple sensors to 
Fig. 2 Proposed system an overview acquire data 
pertaining to different characters. The independence of 
the characters ensures good and reliable performance. 
Provide high level security by integrating the patterns by 
Decision level fusion. 

 
Figure 3 : Multimodal Biometric System with reliability 

information

V.  ESULTS

We took 09 combination sets of face images 
and fingerprint images from 80 users, to evaluate the 
performance of the proposed technique. By plotting the 
False Rejection Rate (FRR) against the False Accept 
Rate at various thresholds that summarizes the 
matching performance using ROC (Receiver Operating 
System). Using match score level fusion is 4.0 & 3.5
respectively with respect to Table i & ii, as per the
databases shown in Figure 4 & 5. As expected, 
likelihood ratio based fusion leads to significant 
improvement in the performance. At a false accept rate 
of 0:001%, the improvement in the genuine Acceptance 
is achieved. FAR & FRR exits when the threshold level is 
>0.1

Result analysis of acceptance -Table (i)

Threshold Finger Face Finger & 
Face

0.0 2 3 2 
0.5 2 8 2 
1.0 2 10 2 
1.5 5 11 5 
2.0 5 13 5 
2.5 6 14 6 
3.0 9 14 9 
3.5 10 14 10
4.0 10 14 10

Receiver Operating Characteristics (ROC) Curve
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 Figure 4

Result analysis of imposter

Threshold Face Finger Finger & 
Face

0.0 4 2 2 
0.5 8 3 3 
1.0 14 5 5 
1.5 14 8 8 
2.0 14 8 8 
2.5 14 9 9 
3.0 14 10 10
3.5 14 10 10
4.0 14 10 10

  Table ( ii)

Receiver Operating Characteristics (ROC) Curve

Figure 5

VI. CONCLUSIONS 

Multimodal biometric systems elegantly 
address several of the problems present in ununimodal 

systems. By combining multiple sources of information,
these systems improves matching performance,
increase population coverage , deter spoofing and 
facilitate indexing  .  Various fusion levels and scenarios 
are possible in multimodal systems. Fusion at the match 
score level is most popular due to easy in accessing 
and consolidating matching scores, performance gain is 
pronounced when uncorrelated traits are use in 
multimodal system. With the wide spread deployment of 
biometric systems in several civilian and government 
applications. In applications such as border entry/exit, 
access control, civil identification, and network security, 
multi-modal biometric systems are looked to as a 
means of (a) reducing false acceptance and false 
rejection, (b) providing a secondary means of 
enrollment, verification, and identification if sufficient 
data cannot be acquired from a given biometric sample, 
and (c) combating attempts to spoof biometric systems 
through non-live data sources such as fake fingers. The 
performance of multimodal biometric system shows 
great promise to personal identity in the biometric 
authentication society.
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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• One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 

• It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 

• One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 

choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 

to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 

data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 

 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 

They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 

think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 

automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 

logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 

have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 

supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 

quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 

have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 

research paper. From the internet library you can download books. If you have all required books make important reading selecting and 

analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 

not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 

mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 

always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 

either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 

and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 

diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 

if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 

tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 

confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 

possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 

suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 

target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 

good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 

sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 

word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 

sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 

language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 

changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 

records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 

will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 

an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 

trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 

then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 

improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 

several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 

descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 

irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 

NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 

Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 

evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 

be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 

necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 

to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 

measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 

study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 

extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 

be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 

essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING 

Key points to remember:  

 Submit all work in its final form. 

 Write your paper in the form, which is presented in the guidelines using the template. 

 Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 

submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 

study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 

show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 

that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 

of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 

of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 

and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

 Insertion a title at the foot of a page with the subsequent text on the next page 
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 Separating a table/chart or figure - impound each figure/table to a single page 

 Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 

lines. It should include the name(s) and address (es) of all authors. 

 

Abstract:  

 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--

must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 

at this point. 

 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 

the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

 

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 

Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 

maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 



 

 

© Copyright by Global Journals Inc. (US) | Guidelines Handbook 

XIV 

shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 

more than one ruling each.  

 Reason of the study - theory, overall issue, purpose 

 Fundamental goal 

 To the point depiction of the research 

 Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 

 Significant conclusions or questions that track from the research(es) 

Approach: 

 Single section, and succinct 

 As a outline of job done, it is always written in past tense 

 A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 

 Center on shortening results - bound background information to a verdict or two, if completely necessary 

 What you account in an conceptual must be regular with what you reported in the manuscript 

 Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

 Explain the value (significance) of the study  

 Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 

 Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 

 Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

 Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  

 Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 

 Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 

 Shape the theory/purpose specifically - do not take a broad view. 

 As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 



 

                © Copyright by Global Journals Inc. (US) | Guidelines Handbook 

 

XV 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

 Explain materials individually only if the study is so complex that it saves liberty this way. 

 Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  

 Do not take in frequently found. 

 If use of a definite type of tools. 

 Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

 Report the method (not particulars of each process that engaged the same methodology) 

 Describe the method entirely 

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 

 Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  

 If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

 It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 

 Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

 Resources and methods are not a set of information. 

 Skip all descriptive information and surroundings - save it for the argument. 

 Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

 Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  

 In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 

 Present a background, such as by describing the question that was addressed by creation an exacting study. 

 Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 

 Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 
What to stay away from 

 Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 

 Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 

Manuscript should complement any figures or tables, not duplicate the identical information. 

Never confuse figures with tables - there is a difference. 
Approach 

As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report  

If you desire, you may place your figures and tables properly within the text of your results part. 
Figures and tables 

If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 

Despite of position, each figure must be numbered one after the other and complete with subtitle  

In spite of position, each table must be titled, numbered one after the other and complete with heading 

All figure and table must be adequately complete that it could situate on its own, divide from text 
Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 

Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  

You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 

Give details all of your remarks as much as possible, focus on mechanisms. 

Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 

Try to present substitute explanations if sensible alternatives be present. 

One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 

Recommendations for detailed papers will offer supplementary suggestions.
Approach:  

When you refer to information, differentiate data generated by your own studies from available information 

Submit to work done by specific persons (including you) in past tense.  

Submit to generally acknowledged facts and main beliefs in present tense.  

ADMINISTRATION RULES LISTED BEFORE  
SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS INC. (US) 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get

rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 

To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS INC. (US)

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 

appropriate content, Correct 

format. 200 words or below 

Unclear summary and no 

specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 

information

Above 250 words

Introduction

Containing all background 

details with clear goal and 

appropriate details, flow 

specification, no grammar 

and spelling mistake, well 

organized sentence and 

paragraph, reference cited

Unclear and confusing data, 

appropriate format, grammar 

and spelling errors with 

unorganized matter

Out of place depth and content, 

hazy format

Methods and 

Procedures

Clear and to the point with 

well arranged paragraph, 

precision and accuracy of 

facts and figures, well 

organized subheads

Difficult to comprehend with 

embarrassed text, too much 

explanation but completed 

Incorrect and unorganized 

structure with hazy meaning

Result

Well organized, Clear and 

specific, Correct units with 

precision, correct data, well 

structuring of paragraph, no 

grammar and spelling 

mistake

Complete and embarrassed 

text, difficult to comprehend

Irregular format with wrong facts 

and figures

Discussion

Well organized, meaningful 

specification, sound 

conclusion, logical and 

concise explanation, highly 

structured paragraph 

reference cited 

Wordy, unclear conclusion, 

spurious

Conclusion is not cited, 

unorganized, difficult to 

comprehend 

References

Complete and correct 

format, well organized

Beside the point, Incomplete Wrong format and structuring
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