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Abstract- Today, because of the vulnerability of standard authentication system, law-breaking has 
accumulated within the past few years. Identity authentication that relies on biometric feature like 
face, iris, voice, hand pure mathematics, handwriting, retina, fingerprints will considerably decrease 
the fraud, so that they square measure being replaced by identity verification mechanisms. Among 
bioscience, fingerprint systems are one amongst most generally researched and used. it\'s 
fashionable due to their easy accessibility. Moreover in this work the system modified to an adaptive 
system i.e intelligent by using neural networks. 
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Abstract- Today, because of the vulnerability of standard 
authentication system, law-breaking has accumulated within 
the past few years. Identity authentication that relies on 
biometric feature like face, iris, voice, hand pure mathematics, 
handwriting, retina, fingerprints will considerably decrease the 
fraud, so that they square measure being replaced by identity 
verification mechanisms. Among bioscience, fingerprint 
systems are one amongst most generally researched and 
used. it\'s fashionable due to their easy accessibility. Moreover 
in this work the system modified to an adaptive system i.e 
intelligent by using neural networks. 
Keywords: AFPR, biometric security, gabor filter, neural 
networks, etc. 

I. Introduction 

umans have used body characteristics such as 
face, voce, finger prints, Iris, etc.  to recognize 
each other. Automatic recognition of these 

characteristics called a biometrics; now days it has 
become an active research area in pattern recognition. 
Over a decade's fingerprint is one of the oldest forms of 
biometric identification because of their uniqueness, 
consistency, the intrinsic ease in acquisition, distincti-
veness, persistence and high matching accuracy rate. 
As we know, No two people have the same set of 
fingerprints even identical twins fingerprints. Finger ridge 
patterns do not change throughout the life of an 
individual. This property makes fingerprint an excellent 
biometric identifier and also can be used as forensic 
evidence. It has received more and more attention 
during the last period due to the need for society in a 
wide range of applications. Among the biometric 
features, the fingerprint is considered one of the most 
practical ones. Fingerprint recognition requires a 
minimal effort from the user and provides relatively good 
performance. Fingerprint recognition refers to the 
automated method of verifying a match between two 
human fingerprints. Fingerprints are one of many forms 
of biometrics used to identify individuals and verify their 
identity. 

 

Figure 1.1 :  Sample Finger Prints 
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Basically Skin of human fingertips consists of 
ridges and valleys and they mixing together form the 
distinctive patterns. A fingerprint is the composition of 
many ridges and furrows. Fingerprints mostly are not 
distinguished by their ridges and furrows but are 
distinguished by Minutia which are some abnormal 
points on the ridges. Minutia is divided in to two parts 
such as: termination and bifurcation. Termination is also 
called ending and bifurcation is also called branch. 
Again minutia consists of ridges and furrows valley is 
also referred as follows.. 

 

Figure 1.2 :  Images Showing Ridges and Valleys with 
Termination and Bifurcations 

The human fingerprint is comprised of various 
types of ridge patterns, traditionally classified according 
to The decades-old Henry system: left loop, right loop, 
arch, whorl, and tented arch. 

 

Figure 1.3 :  left loop, right loop, arch, whorl, and tented 
arch of a Fingerprint 

Fingerprint recognition system has been 
successful for many application areas such as computer 
login, bank account recovery and cheque processing. 
But the fingerprint recognition system still faces with 
defect in accuracy rate. The primary objectives of the 
proposed system will perform more accuracy rate.  

II. Literature Survey 

Dayashanka Singh et al. (2010) projected a 
completely unique technique of fingerprint matching 
supported embedded Hidden Andrei Markov Model 
(HMM) that\'s used for modeling the fingerprint’s 
orientation field. This HMM primarily based fingerprint 
matching approach exploitation solely orientation angle 
parameters. It includes 2 kinds of random finite method. 
One may be a Mark off process of finite state that 
describes the transfer from one state to another; the 
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opposite describes the chances between states and 
observation knowledge. what\'s necessary to statistically 
characterize a HMM may be a state transition likelihood 
matrix, Associate in Nursing initial state likelihood 
distribution, and a group of likelihood density functions 
related to the observations for every state. Usually a 
HMM may be a 1-D structure appropriate for analyzing 
1-D random signals. The embedded HMM includes 3 
super states that represent 3 elements of a finger print 
from the highest to bottom. Every super state consists of 
5 sub states (embedded states) horizontally. The 
performance is nice and strong. it\'s less sensitive to the 
noise and distortions of a fingerprint image than the 
traditional approaches during which the dependent 
parameters embody a lot of fingerprint details. Still this 
approach skipped the processes of cutting the ridge 
image and choosing trivia which can facilitate any noise 
reduction. 

Qijun Zhao et al. (2009) projected pore 
matching technique that with success avoids the 
dependency of pore matching on point matching. Such 
dependency limits the pore matching performance and 
impairs the effectiveness of the fusion of point and pore 
match scores, so as to match the pores on 2 fingerprint 
pictures,{they square measure| they\'re} 1st pair-wise 
compared and initial correspondences between them 
are established supported their native options. The initial 
pore correspondences square measure then refined by 
exploitation the RANSAC (Random Sample Consensus) 
algorithmic program to convey the ultimate pore 
matching results. A pore match score is finally 
calculated for the 2 fingerprint pictures supported each 
the initial and final pore correspondences. Thus, the 
fusion of the point and pore match scores more 
practical in raising the fingerprint recognition accuracy. 
However this technique is its complexness in describing 
the pores. 

Min et al. (2008) developed a brand new 
technique during which they used Fingerprint 
Recognition System which mixes each the options 
extraction by applying a applied mathematics and pure 
mathematics approach system illustrates the process by 
considering elementary geometric terms, applied 
mathematics computation and conjointly it checks all of 
the options for input fingerprint image to attain higher 
accuracy share and to provide the connected info of 
input image properly from info. This technique takes less 
time for recognition of input image but by exploitation 
non-minutiae primarily based algorithmic program this 
technique will any be improved with a lot of 
authentications and fewer area memory usage. 

III. Methodology  

A Number of different techniques are used for 
automatic classification of fingerprint. These 
classifications based on:  

• Singular Point  

• Syntactic or Grammar Based  

• Mathematical Model  

The most natural topology for analysing 
fingerprint images is the topology of curves created by 
the ridge and valley structures. This necessitates the use 
of the analysis of properties of the curves or curve 
features. The approach presented in this paper is 
combination of biometric and Gabor filter. 

Fingerprint sensing  

There are two primary methods of capturing a 
fingerprint image:  

1. Inked (off-line) and  

2. Live scan  

The most popular technology to obtain a live-
scan fingerprint image is based on optical frustrated 
total internal reflection (FTIR) concept. The ridges are in 
contact with the platen, while the valleys of the finger are 
not in contact with the platen.The laser light source 
illuminates the glass at a certain angle and the camera 
is placed such that it can capture the laser light reflected 
from the glass. The light touched by the ridges is 
randomly scattered while the light corresponding to 
valleys suffers total internal reflection. Consequently, the 
image formed on the plane of the CCD corresponding to 
ridges is dark and those corresponding to valleys are 
bright. More recently, capacitance-based solid state 
live-scan fingerprint sensors are gaining popularity since 
they are very small in size and inexpensive in the near 
future. 

a) Capacitance-based fingerprint sensor  

Essentially consists of an array of electrodes. 
The fingerprint skin acts as the other electrode, forming 
a miniature capacitor. The capacitance due to the ridges 
is higher than those formed by valleys. This differential 
capacitance is the basis of operation of a capacitance-
based solid state sensor. 

b) Feature Extraction:  

A feature extractor finds the ridge endings and 
ridge bifurcations from the input the overall flowchart of 
a typical process is depicted in Figure 3. It mainly 
consists of three components.  

1. Orientation field estimation,  

2. Ridge extraction, and  

3. Minutiae extraction and post processing.  

c) Classification Algorithm  

The fingerprint classifications start with the 
orientation of input image followed by the Ridge 
Extraction. This image is used for Minutia Point 
extraction to train neural network by thinning 
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Figure 1.4 : Fingerprint Identification 

i. Image Acquisition 

In any vision system the first stage is the image 
acquisition stage which is hardware dependent. A 
number of methods are used to acquire fingerprints. 
Among them, the inked impression method remains the 
most popular one. Inkless fingerprint scanners are also 
present eliminating the intermediate digitization process. 
In this process we generally use minutiae extraction 
algorithm achieved by Binarization method.  

ii. Edge Detection 

An edge is the boundary between two regions 
with relatively distinct gray level properties. The set of 
pixels obtained from the edge detection algorithm 
seldom characterizes a boundary completely because 
of noise, breaks in the boundary and other effects that 
introduce spurious intensity discontinuities. Thus, edge 
detection algorithms typically are followed by linking and 
other boundary detection procedures designed to 
assemble edge pixels into meaningful boundaries. 

a. Histogram equalization  

Histogram equalization is a technique for 
adjusting image intensities to enhance contrast. Let f be 
a given image represented as a mr by mc matrix of 
integer pixel intensities ranging from 0 to L − 1. L is the 
number of possible intensity values, often 256. Let p 
denote the normalized histogram of f with a bin for each 
possible intensity. So 

pixelsofnumbertotal
nenstywithpixelsofnumberPn ___

_int____
=  

   n=0,1,........L-1 

The histogram equalized image g will be defined by 

( ) 









−= ∑

=

jif

n
nji pLfloorg

,

0
, 1  

Where floor () rounds down to the nearest 
integer. This is equivalent to transforming the pixel 
intensities, k, of f by the function 
  

( ) ( ) 







−= ∑

=

k

n
nPLfloorkT

0
1  

b. Image Segmentation 

There are two regions that describe any 
fingerprint image; namely the foreground region and the 
background region. The foreground regions are the 
regions containing the ridges and valleys. As shown in 
Fig. 4, the ridges are the raised and dark regions of a 
fingerprint image while the valleys are the low and white 
regions between the ridges. The foreground regions 

( ) ( )( )
2

1 1
2 ,1)( ∑∑

− =

−=
W

i

W

j
kMjiI

W
kV  

( ) ( )∑∑
= =

=
W

a

W

b
baJ

W
kM

1 1
2 ,1  

The background region possess very low grey-
level variance value while the for ground region possess 
very high grey-level variance values. A block processing 
approach is adopted in this research for obtained the 
grey-level variance values .the approach in this research 
for obtaining the grey-level variance values. The 
approach firstly divides the imaged into block of size 
W*W and the varianceV(k) for each of the pixel in block 
K in obtained for I(i,j) and J(a,b) are the grey-level value 
for pixel i,jabd (a,b) respect in block k. 

c. Binarization 

The image obtained for the Gabor filters stage 
is binarised and thinned to make it more suitable for 
feature extraction. the method of image binarization sets 
the threshold (T) for making each cluster in the image as 
tight as possible, thereby minimizing their overlap to 
determine the actuial value of T. 

The following operations are performed on set 
of presume treshold values: 

1. The pixel is separated into two clusters 
according to the threshold. 

2. The mean of each cluster are determined. 

3. The difference of the means is squared. 

4. The product of the number of pixels in one 
cluster and the number in the other is 
determined. The success of these operations 
depends on the difference between the means 
of the clusters. The optimal threshold is the one 
that minimizes the within-class variance. the 
within-class variance of each of the cluster is 
then calculated as the weighted sum of the 
variance for 

( ) ( ) ( ) ( ) ( )TTnTTnT BBwithin
2
00

22 σσσ +=  

( ) ∑ −

=
=

1

0
)(T

iB ipTn  

Image Acquisition 

Edge Detection 

Thinning 

Feature Extraction 
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( ) ( )∑
−

=

=
1

0

N

Ti
ipTn  

( )TB
2σ  = the Variance of the pixel in the background 

(below) threshold 

( )To
2σ  = the variance of the pixels in the foreground 

(above) threshold.  

p(i) is the pixel value at location I, N is the intensity level 
and [0,N-1] is the range of intensity levels, the between 
class variance ,which is the difference between the 
within class variance and the total variance of the 
combine distribution is then denoted from 

( ) ( )TT withinbetween
222 σσσ −=  

( )[ ] ( )[ ]BTnATnB 0+=  

( )( )2µµ −= TA B ( )( )2
0 µµ −= TB  

where 2σ  is the combined variance, ( )Tgµ   is 

the combine means for cluster T in the background 
threshold , ( )T0µ  is the combine mean for cluster T in 

the foreground threshold and µ   is the combined mean 
for the two threshold. The between class variance is 
simply the weighted valence of the cluster means 
themselves around the overall mean. Substituting 

( ) ( ) ( ) ( ) ( )[ ]200
2 TTTnTnT BB µµσµ −==  in  

( )[ ] ( )[ ]BTnATnB 0+  

( ) ( ) ( ) ( ) ( )[ ]2.00
2 TTTnTnT BBbetween µµσ −=  

 

( ) ( ) pTnTn BB +=+1  

( ) ( ) pTnTn −=+ 00 1  

( ) ( ) ( )
( )1

1 0

+
+

=+
Tn

pTnT
T

B

T
B

B
µ

µ  

( ) ( ) ( )
( )1

1
0

00
0 +

−
=+

Tn
pTnT

T
Tµ

µ  

iii.
  

Thinning
 

Thinning algorithms can be divided into two 
broad classes namely iterative and non-iterative. 
Although non-iterative algorithms can be faster than 
iterative algorithms they do not always produce accurate 

results. Like other morphological operators, the behavior 
of the thinning operation is determined by a structuring 
element. The binary structuring elements used for 
thinning are of the extended type described under the 
hit-and-miss transform (i.e. they can contain both ones 
and zeros). The thinning operation is related to the hit-
and-miss transform and can be expressed quite simply 
in terms of it. The thinning of an image I by a structuring 
element J is: 

( ) ( )JImissandhitIJIthin ,, −−−=  

Where the subtraction is a logical subtraction defined by  

NOTXYX ∩=−  Y 

iv. Feature Extraction 

Extraction of appropriate features is one of the 
most important tasks for a recognition system. We are 
using back propagation algorithm to do this feature 
extraction. Feature Extraction can be performed by 
following techniques. 

1. Gauss Network Method. 

2. Gradient Method. 

3. Numerical Method. 

4. Directive Adaptive methods. 

Feature extraction is concerned with the 
quantification of texture characteristics in terms of a 
collection of descriptors or quantitative feature 

measurements often referred to as a feature vector. It is 
desirable to obtain representations for fingerprints which 
are scale, translation, and rotation invariant. Scale 
invariance is not a significant problem since most 
fingerprint images could be scaled as per the dpi 
specification of the sensors. The present implementation 
of feature extraction assumes that the fingerprints are 
vertically oriented. In reality, the fingerprints in our 
database are not exactly vertically oriented; the 
fingerprints may be oriented up to away from the 
assumed vertical orientation. This image rotation is 
partially handled by a cyclic rotation of the feature 
values in the Finger Code in the matching stage. The 
feature data can be extracted from thinned fingerprint 
image, which generally includes the type (endpoint or 
bifurcation), absolute coordinates and direction of the 
feature point. Using the template shown in Figure 1, and 
the value of Cn and Sn are calculated (Cn is the cross 
number and Sn is the sum of 8 neighborhood pixels): 

If 1=nC  and 1=nS  Point P is an endpoint. If 

2=nC  and 4__3,2 orSn =  it is continuous. If 

3=nC and 3=nS  it is a bifurcation. Once type of 

feature points is determined, the relate parameters can 
be calculated. The attribute of endpoint included 
abscissa, ordinate and ridge angle .Bifurcation attribute 
includes abscissa ordinate, angle between the three 
branches and ridges angle.  
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using the following sample recurrence relations, the 
between the classes variance is successfully updated 
by manipulating each threshold using the constant P 
value as follows: 



||
2
1 8

1
1 i

i
in PPC ∑

=
−= ∑

=

=
8

1i
in PS  

Estimate the block direction for each block of 
the fingerprint image with WxW in size (W is 16 pixels by 
default). The algorithm is: 

1. Calculate the gradient values along x-direction (gx) 
and y-direction (gy) for each pixel of the block. Two 
Sobel filters are used to fulfill the task. 

2. For each block, use following formula to get the 
Least Square approximation of the block direction. 
After finished with the estimation of each block 
direction, those blocks without significant 
information on ridges and furrows are discarded 
based on the following formulas: 

80(gx2+gy2) 

3. For each block, if its certainty level E is below a 
threshold, then the block is regarded as a 
background block  

tg2ß = 2 ∑∑(gx*gy)/∑∑(gx2-gy2) for all the pixels in 
each block. The formula is easy to understand by 
regarding gradient values along x-direction and y-
direction as cosine value and sine value. So the tangent 
valueof the block direction is estimated nearly the same 
as the way illustrated by the following formula. 

tg2θ= 2sinθcosθ/(cos2θ -sin2θ ) 

v.
 

Classification
 

RBF Neural Network classifier has an ability to 
learn from their experience is the key element in the 
problem solving strategy of a pattern recognition task. A 
neural networks system can be seen as an information 
processing system composed of a large number of 
interconnected processing elements. Each processing 
element also called node, neuron calculates its activity 
locally on the basis of the activities of the cells to which 
it is connected. The strengths of its connections are 
changed according to some transfer function that 
explicitly determines the cell’s output, given its input. 
The learning algorithm determines the performance of 
the neural networks system. It should be noted that this 
network configuration is designed to accept the weight 
values that are obtained by projecting a test images into 
image-space.

 

a.
 

Parameter Estimation of RBF Neural Networks
 

Two important parameters are associated with 
each RBF unit, the

 
center Ci

 
and the width σi

 

b.
 
Center estimation

 

Each center should well represent each 
subclass because the classification is actually based on 
the distances between the input samples and the 
centers of each subclass. In our experiment, the mean 
value of the

 
training samples in every subclass is 

chosen as the RBF center as follows
 

∑
=

=
1

1

1 n

j

i
jii P

n
C  

Where i
jP   is the j th sample in the i th subclass 

and ni is the number of training samples in the i th 

subclass.  

c. Width estimation 

The width of an RBF unit describes the 
properties of a subclass because the widt of a Gaussian 
function represents the standard deviation of the 
function controlling the amount of overlap of Gaussian 
function. Our goal is to select the width that minimizes 
the overlaps between different classes so as to preserve 
local properties as well as maximize the generalization 
ability of the network. In our experiment, the following 
method for width estimation is applied 

( ) ( ){ },, ijdmedid med =   i,j=1,2,.............u, 

ji ≠  k,  l=1,2,.......s,  lk ≠  

( ) k
i

l
j CCjid −=,  

Where k Ci is the center of the i th cluster 
belonging to the k th class and dmed (i) is the median 
distance from the i th cluster to the centers belonging to 
other classes. The width σi of the i th cluster is estimated 
as follows 

( )
η

σ
ln

idmed
i =  

Where η is a factor that controls the overlap of 
this cluster with other clusters belonging to different 
classes. By selecting the proper factor η, a suitable 
overlaps between different classes can be guaranteed. 

( )( )∑∑
= =

−=
n

i j
i

jj
i PytE

1 1

2

2
1 µ

 

where j
it  is the target value for output unit j 

when the ith training sample Pi is fed to the network, 

( ) ( )∑ =
=

s

k kj
j RkjwPy

1
, Rk is the k th output of the 

RBF unit, s is the number of RBF units generated 
according to the clustering algorithm and n is the total 
number of training samples. The linear least square [11] 
can solve this problem. Let α and β be the number of 

input and output neurons respectively, R ∈ Rs×n the 

RBF unit matrix, and G = (G1, G2, …, Gn)T ∈ Rs×n the 
target matrix consisting of “1’s” and “0’s” with exactly 
one per column that identifies the processing unit to 
which a given exemplar belongs. To find an optimal 
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weight matrix W* ∈ Rs×n, the Eq. (6) is minimized as 
follows. 

( )TGRW +=*  

Where +R is the pseudo inverse of R and is given by 

( ) TT RRRR 1−+ =  

IV. Functional System 
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Illumination Condition Effect on Object Tracking: 
A Review 

  

Abstract- Illumination is an important concept in computer 
science application. A good tracker should perform well in a 
large number of videos involving illumination changes, 
occlusion, clutter, camera motion, low contrast, specularities 
and at least six more aspects. By using the review approach, 
our tracker is able to adapt to irregular illumination variations 
and abrupt changes of brightness. In static environment 
segmentation of object is not complex. In dynamic 
environment due to dynamic environmental conditions such as 
waving tree branches, shadows and  illumination changes in 
the wind object segmentation is a difficult and major problem 
that needs to be handled well for a robust surveillance system. 
In this paper, we survey various tracking algorithms under 
changing lighting condition.  
Keywords: object detection, object tracking, point 
tracking, kernel tracking, and silhouette tracking. 

I. Introduction 

ariation in the visualation of an object mostly 
arises due to changes in illumination and pose [2]. 
However, existing approaches has limitations on 

illumination conditions and objects [1][3], or are 
computationally intense due to iterative optimization 
procedures used for obtaining the solution [4]. Moving 
Object detecting and tracking are very important in any 
vision based surveillance system. There are Various 
approaches to object detection have been proposed for 
surveillance, including feature-based object detection, 
template-based object detection and background 
subtraction[6] or inter-frame difference-based detection 
.Most algorithms for object detection and tracking are 
designed for daytime visual surveillance[5]. 

Every object tracking method should have an 
object detection mechanism either in each frame or 
when the object first time appears in the video. A most 
of approach for object detection is to use information in 
a single frame. However, some of object detection 
methods make use of the temporal information 
computed from a of frames sequence to reduce the 
false detections in video frames. This temporal 
information is usually in the form of frame differencing, 
which shows information in form of changing regions in 
consecutive frames. [7] Tracking involves registering the  
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Author σ: Associate Professor, Electronics & Communication 
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movements of the segmented object from initial frame to 
the last frame in a video. 

The goal of this paper is estimation for 
improved object tracking and recognition. 

 

Figure 1 :  Object tracking classification [8] 

Object tracking algorithm can be categorized 
into three steps shown in Fig.1 [8]. These are point 
tracking, kernel tracking and silhouette tracking [8]. In 
point tracking, detected object in consecutive frames 
are represented by a set of points and kalman filter is 
widely used in the point based feature tracking [9]. Point 
tracking is complicated in the presence of occlusion, 
entries and exists of an object. Kernel tracking is 
associate with the object shape and appearance. These 
algorithms differ from the others based on the method 
used to estimate the object motion and the numbers of 
the objects tracked [8]. Kernel based object tracking is 
usually represented with rectangular or elliptical shape 
of kernel. Silhouette tracking methods provide an 
accurate shape of the objects [9], where object 
boundary shows sharp changes in image intensities. 
Advantages of the silhouettes are their flexibility to 
recognize and handle a variety of object shapes. 

The object tracking also defined as a serial 
process of object representation, feature selection, 
object detection and object tracking. [43] [8] The object 
can be defined as a set of points or single point. Object 
is represented as primitive geometric shapes like circle, 
ellipse, rectangle , object contour, object silhouette, 
skeletal model, articulated shape models, etc. The 
combined defined with the appearance representations 
for tracking purpose. Most of appearance 
representations are probability densities of object 
appearance, active appearance model, multiview 
appearance model  and templates. In feature selection 
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is another most important steps in object tracking. 
Some of the commonly used features are edges, 
gradient, texture, color, optical flow etc. Every object 
tracking method requires an object detection 
mechanism in every frame. Some commonly used 
object detection methods are: point detectors, 
segmentation, background subtraction etc. After object 
detection the tracker’s task is to detect and generate the 
object trajectory over time by locating object position in 
each frame of the video. 

Object tracking can be complex due to the loss 
of information, complex object motion/shapes, noise in 
the image, illumination changes into scene and partial 
occulation object. Kernel tracking is associate with the 
object shape and appearance. These algorithms differ 
from the others based on the algorithm used to estimate 
the object motion and the numbers of the objects 
tracked [8]. Kernel based object tracking is usually 
represented with rectangular or elliptical shape of kernel. 
Silhouette tracking methods provide an accurate shape 
of the objects [9], where object boundary shows sharp 
changes in image intensities. Advantages of the 
silhouettes are their flexibility to handle a variety of 
object shapes. Object tracking can be complex due to 
the loss of information, complex object motion/shapes, 
noise in the image, illumination changes into scene and 
partial and full occlusion into scene [8]. Illumination is an 
important concept in visual arts. Illumination problem is 
defined as the degree of visibility of the object or 
change in appearance of the object with different 
lighting condition [10]. The placement of the light 
sources can make a difference in the type of any object 
that is being presented. Multiple light source can 
produces the illumination effect. Another major 
challenge is the occlusion effect. It is also defined as 
hidden (occluded) object. In dynamic scenes, the 
moving objects exhibit many spatial configurations 
relative to other objects. A relative depth ordering on the 
objects and the scene background structures is 
imposed along the lines of sight when observed from a 
view point. Such a depth ordering leads to the partial or 
complete viewing obstruction of some of the object of 
interest by others and the phenomenon is also known as 
occlusion [11].  

II.  Relate Work 
Illumination effect on object tracking has been 

the major challenge till date and various researchers 
have proposed the effective algorithms for the same.  

There are several techniques that attempt to 
pre-compensate for illumination variations between 
frames caused by changes in the strength or position of 
light sources in the scene. Some of the earliest attempts 
to deal with illumination changes used intensity 
normalization [32-34], Most of the algorithms handle 
luminance intensity, which is one scalar value per each 
pixel [35-41].

 
Few reviews exist for surveying the performance 

of application independent trackers. The work of 2006 of  
Yilmaz et al. [8] still provides a good frame of reference 
for reviewing the literature, describing methodologies on 
tracking, features and data association for general 
purposes.

 
Fuat corun and A. Enis Cetin have proposed 

method  using 2D-Cepstrum characteristics method for 
object tracking under

 

illumination variations of the target. 
They also explain object tracking algorithm bsed on the 
co-difference and covariance matrix based [12].The 
covariance of feature vectors describing the target is 
called covariance matrix [13]. Co-difference tracking 
method describes the co-

 

difference matrix to model the 
moving objects or target. In these two methods, the aim 
is to assign this region as the moving target and find the 
region in a given Image frame having the minimum 
distance from the target matrix at that frame. The first 
stage of these algorithms is to find the feature images 
and vectors and then co-variance matrix and co-
difference matrix is finding out by using the feature 
vectors. After first stage, to estimate the distance matrix 
and target location of the object. This operation is 
repeated for each frame. Then this algorithm is analyzed 
by using 2DCepstrum [14] analysis. 2D-Cepstrum is an 
amplitude invariant feature extraction method. So, 
cepstrum domain coefficient of a region remains 
unchanged under the light intensity variations. This 
property of cestrum provides robustness to illumination 
variation at the target region. 

 
Co-difference method is applied to video.it is 

applied to video sequence in which the intensity of the 
target region varies and experimentally this method 
provides better result than the ordinary covariance 
tracking method. 

 
Ashwani Kumar et al., have proposed method 

to improvement in colour based a moving object 
tracking for corporate world and employed. The 
parameter of object consideration are object position, 
speed, size, object size scale and the appearance effect 
of the object. The target parameter update based on 
condition to the perfect tracking of an object [15]. This 
method is used for non-rigid deformation of targets, 
partial occlusion and cluttered background. 
Disadvantage of this method is that it does not consider 
colour histogram in target regions.

 
Zhou Dan et al., have proposed method based 

on surf for higher tolerance of illumination changes, 
which help in outdoor object tracking [16].this method is 
robust for difficult and complex environments. 
Disadvantage of it increases the complexity of the 
algorithm and reduce efficiency of tracking.

 
Kai Du et al., have improved algorithm based 

on SIFT feature matching and MeanShift method for 
used in object initialization in tracking, which uses 
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weight coefficient of Bhattacharyya coefficient in each 
video sequence block.



 

 

 
Rama Chellappa et al. have proposed a method 

for object detection and tracking using multiple smart 
cameras [18]. They use the method of background 
modelling (background Subtraction) for moving object 
detection and tracking. In this study, a test image can 
be subtracted from the template and pixel with large 
difference can be marked as moving objects. Gaussian

 
distribution functions are used to remove the global 
changes into the scene such as illumination or camera 
jitter. Also, the mixer of Gaussian (MOG) model handles 
periodic background disturbance and can be used to 
keep the tack of global changes in the scene. This will 
reduce the effects of illumination into the Scene. Multiple 
smart cameras are arranged in the proper direction and 
the numbers of cameras are connected in the 
distributed network. In detection and tracking, ground 
place can be used as a strong constraint for designing 
efficient and robust estimators for moving objects. 

 
The algorithms are optimized for sensor 

networks that contain a small number of cameras. The 
geometric constraints induced by the imaging devices 
to derive distributed algorithms for target detection, 
tracking and recognition which are efficiently used. 

 
Object detection and tracking under changing 

lighting (illumination) conditions studied by Wagas 
Hassan et al. [19] is based on orientation of the edge. 
Tracking based on the energy or magnitude of the 
edges can also suffer from changes in illumination. A 
change in illumination can causes the magnitude of an 
edge to change which can result in false tracking 
outputs. In this paper, author has considered adaptive 
edge orientation based technique. Adaptive edge 
orientation method considers the orientation of the edge 
rather than the intensity and there is no dependency on 
colour features. Such method will gives the better results 
where lighting is not consistent. 

 
Under lighting Conditions, edges are more 

stable than both edge magnitude and colour. This 
algorithm is also applied to the highly variable lighting 
video sequence and provides the better results. 

 
Francois Bardet et al., have proposed a method 

for illumination invariance where multi-objects are jointly 
tracked through a Markov chain Monte-carlo Particle 
Filter (MCMC PF) [20]. To allow the object to enter or 
leave the scene khan et al. [21] extended their Markov 
chain Monte-Carlo particle Filter (MCMC PF) method to 
track the

 

variable number of objects. This extended 
method is reversible Jump Markov Chain Monte-carlo 
(RJ MCMC) [25] sampler. Reversible Jump Markov 
chain Monte-Carlo Particle Filter has become a popular 
algorithm for real-time tracking. RJMCMCPF samplers 
allow the object classification as well as detect the 
object shapes. An experiment has been performed by 
the authors on pedestrian tracking and highway vehicle 
tracking. In pedestrian tracking, more than ten objects 
are tracked under variable sunlight condition. Also, 

highway vehicles are tracked and classify 
simultaneously with time evolving sunlight. 

 RJ MCMC PF sampler algorithm overcomes the 
problem of Isard et al. [24]. They have proposed a 
method using SIRPF (Sequential Importance 
Resampling Particle Filter) and a Monocular multi-Object 
Tracker (MOT) which has the limitation of tracking the 
maximum three objects.

 Online tracking methods under the various 
outdoor lighting variations with moving cameras are 
studied by Yanli Liu and Xavier Granier [22]. To design

 the algorithm, they have assumed a strong correlation in 
lighting over large spatial and temporal extents. With 
such an assumption, they combine the information of 
previous frame with the current frame for estimating the 
relative variations of sunlight and skylight. Sunlight and 
skylight are estimated via a sparse set of planar feature-
points extracted from each frame. The most of algorithm 
achieves nearly real-time processing with an un-
optimized Matlab implementation.

 This approach does not require any prior 
knowledge of 3D scene and works with moving view 
point. Also algorithm provides a user with an augmented 
reality experience with its general purpose camera. 
Without knowledge of lighting direction, algorithm 
cannot deal with indoor scenes. 

 Moving object tracking approach defined by 
Oksam Chae et al. [45] is based on the parametric edge 
of the object. Image information lies on the edge of 
different objects. Edge information is less sensitive to 
noise and is more consistent than the pixel values in the 
video sequence. Also edge-based methods show more 
robustness as compared to pixel intensity based 
methods and less sensitive to illumination variation than 
intensity features. Object boundary shows sharp 
changes in image

 
intensities. Segment based edge 

pixels representation is fast compare to all the pixels in 
the image. This representation helps to incorporate a 
fast, efficient and flexible edge tracking algorithm. 

 Tianzhu Zhang et al. have proposed a robust 
visual tracking algorithm using multi-task sparse 
learning [26]. This algorithm handles the particles (target 
Candidates) [27] independently. First stage of this 
algorithm given by the authors is to define or formulate 
the object tracking in particle filter framework

 
as a multi-

task tracking. They have also uses the particle filter to 
track the target object. Then the particles are randomly 
sampled according to Gaussian distribution. These 
particles are represented as a linear combination of 
updated dictionary template. As particles are  densely 
sampled around the target stage, their representation 
will be sparse. This is more robust representation for 
particles. This convex optimization problem can be 
solving using accelerated proximal gradient method. 
This algorithm improves the tracking performance and 
overall computational complexity. 
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III. Evaluation Parameter 

Basic types of evaluation parameter used in 
object tracking for algorithm [7][8][42][43]: 

1. Deviation: the track’s location deviated from the 
ground truth. 

2. True positive: tracker identifies a target which is a 
target. 

3. False positive: tracker identifies a target which is not 
a target 

4. True negative: tracker not misses to identify and 
locate the target. 

5. False negative: tracker misses to identify and locate 
the target. 

IV. Conclusions 

In this paper, we present a literature survey of 
object tracking approaches and also give a brief review 
of related topics. We devides the basic approach in 
three categories such as point tracking, kernel tracking 
and silhouette tracking. Moreover, we describe the 
degree of applicability and qualitative comparison of the 
tracking algorithms. 

After the literature survey, we came to the 
conclusion that in order to track object under 
illumination condition, the features extracted from 
frames must be invariant to illumination. We expect that 
this survey on moving object tracking in video with rich 
theoretical details of the tracking methods along with 
bibliography contents will give valuable contribution to 
research works on object tracking and encourage new 
research. 
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Abstract- In this paper the suitability of Dual Tree Complex Wavelet Transform for pose invariant Face 
Recognition is studied and a feature extraction frame work is proposed. This proposed framework will 
aid in design of Face Recognition system to address the challenging issue like Pose Variation. In 
contrast to the discrete wavelet Transform (DWT) the design of Dual Tree Complex Wavelet 
Transform is rugged to shift Invariance and poses good directional properties. These features of DT-
CWT motivated to study their suitability for Face Feature Extraction, as the features of face are 
oriented in different directions. In this proposed frame work the Image is decomposed using DT-CWT 
and the features are extracted from low frequency band using Kernel Principal Component analysis 
(KPCA). To show the performance, the proposed method is tested on ORL Database. Satisfactory 
results are obtained using proposed method compared to existing state of art. 
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In this paper the suitability of Dual Tree Complex 
Wavelet Transform for pose invariant Face Recognition is 
studied and a feature extraction frame work is proposed. This 
proposed framework will aid in design of Face Recognition 
system to address the challenging issue like Pose Variation. In 
contrast to the discrete wavelet Transform (DWT) the design of 
Dual Tree Complex Wavelet Transform is rugged to shift 
Invariance and poses good directional properties. These 
features of DT-CWT motivated to study their suitability for Face 
Feature Extraction, as the features of face are oriented in 
different directions. In this proposed frame work the Image is 
decomposed using DT-CWT and the features are extracted 
from low frequency band using Kernel Principal Component 
analysis (KPCA). To show the performance, the proposed 
method is tested on ORL Database. Satisfactory results are 
obtained using proposed method compared to existing state 
of art.   
Keywords: dual tree complex wavelet transform, KPCA, 
and euclidian classifier. 

I. Introduction 

iometrics comprises methods for unambiguously 
recognizing individuals based upon physical and 
behavioral attributes. Face recognition is one of 

the biometric systems that takes image or video of a 
person and compares it with images in database to 
grant access to secure areas. Many researchers 
showed that the features extracted from face images aid 
in designing robust security/authentication systems. 
Successful face recognition system [1] is proposed 
utilizing Eigen face approach. This method is 
conventional, considers frontal and clear faces for 
implementing the system, but in real time faces may not 
be frontal and device intrinsic capture (illumination 
variation) properties pose difficulties in the process of 
detection. Thus in security and other computer vision 
applications, pose and variation in illuminations plays a 
critical role. 
Conventional Face feature extraction suffers mainly from  

a. Pose  and expression variation , 
b. Resolution variation  and 
c. Illumination  problems 

In this paper pose problem is addressed using 
Complex Wavelets [9-10][13] and KPCA to extract Multi 
scale features towards secure Face Recognition system. 
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To aid the process of recognition, nearest neighborhood 
classifier [16] is used; this method finds an image to the 
class whose features are closest to it with respect to the 
Euclidean norm. 

This work uses Dual tree Complex wavelet [15] 
transform mainly to reduce the computation complexity. 
In the ORL face database [7] all the images are of size 
112 X92, we worked on approximation details of first 
level decomposition using DT-CWT. The size in first level 
decomposition reduces to 56 X46.  

 
Figure 1 : Different poses of a subject from ORL face 

database 
In this paper we used Kernel Principal 

Component Analysis (KPCA) as feature extraction 
method [1, 2, 3]. For comparing results Eigenface 
approach is used for low dimensional representation of 
faces by applying Principal Component Analysis (PCA). 
The system functions by projecting face images onto a 
feature space that spans the significant variations 
among known face images. The significant features are 
known as “eigenfaces” because they are eigenvectors 
(principal components) [1]. 

The performance of the proposed algorithm is 
verified on available databases on the internet, such as 
ORL face database [7]. ORL face database consists of 
400 images of 40 individuals; each subject has 10 
images in different poses. 

This paper is organized into six sections in 
section II we discussed Dual Tree Complex Wavelet 
Transform, in section III Feature Extraction and classifier, 
in section IV proposed face recognition system, in 
section V, experimental results & discussions, and 
conclusion in the last section. 
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II. Dual Tree Compex Wavelet 
Transform

The defects in DWT can be eliminated by using 
an expansive wavelet transform in place of a critically-

Abstract- 
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sampled one.

 

(An expansive transform is one that 
converts an N-point signal into M coefficients with M > 
N).DT-CWT provides N multi scales, can be 
implemented using separable efficient Filter Banks.

 

 

Figure

 

2

 

:

 

Dual Tree Complex Wavelet Transform 
working principle for 1D signal

 

Here two sets of Filter banks are used, consists 
of low pass and high pass filters. Down sample the input 
signal by 2 through a filter of H (Z) transfer function and 
again through G (z) filter. The filters should be Hilbert 
transform pairs

 

                                  h( ) { ( )}g t ty y= H

 

                   (1)

 

The filters in the upper and lower DWTs should 
not be the same, the filters used in the first stage of the 
dual-tree complex DWT [4] should be different from the 
filters used in the remaining stages. The sub band 
signals of the upper DWT can be interpreted

 

as the real 
part of a complex wavelet transform, and sub band 
signals of the lower DWT can be interpreted as the 
imaginary part. Equivalently, for specially designed sets 
of filters, the wavelet associated with the upper DWT can 
be an approximate Hilbert transform of the wavelet 
associated with the lower DWT. Then designed, the 
dual-tree complex DWT is nearly shift-invariant and 
strong directional in contrast with the critically-sampled 
DWT. The designed filter complex wavelet should be 
analytic and it is 

    

                             ( ) : ( ) ( )c h gt t j tψ ψ ψ= +                   (2)

 

The wavelet coefficients w are stored as a cell 
array. For j = 1..J, k = 1..2, d = 1..3, w{j}{k}{d} are the 
wavelet coefficients produced at scale j with an 
orientation d. The

 

dual-tree complex DWT outperforms 
well compared to the critically-sampled DWT for 
applications like image de-noising and enhancement. 

 

DT-CWT for image provides six (d=1…..6) directional 
high frequency sub bands and two (d=1, 2) low 
frequency sub bands as

 

shown in fig 5. 

 

The 2-D wavelet is defined as 

 

  

( )( , ) ( )x y x yy y y=                    (3)

 

 
  

                       ( )( ) ( )r ix x j yy y y= +                       (4) 

similarly 

 

 

 

  rψ

 

is real and even and   is imaginary and odd.

 

The complex-wavelet coefficient is defined as

 

 

       

 

( , ) ( , ) ( , )c r id k l d k l jd k l= +                (6)

 

And its magnitude is

 
                   

2 2( , ) ( , ) ( , )c r id k l d k l d k l= +

 

         (7)

 

When  ( , )cd k l

 

>0

 

And phase is given as

 

  

                       ( , ) arctancd k l q=                  (8)

 

Where  
( , )
( , )

i

c

d k l
d k l

=θ   

 

 

Figure

 

3

 

:

 

Decomposition of DT-CWT for 2D image

 

Key features of DT-CWT are

 

1.

 

Better directionality

 

2.

 

Anti-

 

aliasing effect

 

3.

 

Good shift-invariant 

 

4.

 

Geometry of the image features retained from 
phase

 

5.

 

Better robustness  for smooth varying 

 

6.

 

Low computation compared with DWT, 3 times that 
of maximally decimated DWT.

 

III.

 

Feature Extraction

 

and

 

Classifier

 

a)

 

Principal Component Analysis

 

A 2-D facial image can be represented as 1-D 
vector by concatenating each row (or column) into a 
long thin vector. Let’s suppose we have M

 

vectors of 
size N

 

(= rows of image× columns of image) 

( ) ( ) ( ) ( ) ( ) ( )( , ) ( ) ( )r r i i r i i rx y x y x y j x y x yy y y y y y y y yé ù= - + +ë û
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representing a set of sampled images. pj’s represent the 
pixel values.

xi = [p1 : : : pN]T ; i = 1, . . . . , M
where ( )xy is complex analytic wavelet, given as    

Pose Invariant Face Recognition Using DT-CWT Partitioning and KPCA



 

 

 
 

 

The images are mean centered by subtracting 
the mean image from each image vector. Let m 
represent the mean image.

 

                                     
1

1 M

i
i

m x
M =

= ∑                                  

 

(9)

 
And let iw   be defined as mean centered image

 

i iw x m= −

 

Our goal is to find a set of ei’s

 

which have the 
largest possible projection onto each of the

 

wi’s. We 
wish to find a set of M orthonormal vectors ei for which 
the quantity

 

                               2

1

1 ( )
M

T
i i n

n
e w

M
λ

=

= ∑                             (10)

 
is maximized with the or

 

thonormality constraint

 

T
l k lke e δ=

 

It has been shown that the ei’s and ¸λi’s are given by the 
eigenvectors and eigen

 

values of the covariance matrix

 

                                       TC WW=                               (11)

 

where W

 

is a matrix composed of the column 
vectors wi

 

placed side by side. The eigenvectors 
corresponding to nonzero eigenvalues of the covariance 
matrix produce an orthonormal

 

basis for the subspace 
within which most image data can be represented with a 
small amount of error. The eigenvectors are sorted from 
high to low according to their corresponding 
eigenvalues. The eigenvector associated with the largest 
eigenvalue is one that reflects the greatest variance in 
the image. That is, the smallest eigenvalue is associated 
with the eigenvector that finds the least variance. They 
decrease in exponential fashion, meaning that the 
roughly 90% of the total variance is contained in the

 

first5% to 10% of the dimensions.

 

A facial image can be projected onto M’ (

 

 M) 
dimensions by computing Ω   = [v1, v2  ,  ,  ,  VM’ ]T

 

b)

 

Kernel Principle Component Analysis

 

Kernel Principal Component Analysis is another 
technique used for dimensionality reduction when the 
data lie on the non-linear manifold .In KPCA data X are 
first mapped into a high dimensional space F via non 
linear mapping Φ

 

[3]. Assuming that the mapped data 

are centered, i.e., i
1

( ) 0
M

i
x

=

Φ =∑ , where is M the number 

of input data (the centering method in F can be found in 
[10] and [13]). Kernel PCA diagonalizes the estimate of 
the covariance matrix of the mapped data i( )xΦ   

defined as,

 i i
1

1 ( ). ( )
M

i
F x x

M =

= Φ Φ∑
 

.

 

 

Polynomial, Exponential and Sigmoid functions are 
most widely used non linear functions. In this paper we 
considered only polynomial functions. If the new data 
set is ‘K’. PCA is now performed in this K.

 

COMPUTE EIGEN
VECTORS AND EIGEN
VALUES FOR GRAM

MATRIX

TRAINING IMAGE
DATABASE

FIND FEATURES USING
GRAM MATRIX AND ITS

EIGEN VECTORS Extract features from
 Principal eigen vectors

     Non linear transformation

Eigen decomposition
 of the Gram matrix

CO MPUTE GRAM
MATRIX USING

KERNEL FUNCTIO NS

NORMALIZED
GRAM MATRIX

NORMALIZE
GRAM MATRIX

Figure 4

 

:

 

Feature extraction using KPCA

 
Typical kernel functions are 

 
 

(a) The radial basis function (RBF), defined as 

 K(x, y)=

2

2
0

exp (4)
x y

P

 −
 
 
 

 
Where P0 is a user-defined parameter that 

specifies the rate of decay of k(x, y) toward zero, as y 
moves away from x and 

 
 

(b) The polynomial function, defined as

 K(x, y) = ( )P2T
1x y P (5)+
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Where P1and P2 are user defined parameters. 
The following Table.1 gives the effect of kernel 

Pose Invariant Face Recognition Using DT-CWT Partitioning and KPCA



 

 

parameters on recognition rate for given number of 
features. 

 
We used (1, 2) as kernel parameters P1, P2

 

for 
polynomial kernel function. In the paper [3] by Kwang

 

in 
Kim et.al they used (1, 4) as kernel parameters.  Any P2 
from 1 to 4 is considerable.

 c)

 

Classifier

 
In this work we have used nearest 

neighborhood classifier [16] to recognize the image. 
This classifier comes under minimum distance 
classifiers. It is also called as Euclidean classifier. In this 
method the minimum the distance from test feature 
vectors to

 

train feature vectors the correct the image is. 
If Xi, Yj represents test and train image features then 

 
 
   ( ) ( )T

i i i i i i i jX Y X Y X Y X Y− ≡ − − < −    

 

(12)

 *Where||. || represents Euclidean norm

 
Because of its simplicity, it finds an image to the 

class whose features

 

are closest to it with respect to the 
Euclidean norm.

 IV.

 

Proposed

 

Face

 

Recognition

 

System

 First aspect of this work is to use Dual Tree 
Complex Wavelet transform [9, 10, 13] where multiscale

 
analysis is possible. The decomposition level of the 
wavelet transform is decided by the imagery details 
which we need. In this work first level decomposition is 
satisfactory to preserve the details. The Second and 
important aspect of this work is to extract the features 
from the NEWLL   using KPCA.    

 
Image

KPCA
 Feature Extraction
  using KPCA

Multi Scale Decomposition
         Using DT-CWT

DT-CWT

1LL 2LL 2LH1LH 2HL1HL 2HH1HH

TAKE MAGNITUDE OF
COMPLEX APPROXIMATE
COEFFICIENTS(               )NEWLL

 Figure 5

 

:

 

DT-CWT Multiscale Feature Extraction     
(Proposed Algorithm)

 

The general procedure of the proposed 
technique is as follows. As a first step we divide 
database into testing and training database. Each 
database consists of 200 images of 40 subjects and 5 
different poses. As next step Approximation details of all 
train images in database including test image are 
calculated using DT-CWT. The approximation 
coefficients of first level decomposition are complex 
numbers. Then we formed new database NEWLL  with 
magnitudes of these complex numbers. 

Now the NEWLL is processed using KPCA to 
extract the features Fig.2 shows all the steps of the 
proposed algorithm and feature Extraction. 

Third aspect of this work which is the decision 
making step to find suitable image. After extracting 
features for all train images and test image, nearest 
neighborhood classifier is used to recognize the correct 
image from database. Face recognition system with 
proposed algorithm rugged to pose variation is shown in 
Fig.7. 

TEST IMAGE

PROPOSED
ALGORITHM

TRAIN IMAGE

RESULT

CLASSIFIER

PROPOSED
ALGORITHM

FACE DATABASE

 

Figure 6 : Block diagram of face recognition system 

V. Experimental Results & Discussions 

a) Database 

In this work experimentation is carried ORL face 
databases [7]. The ORL database consists of 400 
images of 40 individuals in different poses. Sample 
images from ORL database are shown in below figure.7, 
,Which shows 10 different poses of 5 subjects. 
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Figure 7 : ORL Face Database 

b) Experimental  Results 

For evaluating the performance of the proposed 
algorithm we have used ORL database. Recognition 
rate was calculated on this database and results are 
shown in Table 1. The Results are also plotted in figure 
7.It is observed from figure that as the number of 
features increasing the recognition rate is also 
increasing. 

 

Figure 8 : Recognition Rate vs. Features for ORL face 
database 

Table 1 :  Recognition Rate Calculation On ORL 
Database using DT-CWT and KPCA 

Recognition Rate Calculation by Using Various 
Kernel Parameters  

Features
 

Database
 

(1, 2)
 

(1, 5)
 

(1, 10)
 

(1 , 15)
 

1
 

ORL
 

14.5
 

12.5
 

12.5
 

13.5
 

3
 

ORL
 

69.5
 

67.5
 

56.0
 

49.0
 

5
 

ORL
 

85.0
 

81.5
 

68.5
 

64.0
 

10
 

ORL
 

91.0
 

89.0
 

85.0
 

76.5
 

20
 

ORL
 

91.5
 

90.5
 

88.5
 

82.5
 

50
 

ORL
 

93.5
 

93.0
 

89.5
 

84.5
 

100
 

ORL
 

93.5
 

92.5
 

90.5
 

86.5
 

VI. Conclussion 

In this paper we proposed a novel approach for 
face recognition for pose variant case by extracting the 
multi scale features  by using DT-CWT, KPCA, the 
algorithm follows top-down approach which process the 

image data in each level. In next step, the wavelet 
decomposition is applied to the entire database to 
reduce memory occupation. Here only the Low 
frequency information is used in the identification of the 
face and the mapping from input space of data to high 
dimensionality feature space is done by KPCA method 
along with nearest-neighbor distance classifier which 
can speed up the recognition process.  

Experimentation is carried on openly available 
challenging face database. The experimental results 
show that as the feature space increases, the 
performance increases but the same time computational 
cost of the algorithm increases. The recognition rate is 
improved on ORL database. We are working out to find 
best suitable classifier to enhance the performance 
again, which is our future work remains. 
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Abstract- An Image fusion is the development of amalgamating two or more image of common 
characteristic to form a single image which acquires all the essential features of original image. 
Nowadays lots of work is going to be done on the field of image fusion and also used in various 
application such as medical imaging and multi spectra sensor image fusing etc. For fusing the image 
various techniques has been proposed by different author such as wavelet transform, IHS and PCA 
based methods etc. In this paper literature of the image fusion with wavelet transform is discussed 
with its merits and demerits. 
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Vinay Sahu α & Dinesh Sahu σ 

 Abstract- An Image fusion is the development of 
amalgamating two or more image of common characteristic to 
form a single image which acquires all the essential features of 
original image. Nowadays lots of work is going to be done on 
the field of image fusion and also used in various application 
such as medical imaging and multi spectra sensor image 
fusing etc. For fusing the image various techniques has been 
proposed by different author such as wavelet transform, IHS 
and PCA based methods etc. In this paper literature of the 
image fusion with wavelet transform is discussed with its 
merits and demerits. 
Keywords: image fusion, medical image, PCA, wavelet 
transform. 

I. Introduction 

usion imaging is one of the most contemporary, 
precise and useful diagnostic techniques in 
medical imaging today. The new skill has made a 

clear difference in patient care by compressing the time 
between diagnosis and treatment. Image fusion is the 
progression by which two or more images are combined 
into a single image retaining the important features from 
each of the original images. Image fusion mingles 
absolutely registered images from numerous sources to 
fabricate a high quality fused image with spatial and 
spectral information [1]. So many image fusion methods 
have been developed from the past to now such as: the 
Brovey, the HIS, DCT, DWT, DT CWT and PCA methods 
etc. These methods functions under spatial domain & 
have proved to be flourishing in computer vision, 
robotics, satellite and medical image fusion 
applications. Now-a-days, Medical image fusion has 
become a new promising research field. For medical 
diagnosis, MRI (Magnetic resonance image) and CT 
(Computed tomography) images are very important. 
MRI image provides better information about soft tissue 
and CT image provides detail information about dense 
structure such as bones. These two images provide 
complementary information. The main purpose of 
medical image fusion is to obtain a high resolution 
image with as much details as possible for the sake of 
diagnosis. So if these two images of the same organ are 
fused then the fused image contains as much 
information as possible for diagnosis of that organ [2]. 
Researchers have made lot of work on the fusion of MRI 
 

 
 

 

&CT images using wavelet transform. Jean Morlet in 
1982 introduced the idea of the wavelet transform. Three 
types of wavelets used in the image fusion are 
Orthogonal, Bi-orthogonal and A-trous (Non-
orthogonal).The image fusion method based on wavelet 
transform has good spatial & spectral eminence but has 
limited directivity to deal with the images having curved 
shapes. The image fusion is classified into three level 
first pixel level second feature level and third decision 
level. 

a) Pixel Level Fusion 
It produces a fused image in which information 

content related with each pixel is concluded from a set 
of pixels in source images. Fusion at this level can be 
carry out either in spatial or in frequency domain. 
However, pixel level fusion may conduct to contrast 
reduction [4]. 

 Attribute Level Fusion 
Attribute level fusion requires the extraction of 

salient characteristics which are depending on their 
surroundings such as pixel intensities, edges or 
textures. These analogous attribute from the input 
images are fused. This fusion level can be used as a 
means of creating supplementary amalgamated 
attributes. The fused image can also be used for 
classification or detection [5]. 

c) Decision Level Fusion 
Decision level is a superior level of fusion. Input 

images are processed independently for information 
mining. The obtained information is then united applying 
decision rules to emphasize widespread interpretation 
[6]. 

The advantage of multi-sensor image fusion 
comprise [3]: 

i. Improved reliability – The fusion of different 
measurements can diminish noise and 
consequently develop the steadfastness of the 
measured quantity.  

ii. Robust system performance – Redundancy in 
various measurements can help in systems 
stoutness. In case one or more sensors fail or the 
performance of a meticulous sensor deteriorates 
the system can depend on the other sensors.  

iii. Compact representation of information – Fusion 
leads to condensed representations. For 
example, in remote sensing, instead of storing 
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imagery from numerous spectral bands, it is 
moderately more proficient to store the fused 
information. 

iv. Extended range of operation – Multiple sensors 
that function under different operating conditions 
can be deployed to expand the effective range of 
operation. For example, different sensors can be 
used for day/night operation.  

v. Extended spatial and temporal coverage – Joint 
information from sensors that diverge in spatial 
resolution can increase the spatial coverage. The 
identical is true for the secular dimension.  

vi. Reduced uncertainty – Joint information from 
several sensors can diminish the vagueness 
associated with the sensing or decision process.  

The steps carries out for processing the image 
fusion is shown by figure 1. 
 
 
 
 
 
 
 

Figure 1 : Steps used to fuse the images 
In this paper study of different image 

techniques with their merits and demerits is discuss 
below. The remaining part of this work is arranged in this 
manner: section second give description of different 
technique to fuse two or more images. Section third 
presents the literature of previous work done and last 
section gives conclusion about the paper. 

II. Image Fusion Techniques 
Image fusion is one of the significant processes 

to acquire essential features from the common images 
and to extract these features so many techniques has 
been developed such as DCT, DWT, DT CWT, IHS and 
PCA based fusion etc. In this paper some of them is 
describing with their merits and demerits. 
a) Brovey Transform 

Brovey transform (BT) [7] also known as color 
regularized fusion is based on the chromaticity 
transform and the perception of intensity modulation. 
This method is an unsophisticated to amalgamate data 
from different sensors which can safeguard the 
comparative spectral contributions of each pixel but 
reinstate its complete brightness with the high spatial 
resolution image. As applied to three MS bands each of 
the three spectral components (as RGB components) is 
multiplied by the ratio of a high-resolution co-registered 
image to the intensity component I of the MS data.  
b) IHS based Fusion 

It is one of the mainly used popular methods by 
many researchers for blending Panchromatic and 

Multispectral images. In IHS fusion method the IHS 
(Intensity, Hue and Saturation) space are converted 
from the Red, Green and Blue (RGB) space of the 
Multispectral image. The intensity factor I is replaced by 
the PAN. Then the reverse transform is applied to get 
RGB image as an output [8].

 

 
Figure 2

 

: IHS fusion principle

 The standard fusion method of IHS technique is 
as follows:

 
i.

 

Read the PAN and MS images as inputs 

 
ii.

 

Resize the MS image based on the PAN size

 
iii.

 

Transform the RGB components to the IHS 
components 

 
iv.

 

Modify the PAN image with respect to the MS 
image by using histogram matching of PAN 
image with Intensity level of MS image 

 
v.

 

Intensity component replaced by the PAN 

 
vi.

 

Reverse transform will obtain high resolution MS 
image 

 
In IHS fusion, he the transformation of RGB to 

IHS will be based on the following formulas.
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where ν1 and ν2 are considered as x and y axes 
and I (Intensity) as the z axis. The H (Hue) and S 
(Saturation) can be represented as

           

 

𝐻𝐻 = tan−1 𝑣𝑣1
𝑣𝑣2

    and     𝑆𝑆 = √𝑣𝑣12 + 𝑣𝑣22           (2)

 The representation of RGB –

 

HIS conversion by

 𝐼𝐼 =
𝑅𝑅 + 𝐺𝐺 + 𝐵𝐵

3
 

                       𝐻𝐻 = �cos−1(𝑎𝑎)
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                           𝑆𝑆 = 1− 3min ⁡(𝑅𝑅,𝐺𝐺 ,𝐵𝐵)

𝑅𝑅+𝐺𝐺+𝐵𝐵
                              (4) 

The above two conversion systems are differed 
based on the saturation. The saturation value is same 
where the pixels are identical in (1) and (2) that build a 
saturation barrel in IHHS space. In the conversion 
system, (3) and (4), we can locate the identical 
saturation value of the pixels where the saturation is 
proportional to the intensity values. 

c) Principal Component Analysis (PCA) 
It is a mathematical tool from applied linear 

algebra. It is a simple parametric method for extracting 
relevant information from confusing data sets. PCA is a 
useful statistical technique that has found application in 
fields such as face recognition and image compression, 
and is a common technique for finding patterns in data 
of high dimensions The origin of PCA lie in multivariate 
data analysis, it has a wide range of other application 
PCA has been called, ‘one of the most important results 
from applied linear algebra and perhaps its most 
common use is as the first step in trying to analyses 
large sets. In general, PCA uses a vector space 
transform to reduce the dimensionality of large data 
sets. Using mathematical projection, the original data 
set, which may have involved many variables, can often 
be interpreted in just a few variables. 

 

Figure 3 : Image fusion development using PCA 

d) Select Maximum/Minimum Method 
A selection process if performed here wherein, 

for every corresponding pixels in the input images, the 
pixel with maximum/minimum intensity is selected, 
respectively, and is put in as the resultant pixel of the 
fused image. The wavelet-based image fusion methods 
can be performed in two ways replacement and 
selection method. Figure 4 gives the general flow 
diagram for Selection method [9]. 

 

Figure 4 : Fusion of image using selection method 

e) Discrete Wavelet Transform (DWT) 
The discrete wavelet transform [10] is a spatial-

frequency domain disintegration that presents a 
bendable multi-resolution analysis of an image. In 1-D, 
the mean of the wavelet transform is corresponding to 
the signal as a superposition of wavelets. If a isolated 
signal is correspond to by f(t) its wavelet decomposition 
is then 

                               𝑓𝑓(𝑡𝑡) = ∑ 𝐶𝐶𝑚𝑚 ,𝑛𝑛𝜑𝜑𝑚𝑚 ,𝑛𝑛(𝑡𝑡)𝑚𝑚 ,𝑛𝑛                        (5) 

where m and n are integers. This guarantees 
that the signal is decomposed into normalized wavelets 
at octave scales. For an recursive wavelet transform 
supplementary coefficients a m,n are mandatory at every 
scale. At each am, n and am-1,n illustrate the 
approximations of the function ‘f ’ at resolution 2m and 
at the coarser resolution 2m-1 correspondingly while the 
coefficients cm ,n illustrate the difference among one 
approximation and the other. In order to obtain the 
coefficients cm ,n and am, n at each scale and position, 
a scaling function is needed that is similarly defined to 
equation (6). The convolution of the scaling function with 
the signal is implemented at each scale through the 
iterative filtering of the signal with a low pass FIR filter 
hn. The approximation coefficients am,n at each scale 
can be obtained using the following recursive relation: 
                           𝑎𝑎𝑚𝑚 ,𝑛𝑛 = ∑ ℎ2𝑛𝑛−𝑘𝑘𝑎𝑎𝑚𝑚−1,𝑘𝑘𝑘𝑘                       (6) 
 
Where the top level a0,n is the sampled signal itself. In 
addition, by using a related high pass FIR filter gn the 
wavelet coefficients can be obtained by: 

                             𝑐𝑐𝑚𝑚 ,𝑛𝑛 = ∑ 𝑔𝑔2𝑛𝑛−𝑘𝑘𝑎𝑎𝑚𝑚−1,𝑘𝑘𝑘𝑘                      (7) 

To renovate the original signal the examination 
filters can be selected from a bi-orthogonal set which 
have a correlated set of synthesis filters. These 
synthesis filters h� and g� can be used to absolutely 
renovate the signal using the renovation formula: 

𝑎𝑎𝑚𝑚−1,𝑙𝑙(𝑓𝑓) = ∑ [ℎ�2𝑛𝑛−1𝑎𝑎𝑚𝑚 ,𝑛𝑛 (𝑓𝑓) + 𝑔𝑔�2𝑛𝑛−1𝐶𝐶𝑚𝑚 ,𝑛𝑛 (𝑓𝑓)]𝑛𝑛            (8) 

Equations (7) and (8) are implemented by 
filtering and subsequent down sampling. Conversely 
equation (6) is implemented by an initial up sampling 
and a subsequent filtering. A single stage wavelet 
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synthesis and analysis in one dimension is shown in 
figure(5). 

 

Figure 5 : 1-D wavelet analysis and synthesis filter 

 

Figure 6 : Wavelet decomposition at Level-3 

The fusion process of two images using the 
DWT is shown in. figure (7). The two images used were 
from a multi-focus set, i.e. two registered images of 
same scene each with a different camera focus. This 
figure demonstrates that the coefficients of each 
transform have considerably different magnitudes within 
the regions of diverse focus. A straightforward 
“maximum selection” was used to produce the 
combined coefficient map. This effectively retains the 
coefficients of “in focus” regions within the image. This 
inverse wavelet transform is then applied to the 
combined coefficient map to produce the fused image 
which in this case shown an image retaining the focus 
from the two input images. 
 

 

Figure 7 : Image fusion using DWT of two Katrina image 

f) Dual Tree Complex Wavelet Transform 

In this method, fusion is executed using the 
masks to remove information from the decomposed 
structure of DT-CWT [11]. Figure 8 demonstrates the 
complex transform of a signal using two split DWT 
decompositions: Tree a and Tree b. 

 

Figure 8 : DT-CWT Structure 

It can be observed that the DT-CWT structure, 
involves both real and complex coefficients. It is known 
that DT-CWT is relevant to visual sensitivity. Fusion 
procedure involves the formation of a fused pyramid 
using the DT-CWT coefficients which are obtained from 
the decomposed pyramids of the source images. The 
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fused image is obtained through conventional inverse 
dual tree complex wavelet transform or reconstruction 
process. This results show a significant reduction of 
distortion. 

Resulting fused image is obtained by 
performing inverse transform of combined coefficient 
map which shows the oriented nature of complex 
wavelet sub bands. That is each of the clock hands in 
different directions is taken correctly by the differently 
oriented sub bands. In the figure 9 shown the area of 
region of image more in focus has larger magnitude 
coefficient. i.e by comparing each and every pixel of 
both images the values of larger magnitude coefficient 
alone is taken. Maximum scheme is used to produce the 
combined coefficient map. It thus takes only the larger 
coefficient from images to produce the combined 
coefficient map. Resulting fused image is obtained by 
performing inverse transform of combined coefficient 
map which shows the oriented nature of complex 
wavelet sub bands. That is each of the clock hands in 
different directions is taken correctly by the differently 
oriented sub bands. Coefficient fusion rule is applied to 
magnitude of DT-CWT coefficients as they are complex. 
Experiment results show that this fusion method is 
remarkably better than the classical discrete wavelet 
transform. 

 

Figure 9 : DT-CWT based fusion 

DT-CWT is able to conserve subtle texture 
regions of brain in MRI images. Ringing effects are 
reduced and it can retain the edge details more clearly. 
DT-CWT is better than DWT because of its directional 
selectivity and shift variant nature. 

III. Related Work 

Kanisetty Venkata Swathi et al. [12] proposed a 
new approach of multimodal medical image fusion on 
Daubechies

 

wavelet transform coefficients. The fusion 

process starts with comparison of block wise standard 
deviation values of the coefficients. Here the standard 
deviation can be used to characterize the local 
variations within the block. The performance of 
proposed image fusion method is compared with 
existing algorithms and evaluated with mutual 
information between input and output images, entropy, 
standard deviation, fusion factor metrics.

 J. Srikanth et al.
 

[13] presented the wavelet 
transforms of the input images are properly pooled the 
new image is achieved by taking the inverse wavelet 
transform of the fused wavelet coefficients. The 
suggestion is to progress the image content by fusing 
images like computer tomography (CT) and magnetic 
resonance imaging (MRI)

 
images so as to recommend 

more information to the doctor and clinical treatment 
planning system. They demonstrate the application of 
wavelet transformation to multi-

 
modality medical image 

fusion. This work covers the selection of wavelet 
function, the use of wavelet based fusion algorithms on 
medical image fusion of CT and MRI, implementation of 
fusion rules and the fusion image quality evaluation. The 
fusion performance is estimated on the basis of the root 
mean square error.

 Ch.Bhanusree et al.
 

[14] analysed the 
characteristics of the Second Generation Wavelet 
Transform and put forward an image fusion algorithm 
high frequency coefficients according to different 
frequency domain after wavelet. In choosing the low-
frequency coefficients, the concept of local area 
variance was chosen to measuring criteria. In choosing 
the high frequency coefficients, the window property 
and local characteristics of pixels were analyzed. Finally, 
the proposed algorithm in this article was applied to 
experiments of multi-focus

 
image fusion and 

complementary image fusion. In this a hardware 
implementation of a real-time fusion system is 
proposed. The system is based on Xilinx Spartan 3 EDK 
FPGA and implements a configurable linear pixel level 
algorithm which is able to result in

 
color fused images 

using System C language.
 Kanaka Raju Penmetsa et al.

 
[15] proposed a 

DT-CWT method which is used in de-noising of colour 
images. CDWT is a form of DWT in which complex 
coefficients (real and imaginary parts) are generated by 
using a dual tree of wavelet transform. The experiments 
on a amount of customary colour images carried out to 
approximate performance of the proposed method. 
Outcome shows that the DT-CWT method is better than 
that of DWT method in terms of image visual eminence.

 Patil Gaurav Jaywantrao et al. [16] proposed the novel 
relevance of the shift invariant and directionally 
discerning Dual Tree complex Wavelet Transform (DT-
CWT) to image fusion is now introduced. The flourishing 
fusion of images acquired from assorted modalities or 
instruments is of great significance in many applications 
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such as medical imaging, infinitesimal imaging, remote 



 

 

sensing and robotics. With 2D and 3-D imaging and 
image indulgence becoming widely used; there is a 
growing need for novel 3-D image fusion algorithms 
accomplished of combining 2D & 3-D multimodality or 
multisource images. Such algorithms can be used in 
areas such as 2D & 3-D e.g. fusion of images in Target 
tracking system, Synthetic Aperture Radar (SAR) etc. In 
case of target tracking system the time is the very vital 
factor. So we take time as a comparison factor to 
compare unlike methods which we execute. In order to 
get better the competence of the project, a far time for 
the fusion to scuttle is being formulated.

 Pavithra C et al.
 
[17] presented a method for 

fusing two dimensional multi-resolution 2-D images 
using wavelet transform under the combine gradient and 
smoothness criterion. The usefulness of the method has 
been illustrated using various experimental image pairs 
such as the multi-

 
focus images, multi-sensor satellite 

image and CT and MR images of cross-section of 
human brain. The results of the proposed method have 
been compared with that of some widely used wavelet 
transform based image fusion methods both 
qualitatively and quantitatively. An experimental result 
expose that the proposed method produces better 
fused image than that by the latter. The use of mutually 
gradient and relative smoothness criterion ensures two 
fold effects. While the gradient criterion ensure that 
edges in the images are included in the fused algorithm, 
the relative smoothness criterion ensures that the areas 
of uniform intensity are also incorporated in the fused 
image thus the effect of noise is minimized. It should be 
noted that the proposed algorithm is domain-
independent.

 Hasan Demirel et al.
 

[18] Complex Wavelet 
Transform (CWT) is used in image processing. CWT of 
an image produces two complex-valued low-frequency 
sub-band images and six complex valued high-
frequency sub-band images. DT-CWT decomposes 
original image into different sub-band images. Then 
high frequency sub-band images and original low 
frequency image are undergoes the interpolation. These 
two real-valued images are used as the real and 
imaginary components of the interpolated complex LL 
image, respectively, for the IDT-CWT operation. This 
technique does not interpolate the original image but 
also interpolates high frequency sub-band image 
resulting from DT-CWT. The final output image is high 
resolution of the original input image. Quality and PSNR 
of the super resolved image is also improves in this 
method. There are some problems with wavelet domain 
also, it introduces artifacts like aliasing, any wavelet 
coefficient processing upsets the delicate balance 
between forward and inverse transform leading to some 
artifacts in the images. Also constructs lack of 
directional selectivity substantially make difficult 
modelling and processing of geometric image features 
like ridges and edges. One resolution to all these 

problems in Complex Wavelet
 
Transform (CWT). CWT is 

only somewhat like magnitude or phase, shift invariant 
and free from aliasing.

 Singh R.et al.
 
[19] proposed a new weighted 

fusion scheme using Daubechies complex wavelet 
transform (DCxWT). Shift sensitivity and lack of phase 
information in real valued wavelet transforms motivated 
to use DCxWT for multimodal medical image fusion. It 
was experimentally found that shift invariance and phase 
information properties improve the performance of 
image fusion in complex wavelet domain. Therefore, we 
used DCxWT for fusion of multimodal medical images. 
To show the effectiveness of the proposed work, we 
have compared our method with existing DCxWT, dual 
tree complex wavelet transform (DTCWT), discrete 
wavelet transform (DWT), non-sub contourlet transform 
(NSCT) and contourlet transform (CT) based fusion 
methods using edge strength and mutual information 
fusion metrics. Comparison results clearly show that the 
proposed fusion scheme with DCxWT outperforms 
existing DCxWT, DTCWT, DWT, NSCT and CT based 
fusion methods.

 Bull D.R. et al.
 
[20] presented a new approach 

to 3-D image fusion using a 3-D separable wavelet 
transform. Several known 2-D WT fusion schemes have 
been extended to handle 3-D images and some new 
image fusion schemes (i.e. fusion by hard and soft 
thresholding, composite fusion, fusion of the WT 
maxima graphs) have been proposed. The goal of this 
paper is to present the new framework for 3-D image 
fusion using the wavelet transform, rather than to 
compare the results of the various fusion

 
rules. Wavelet 

transform fusion diagrams have been introduced as a 
convenient tool to visually describe different image 
fusion schemes. A very important advantage of using 3-
D WT image fusion over alternative image fusion 
algorithms is that it may be combined with other 3-D 
image processing algorithms working in the wavelet 
domain, such as `smooth versus textured' region 
segmentation, volume compression, where only a small 
part of all wavelet coefficients are preserved, and 
volume rendering, where the volume rendering integral 
is approximated using multi-resolution spaces. The 
integration of 3-D WT image fusion in the broader 
framework of 3-D WT image processing and 
visualisation is the ultimate goal of the present study.

 Ai Deng et al. [21] presented a new
 
algorithm 

based on discrete wavelet transform (DWT) and canny 
operator from the perspective of the edge detection. 
First make original images multi-scale decomposed 
using DWT, and then acquire the level, vertical as well 
as diagonal edge information by detecting low-
frequency and high-frequency components’ edges. 
Where after carry out a comparison of the energy of 
each pixel and consistency verification to more 
accurately determine the edge points and ensure the 
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clarity of the fusion image. The comparison between the 



 

 

traditional method and this new method is made from 
the three aspects: independent factors, united factors 
and comprehensive evaluation. The experiment proved 

the usefulness of the method, which is able to keep the 
edges and obtain better visual effect.

 

The advantages and disadvantages of the proposed method are described in table 1 below 

Table 1 

S. No. Authors Approaches Merits  Demerits 
1 Kanisetty Venkata 

Swathi et al. 
Daubechies wavelet transform It is able to manage 

different  images 
resolution 

It  consider only 
wavelet  coefficient 
value 

2 J. Srikanth et al. Wavelet Transform It reduces the storage cost  Not  able to maintain 
edge information 
efficiently 

3 Ch.Bhanusree et al. Second Generation Wavelet 
Transform 

It is multi scale 
dimensionality  

It  has poor 
directionality 

4 Kanaka Raju 
Penmetsa et al. 

DT-CWT method Image visual eminence is 
better  

Has limited 
directionality 

5 Patil Gaurav 
Jaywantrao et al. 

Dual Tree complex Wavelet 
Transform (DT-CWT) 

It is more flexible and 
better image visibility and 
reduces the time variant 

It  introduce artifacts 
like aliasing 

6 Pavithra C et al. wavelet transform using gradient 
and smoothness criterion 

It is able to retain the edge 
information also minimize 
the noise  

It is domain-
independent 

7 Hasan Demirel et al. Complex Wavelet Transform 
(CWT) 

magnitude or phase, shift 
invariant and free from 
aliasing 

Most  expensive  and 
computational 
intensive 

8 Singh R.et al weighted fusion scheme using 
Daubechies complex wavelet 
transform (DCxWT) 

It is better to retain the 
edge the information than 
the DT-CWT 

Not  able to achieve 
the expected 
performance 

9 Bull D.R. et al. 3-D separable wavelet transform It is able to enhance the 
quality of 3-D image 

Poor  selectivity for 
diagonally 

10 Ai Deng et al. discrete wavelet transform (DWT) It effectively reduce the 
noise from image  

It  is a shift- invariant 
in nature 

 
IV.  Conclusion 

To acquire the crucial features or attributes of 
the images of common features image fusion is widely 
used technology. The wavelet transform is one of the 
most efficient approaches to extract the features by the 
transformation and decomposition process but this 
method is not efficient to retain the edge information. In 
this paper literature study of the fusion techniques is 
described with their shortcoming.  In future work, design 
such algorithm which can efficiently retain the edge 
information. 
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knowledge of your students as well as it can also be helpful for the concerned faculty 
members.

The MARSC member can apply for approval, grading and certification of standards of 
their educational and Institutional Degrees to Open Association of Research, Society 
U.S.A.

Once you are designated as MARSC, you may send us a scanned copy of all of your 
credentials. OARS will verify, grade and certify them. This will be based on your 
academic records, quality of research papers published by you, and some more criteria.

It is mandatory to read all terms and conditions carefully.
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Global Journals Incorporation (USA) is accredited by Open Association of Research 
Society, U.S.A (OARS) and in turn, affiliates research institutions as “Institutional 
Fellow of Open Association of Research Society” (IFOARS).
The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. 
Hall, Ph.D., FARSC or William Walldroff, M.S., FARSC.
The IFOARS institution is entitled to form a Board comprised of one Chairperson and three to five 
board members preferably from different streams. The Board will be recognized as “Institutional 
Board of Open Association of Research Society”-(IBOARS).

The Institute will be entitled to following benefits:

The IBOARS can initially review research papers of their institute and recommend 
them to publish with respective journal of Global Journals. It can also review the 
papers of other institutions after obtaining our consent. The second review will be 
done by peer reviewer of Global Journals Incorporation (USA) 
The Board is at liberty to appoint a peer reviewer with the approval of chairperson 
after consulting us. 
The author fees of such paper may be waived off up to 40%.

The Global Journals Incorporation (USA) at its discretion can also refer double blind 
peer reviewed paper at their end to the board for the verification and to get 
recommendation for final stage of acceptance of publication.

The IBOARS can organize symposium/seminar/conference in their country on behalf of 
Global Journals Incorporation (USA)-OARS (USA). The terms and conditions can be 
discussed separately.

The Board can also play vital role by exploring and giving valuable suggestions 
regarding the Standards of “Open Association of Research Society, U.S.A (OARS)” so 
that proper amendment can take place for the benefit of entire research community. 
We shall provide details of particular standard only on receipt of request from the 
Board.

The board members can also join us as Individual Fellow with 40% discount on total 
fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
relevant details.
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We shall provide you intimation regarding launching of e-version of journal of your stream time to 
time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
38 journals worth $ 2376 USD.                                                                      

Other:

The individual Fellow and Associate designations accredited by Open Association of Research 
Society (US) credentials signify guarantees following achievements:

 The professional accredited with Fellow honor, is entitled to various benefits viz. name, fame, 
honor, regular flow of income, secured bright future, social status etc.
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Note :

″

″

 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
and they are also required to jointly pass the resolution copy of which should be sent to us. In such 
case, it will be compulsory to obtain our approval before replacement.

 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
binding to everyone.                                                                                                                                             
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

XI



 

 
 

 
 

The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  

   

XVI
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 
 

sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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