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Discrimination of Textures using Texton Patterns                    
By Shaik Rahamat Basha  & P Kiran Kumar Reddy 

Narayana Engineering College, Gudur,  India 
Abstract- Textural patterns can often be used to recognize familiar objects in an image or retrieve 
images with similar texture from a database. Texture patterns can provide significant and abundance 
of texture and shape information. One of the recent significant and important texture features called 
Texton represents the various patterns of image which is useful in texture analysis. The present paper 
is an extension of our previous paper [1]. The present paper divides the 3 × 3 neighbourhood into 
two different 2 × 2 neighbourhood grids each consist four pixels. On this 2 × 2 grids shape 
descriptor indexes (SDI) are evaluated separately and added to form a Total Shape Descriptor Index 
Image (TSDI). By deriving textons on TSDI image Total Texton Shape Matrix (TTSM) image is formed 
and Grey Level Co-Occurence Matrix (GLCM) parameters are derived on it for efficient texture 
discrimination. The experimental result shows the efficacy of the present method. 

Keyward: textons, glcm features, shape descriptor index (sdi), total shape descriptor index image 
(tsdi).  total texton shape matrix (ttsm),  2 × 2 grids. 
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Discrimination of Textures using Texton Patterns 
    

Abstract- Textural patterns can often be used to 
recognize familiar objects in an image or retrieve images 
with similar texture from a database. Texture patterns 
can provide significant and abundance of texture and 
shape information. One of the recent significant and 
important texture features called Texton represents the 
various patterns of image which is useful in texture 
analysis. The present paper is an extension of our 
previous paper [1]. The present paper divides the 3 × 3 
neighbourhood into two different 2 × 2 neighbourhood 
grids each consist four pixels. On this 2 × 2 grids shape 
descriptor indexes (SDI) are evaluated separately and 
added to form a Total Shape Descriptor Index Image 
(TSDI). By deriving textons on TSDI image Total Texton 
Shape Matrix (TTSM) image is formed and Grey Level 
Co-Occurence Matrix (GLCM) parameters are derived 
on it for efficient texture discrimination. The experimental 
result shows the efficacy of the present method. 
Keywords: textons, glcm features, shape descriptor index 
(sdi), total shape descriptor index image (tsdi).  total 
texton shape matrix (ttsm),  2 × 2 grids. 

I. Introduction 

nalysis of texture requires the identification of 
proper attributes or features that differentiate the 
textures in the image for segmentation, 

classification and recognition. Initially, texture analysis 
was based on the first order or second order statistics of 
textures [6, 7, 8, 9, 10]. Then, Gaussian Markov random 
field (GMRF) and Gibbs random field models were 
proposed to characterize textures [11, 12, 13, 14, 15, 
16]. Later, local linear transformations are used to 
compute texture features [17, 18]. Then, texture 
spectrum technique was proposed for texture analysis 
[19]. The above traditional statistical approaches to 
texture analysis, such as co- occurrence matrices, 
second order statistics, GMRF, local linear transforms 
and texture spectrum are restricted to the analysis of 
spatial interactions over relatively small neighborhoods 
on a single scale. As a consequence, their performance 
is best for the analysis of micro textures only [20]. More 
recently, methods based on multi-resolution or multi-
channel analysis, such as Gabor filters and wavelet 
transform, have received a lot of attention [21, 22, 23, 
24, 25, 26, 27, 23, 25]. From the literature survey, the 
present  study   found   the   Gray  Level  Co-occurrence  
 

  

  
   

  

Matrix (GLCM) is a benchmark method for extracting 
Haralick features (angular second moment, contrast, 
correlation, variance, inverse difference moment, 
sum average, sum variance, sum entropy, entropy, 
difference variance, difference entropy, information 
measures of correlation and maximal correlation 
coefficient) or Conners features [28] (inertia, cluster 
shade, cluster prominence, local homogeneity, 
energy and entropy). These features have been 
widely used in the analysis, classification and 
interpretation of remotely sensed data. Its aim is to 
characterize the stochastic properties of the spatial 
distribution of grey levels in an image.  

The present paper is organized as follows. In 
he second section we have given clear information 

about grey level co-occurrence matrix information and 
the third section  we discussed about textons. In fourth 
section we discussed deriving different Shape 
Descriptor Indexes (SDI). In the fifth section, proposed 
methodology is discussed and in sixth section results 
and discussions are given. Finally in last section we 
concluded about this paper. 

II. Gray Level Co-occurrence Matrix 

One of the other most popular statistical 
methods used to measure the textural information of 
images is the Gray Level Co-occurrence Matrix (GLCM). 
The GLCM method gives reasonable texture information 
of an image that can be obtained only from two pixels. 
Grey level co-occurrence matrices introduced by 
Haralick [29] attempt to describe texture by statistically 
sampling how certain grey levels occur in relation to 
other grey levels. Suppose an image to be analyzed is 
rectangular and has Nx

 rows and Ny
 columns. Assume 

that the gray level appearing at each pixel is quantized 
to Ng levels. Let Lx= {1,2,…,Nx} be the horizontal 
spatial domain, Ly= {1,2,…,Ny} be the vertical spatial 
domain, and G= {0,1,2,…,Ng-1} be the set of Ng 
quantized gray levels. The set Lx

 × Ly
 is the set of pixels 

of the image ordered by their row-column designations. 
Then the image I can be represented as a function of 
co-occurrence matrix that assigns some gray level in Lx

 

× Ly; I: Lx
 × Ly

 
→ G. The g ray level transitions are 

calculated based on the parameters, displacement (d) 
and angular orientation (θ). By using a d istance of one 
pixel and angles quantized to 450 intervals, four matrices 
of horizontal, first diagonal, vertical, and second 
diagonal (00, 450, 900 and 1350 degrees) are used. Then 

A 
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the un-normalized frequency in the four principal 
directions is defined by Equation (1).  

 

where # is the number of elements in the set, 
(k, l) the coordinates with gray level i, (m, n) the 
coordinates with gray level j. The following Fig. 1 

illustrates the above definitions
 

of a co-occurrence 
matrix (d=1,

 
θ

 
= 00).

 

  

 

Even though Haralick extracted 24 parameters 
from co-occurrence matrix, the present paper used only 
energy, contrast, local homogeneity, and correlation as 
given in Equations (2) to (5).

 

Energy = � −ln�𝑃𝑃𝑖𝑖𝑖𝑖 �
2𝑁𝑁−1

𝑖𝑖 ,𝑗𝑗=0
                                           (2)

 

 

Energy measures the number of repeated pairs and also 
measures uniformity of the normalized matrix.                             

Contrast = � −𝑃𝑃𝑖𝑖𝑖𝑖 (i − j)2𝑁𝑁−1
𝑖𝑖 ,𝑗𝑗=0             (3)

 

The contrast feature is a difference moment of 
the P matrix and is a standard measurement of the 
amount of local variations present in an image. The 
higher the value of contrast are, the sharper the 
structural variations in the image.              

 

Local
 
Homogenity = � �

𝑃𝑃𝑖𝑖𝑖𝑖
1+(i−j)2�

𝑁𝑁−1

𝑖𝑖 ,𝑗𝑗=0
       (4)

 

It measures the closeness of the distribution of 
elements in the GLCM to the GLCM diagonal. The 
converse of homogeneity results in the statement of 
contrast.

 

Correlation = � �𝑃𝑃𝑖𝑖𝑖𝑖
(i−μ)(j−μ)

(σ)2 �
𝑁𝑁−1

𝑖𝑖 ,𝑗𝑗=0
                         (5)

 

Where Pij

 
is the pixel value in position (i, j) of the 

texture image, N is the number
 
of gray levels in the 

image,
 
μ  is μ = ∑ i𝑃𝑃𝑖𝑖𝑖𝑖N−1

i,j=0    mean of the texture image 

and (σ)2   is (σ)2= � 𝑃𝑃𝑖𝑖𝑖𝑖 (i − μ)2𝑁𝑁−1
𝑖𝑖 ,𝑗𝑗=0

 
variance of the 

texture image. Correlation is the measure of similarity 

between two images in comparison. The measures 
mean (m), which represents the average intensity.

 

III.

 

textons

 

Textons [30, 31] are considered as texture 
primitives, which are located with certain placement 
rules. A close relationship can be obtained with image 
features such as shape, pattern, local distribution 
orientation, spatial distribution, etc. using textons. The 
textons are defined as a set of blobs or emergent 
patterns sharing a common property all over the image.  
The different textons may form various image features. 
To have a precise and accurate texture classification, 
the present study strongly believes that one need to 
consider all different textons. That is the reason the 
present study considered all. There are several issues 
related with i) texton size ii) tonal difference between the 
size of neighbouring pixels iii) texton categories iv) 
expansion of textons in one orientation v) elongated 
elements of textons. By this sometimes a fine or coarse 
or an obvious shape may results or a pre-attentive 
discrimination is reduced or texton gradients at the 
texture boundaries may be increased. The present 
paper utilized the following five texton shades of 2×2 
grid shown in Fig. 2. In Fig. 2 (a), the pixels are 
represented as d1, d2, d3

 

and d4. The present paper 
considered texton shades if three or more pixels have 
the same intensity levels. This rule derives five texton 
shapes denoted as T1, T2, T3, T4

 

and T5

 

as shown in 
Fig.2.
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Figure 1: An example of Gray level co-occurrence matrix



 

 

 

Figure 2 : Proposed 2×2 grid textons 

 

Hole shape (Index = 0): The TU with 0 
represents a hole shape. The hole shape consists all 0’s 
as shown in the Fig.3.

 

 

Figure 3
 
:
 
Hole shape with SDI value

 
0

 

Dot shape (Index =1): The TU with 1, 2, 4 and 8 
represents a dot shape. The dot shape will have only a 
single 1 as shown in Fig.4.

 

 

Figure 4
 
:
 
The four dot shapes with SDI value 1

 

Horizontal/Vertical line shape (Index =2): The 
two adjacent 1’s results four different TU weights i.e. 3, 
6, 9 and 12 and all of them represents a horizontal or 
vertical line as shown in Fig.5.

 

 

Figure 5
 
:
 
Representation of horizontal / vertical 

lines with SDI value 2. Diagonal Line shape (Index= 3): 
The other two adjacent 1’s with TU values 5 and 10 
represents diagonal lines as shown in Fig.6.

 

 

Figure 6
 
:
 
Representation of

 
diagonal line with SDI value 

3
 

Triangle shape (Index = 4): The three adjacent 
1’s with TU values 7, 11, 13 and 14 represents triangle 
shape as shown in Fig.7.

 
 

 

Figure 7
 
:
 
Representation of triangle shape with SDI 

value  4
 

Blob shape (Index =5): TU 15 with all 1’s 
represents a blob shape as shown in Fig.8.

 
 

 

Figure 8
 
:
 
Representation

 
of blob shape with SDI value 5

 

The advantage of SDI is they don’t depend on 
relative order

 
of texture unit weights and can be given in 

any of the four forms as shown in Fig.9 where the 
relative TU will change, but shape remains the same.

 

 

Figure 9
 
:
 
Four different ways of assigning weights to TU

 

 
  

Discrimination of Textures using Texton Patterns

If the given image is colour convert into gray 
level image. Divide each 3×3 window into two separate 
units by comparing neighbouring pixel value with the 
centre pixel as shown in fig.10 for deriving Binary Cross 
Texture Unit Element (BCTUE) and Binary Diagonal 
Texture Unit Element (BDTUE)[2,3,4,5]. As shown in Fig.
10(a) a 3×3 neighbourhood will have 8 neighbouring 
pixels and are divided into two sets of cross and 
diagonal sets with four pixels of binary values as shown 
in Fig.10(b & c), by following the equation 6. Represent 
BCTUE and BDTUE in the form of two separate 2×2 
grids as shown in Fig.11.

𝑏𝑏𝑖𝑖 = �0 𝑖𝑖𝑖𝑖 𝑆𝑆
(𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑖𝑖) < 0

1 𝑖𝑖𝑖𝑖 𝑆𝑆(𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑖𝑖) ≥ 0
� (6)
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IV. Deriving Different Shape Descriptor 
Indexes (sdi)

V. Derivation of Total Texton Shape 
Co-occurrence Matrix (ttscm)



 

 

 

 
 

      
                        

 
 

 

Figure 10

 

:

 

Representation of 3×3 neighborhood and its 
BDTUE and BCTUE

 

 

Figure 11

 

:

 

Representation of 2×2 grid BDTUE and 
BCTUE

 

Derive Shape Descriptor Indexes (SDI) on 
BDTUE and BCTUE for deriving Diagonal SDI (DSDI) 
and Cross SDI (CSDI) is as shown in Fig.12 and Fig.13.

 

 

Figure 12

 

:

 

BDTUE in the form 2×2 grid and derived 
DSDI

 

 

Figure 13 :

 

BCTUE in the

 

form 2×2 grid and derived 
CSDI

 

Repeating above process on entire image by 
convolving in an overlapped manner forms two separate 
images namely Cross Shape Descriptor Index (CSDI) 
and Diagonal Shape Descriptor Index (DSDI). SDI on a 2 
× 2 grid ranges from 0 to 5 therefore the pixel grey level 
values of CSDI and DSDI images ranges from 0 to 5 
only. 

 

For forming Total Shape Descriptor Index (TSDI) 
image add CSDI and DSDI images as shown in Fig.14 
and the pixel grey level values of TSDI image ranges 
from 0 to 10. Now derive textons on TSDI to

 

form Total 
Texton Shape Matrix (TTSM ) image. Finally construct 
co-occurrence matrix on TTSM that which leads to the 
formation of Total Texton Shape co-occurrence Matrix 
(TTSCM) on which GLCM features with 0o, 45o, 90o, and 
135o

 

are derived. For efficient

 

discrimination algorithm is 
derived based on the feature set values of TTSCM.

 

 

Figure 14

 

:

 

Formation mechanism of TSDI image

 

The Fig.15, 16 and 17 represents TSDI for Car, 
Water and Elephant images respectively.

 
 

 

Figure 15

 

:

 

(a) Car image (b) TSDI of (a)

 

 

Figure 16

 

:

 

(a) Water image (b) TSDI of (a)

 

Discrimination of Textures using Texton Patterns

Figure 17 : (a) Elephant image (b) TSDI of (a)

The average of contrast, correlation, energy and 
homogeneity features set values on TTSCM are 
evaluated with a distance of one and with an orientation 
of 0o,45o,90o and 135o are tabulated in Table 1, 2 and 3 
for the Car, Elephant and Water texture images collected 

© 2015   Global Journals Inc.  (US)1

4

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
II 

 V
er
sio

n 
I

Ye
ar

  
 (

)
F

20
15

VI. Results and Discussions



 

 

 

  

  

  

from Google data base respectively. A sample texture 
images of Car, Water and Elephant are shown in Fig.18. 
Based on feature set values of TTSCM images, 
Algorithm 1 is derived. Discrimination results are 
tabulated in Table 4 along with a bar graph shown in 
Fig.19. The Table 5 compares discrimination rates of our 
earlier methods Texton based Cross Shape Descriptor 
Index (TCSDI) Texton based Diagonal Shape Descriptor 
Index (TDSDI) [ 2,4 ] with the current method TTSCM 
approach of this paper. The corresponding bar graph 
representation is shown in Fig.20. 

 

The proposed TTSCM obtained high 
discrimination rate over our earlier TCSDI and TDSDI 
methods. This is because the TTSCM represent the SDI 
of the entire image instead of two separate or partial 
images of TCSDI and TDSDI. 

 
 

Figure

 

18

 

:

 

Images of car, water and Eelephant textures

Table 1:

 

Average GLCM feature values with 0o, 45o, 90o

 

and 135o

 

for TTSCM of Car images

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Discrimination of Textures using Texton Patterns

Table 2 : Average GLCM feature values with 0o, 45o, 90o

and 135o for TTSCM of Elephant images

Texture 
numbe

r

Contras
t

Correlat
ion Energy Homog

eneity

E_1 9.159 0.3525 0.032 0.4971
E_2 9.809 0.3369 0.0354 0.5044
E_3 9.129 0.3472 0.0375 0.5137
E_4 9.268 0.3631 0.0375 0.5165
E_5 8.801 0.3546 0.0387 0.5187
E_6 9.187 0.3343 0.0371 0.5156
E_7 7.254 0.2813 0.0474 0.5335
E_8 6.479 0.2645 0.0509 0.5414
E_9 12.69 0.4056 0.0324 0.5063
E_10 6.252 0.2921 0.0495 0.5478

Table 3 : Average GLCM feature values with 0o, 45o, 90o

and 135o for TTSCM of Water images

Texture 
numbe

r

Contras
t

Correlati
on Energy Homog

eneity

W_1 18.74 0.4686 0.0402 0.5306
W_2 16.83 0.3171 0.0327 0.4965
W_3 15.08 0.328 0.0352 0.5022
W_4 17.71 0.3615 0.0345 0.4859
W_5 18.45 0.4389 0.0301 0.5002
W_6 12.03 0.314 0.0359 0.5031
W_7 16.48 0.4387 0.0317 0.5013
W_8 15.26 0.5095 0.0408 0.5462
W_9 16.43 0.3591 0.0316 0.5024

W_10 19.39 0.3411 0.027 0.4851

Algorithm 1: Discrimination algorithm using the proposed 
TTSCM method.
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Figure 19

 

:

 

Bar graph representation for Discrimination 
rates

 

Table 5

 

:

 

Discrimination rates of the earlier and 
proposed method

 

Methods

 

Average discrimination rates (%)

 

TCSDI

 

84.33

 

TDSDI

 

88.66

 

TTSCM

 

93

 
 

 

Figure 20

 

:

 

Bar graph representation of proposed 
methods

 

  

The present paper derived TTSCM image by 
adding CSDI and DSDI images. By this TTSCM 
captured all local shape features. The present paper 
compared the discrimination rates of TCSDI, TDSDI and 
TTSCM approaches. The results clearly indicate the high 
discrimination rates of TTSCM over our earlier TCSDI 
and TDSDI methods. The TSDI represents efficient 
border without any disturbances when compared to 
CSDI and DSDI images. This is because TTSCM forms 
only one SDI image on the original image instead of two 
different SDI namely, i) TCSDI ii) TDSDI. The intensity 
values of TSDI image range from 0 to 10. Moreover 
TTSCM reduces the formation of two GLCM on the 
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VII. Conclusion

      Begin
            if contrast >=1 && contrast <=10
                     Print “Texture image is    Elephant”
             else if contrast > 10 && contrast <=15
                               Print “Texture image is Car”
              else if contrast >15 && contrast <=20
                     Print “Texture image is Water”
      End

Table 4 : Discrimination rates of the proposed TTSCM 
method

Texture Database
Discrimination rate (%) 
TTSCM method

Elephant 93 
Car 100 
Water 86 
Average Discrimination rate 93 

original image one representing the cross and other 
representing the diagonal features. 

References Références Referencias

1. P. Kiran Kumar Reddy, B. Eswara Reddy, “Wavelet 
based Texton Cross and Diagonal Shape 
Descriptors for Discrimination of Texture”, 
International Journal of Digital Signal and Image 
Processing (IJDSIP)Vol. 2, No. 3(September 
2014),pp11-26.

2. P.Kiran Kumar Reddy, B.Eswar Reddy,  “Texture 
Classification based on Binary Cross Diagonal 
Shape Descriptor Texture Matrix (BCDSDTM)”, GVIP 
Journal, ISSN 1687-398X, Volume 14, Issue 1, 
August 2014,pp 45-51.

3. P. Kiran Kumar Reddy , B. Eswara Reddy, “Wavelet
based Shape Descriptors using Morphology for 
Texture Classification”, Global journal of Computer 
Science and Technology(GJCST) Volume XIV Issue 
I Version I,pp 21-27.

4. P. Kiran Kumar Reddy, V. V Kumar, “Texture 
Classification Based on Cross and Diagonal Shape 
Descriptor Co-occurrence Matrix”, CiiT International 



 

 

 

  

 

 
 

 
  

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
  

 
 

 
 

 
 

 
 

  
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

Discrimination of Textures using Texton Patterns

    

© 2015   Global Journals Inc.  (US)

7

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
II 

V
er
sio

n 
I

Ye
ar

  
 (

)
F

20
15

  

13. Cross, G.R., Jain, A.K., “Markov random field texture 
models”. IEEE Trans. Pattern Anal. PAMI- 5 (1), 
1983, 25–39.

14. Kashyap, R.L., Khotanzed, A., “A model based 
method for rotation invariant texture classification”. 
IEEE Trans. Pattern Anal. PAMI-8 (4), 1986, 472–
481.

15. Manjunath, B.S., Chellappa, R., “Unsupervised 
texture segmentation using Markov random fields”. 
IEEE Trans. Pattern Anal. 13, 1991,478–482.

16. Raghu, P.P., Yegnanarayana, B., “Segmentation of 
Gabor filtered textures using deterministic 
relaxation”. IEEE Trans. Image Process. 5 (12), 
1996, 1625–1636.

17. Laws, K.L., Rapid texture identification. Proc. SPIE 
238, 1980, 376–380.

18. Unser, M., “Local linear transforms for texture 
measurements”. Signal Process. 11, 1986, 61–79. 

19. He, D.-C., Wang, L., “Texture unit, texture spectrum, 
and texture analysis”. IEEE Trans. Geo-Sci. Remote 
Sens. 28 (1), 1990, 509–513.

20. Unser, M., “Texture classification and segmentation 
using wavelet frames”. IEEE Trans. Image Process. 
4 (11), 1995, 1549–1560. 

21. Bovik, A., Clark, M., Geisler, W.S., “Multichannel 
texture analysis using localized spatial filters”. IEEE 
Trans. Pattern Anal. 12, 1992,55–73. 

22. Chang, T., Jay Kuo, C.C., “Texture analysis and 
classification with tree-structured wavelet 
transform”. IEEE Trans. Image Process. 2 (4), 193, 
429–440.

23. Haley, G.M., Manjunath, B.S., “Rotation invariant 
texture classification using modified Gabor filters”. 
Proc. IEEE Transacitons, 1995, 262–265.

24. Manjunath, B.S., Ma, W.Y., “Texture features for 
browsing and retrieval of image data”. IEEE Trans. 
Pattern Anal. 18 (8), 1996, 837–842.

25. Raghu, P.P., Yegnanarayana, B., “Segmentation of 
Gabor filtered textures using deterministic 
relaxation”. IEEE Trans. Image Process. 5 (12), 
1996, 1625–1636.

26. Unser, M., “Texture classification and segmentation 
using wavelet frames”. IEEE Trans. Image Process. 
4 (11), 1995, 1549–1560. 

27. Unser, M., Eden, M., “Multiresolution feature 
extraction and selection for texture segmentation”. 
IEEE Trans. Pattern Anal. 2, 1989, 717–728. 

28. Kaplan, L.M., “Extended fractal analysis for texture 
classification and segmentation”. IEEE Trans. Image 
Process. 8 (11), 1990, 1572–1585.

29. Haralick, R.M., Shanmugam,K.K., Dinstein, I., 
“Texture features for image classification”. IEEE 
Trans. Syst. Man Cyb. 8 (6), 1973,610–621. 

30. Guang-Hai Liu, LeiZhang, “Image retrieval based on 
multi-texton histogram”, Pattern Recognition 43 
(2010) 2380–2389 

31. Yuanting Gu and Enhua Wu, “Feature Analysis and 
Texture Synthesis”, IEEE, 2007, 473-476.

6. Chen, P.C., Pavlidis, T. “Segmentation by texture 
using correlation”. IEEE Trans. Pattern Anal. PAMI-5, 
1983,64– 69. 

7. Davis, L.S., Johns, S.A., Aggarwal, J.K., “Texture 
analysis using generalized co-occurrence matrices”. 
IEEE Trans. Pattern Anal. PAMI-1, 1979, 251–259.

8. Faugeras, O.D., Pratt, W.K., “Decorrelation methods 
of texture feature extraction”. IEEE Trans. Pattern 
Anal. PAMI-1, 1980, 323–332 .

9. Haralick, R.M., Shanmugam,K.K., Dinstein, I., 
“Texture features for image classification”. IEEE 
Trans. Syst. Man Cyb. 8 (6), 1973, 610–621.

10. Weszka, J.S., Dyer, C.R., Rosenfeld, A., “A 
comparative study of texture measures for terrain 
classification”. IEEE Trans. Syst. Man Cyb. SMC-6 
(4), 1976, 269–286. 

11. Chellappa, R., Chatterjee, S., “Classification of 
textures using Gaussian Markov random fields”. 
IEEE Trans. Acoust., Speech, Signal Process. 
ASSP-33 (4), 1986, 959–963.

12. Cohen, F.S., Fan, Z., Patel, M.A., “Classification of 
rotation and scaled textured images using Gaussian 
Markov random field models”. IEEE Trans. Pattern 
Anal. 13 (2), 1991, 192–202.

Journal of Digital Image Processing, Vol 6, No 06, 
June-July 2014,pp 261-268.

5. P. Kiran Kumar Reddy, “Derivation of Shape 
Descriptors on Uniform Local Binary Patterns for 
Classification of Textures”, IJREAT International 
Journal of Research in Engineering & Advanced 
Technology, Volume 3, Issue 3, June-July, 2015,pp 
12-22.



 
 

 
 

 

 
 
 
 
 
 
 
 
 
 

This page is intentionally left blank 

© 2015   Global Journals Inc.  (US)1

8

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
II 

 V
er
sio

n 
I

Ye
ar

  
 (

)
F

20
15

Discrimination of Textures using Texton Patterns



© 2015. Swalpa Kumar Roy, Samir Kumar Bandyopadhay,  Debnath Bhattacharyya  & Tai-Hoon Kim. This is a research/review paper, 
distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0 Unported License http://creativeco 
mmons.org/licenses/by-nc/3.0/), permitting all non-commercial use, distribution, and reproduction inany medium, provided the original 
work is properly cited. 
 

  
Global Journal of Computer Science and Technology: F 
Graphics & Vision 
Volume 15 Issue 3 Version 1.0 Year 2015 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Statistical Analysis of Fractal Image Coding and Fixed Size 
Partitioning Scheme                    

By Swalpa Kumar Roy, Samir Kumar Bandyopadhay,  Debnath Bhattacharyya   

& Tai-Hoon Kim 
Sungshin Women's University,  India 

Abstract- Fractal Image Compression (FIC) is a state of the art technique used for high compression 
ratio. But it lacks behind in its encoding time requirements. In this method an image is divided into 
non-overlapping range blocks and overlapping domain blocks. The total number of domain blocks is 
larger than the range blocks. Similarly the sizes of the domain blocks are twice larger than the range 
blocks. Together all domain blocks creates a domain pool. A range block is compared with all 
possible domains block for similarity measure. So the domain is decimated for a proper domain-
range comparison. In this paper a novel domain pool decimation and reduction technique has been 
developed which uses the median as a measure of the central tendency instead of the mean (or 
average) of the domain pixel values. However this process is very time consuming.   

Keyward: fractal image compression, fishers classification, hierarchi-cal classification, median, DCT, 
IFS, PIFS, PSNR. 

GJCST-F Classification:  I.3.3 

StatisticalAnalysisofFractalImageCodingandFixedSizePartitioningScheme 
 Strictly as per the compliance and regulations of:



 

 

Statistical Analysis of Fractal Image Coding 
and Fixed Size Partitioning Scheme

  

   

Abstract-  Fractal Image Compression (FIC) is a state of the art 
technique used for high compression ratio. But it lacks behind 
in its encoding time requirements. In this method an image is 
divided into non-overlapping range blocks and overlapping 
domain blocks. The total number of domain blocks is larger 
than the range blocks. Similarly the sizes of the domain blocks 
are twice larger than the range blocks. Together all domain 
blocks creates a domain pool. A range block is compared with 
all possible domains block for similarity measure. So the 
domain is decimated for a proper domain-range comparison. 
In this paper a novel domain pool decimation and reduction 
technique has been developed which uses the median as a 
measure of the central tendency instead of the mean (or 
average) of the domain pixel values. However this process is 
very time consuming. Thus another technique has been 
suggested which heuristically eliminates the empty domain 
classes. Experiments on some standard image data shows 
that the proposed technique improves the PSNR of the 
decompressed image when compared with baseline fractal 
image compression (BFIC) and comparable with other 
scheme proposed till date. 
Keywords: fractal image compression, fishers 
classification, hierarchi-cal classification, median, DCT, 
IFS, PIFS, PSNR. 

I. Introduction 

 major objective of image coding is to represent 
digital images with as few bits as possible while 
preserving the level of intelligibility, usability or 

quality required for the application. Fractal image coding 
has been used in many image processing applications 
such as feature extractions, image watermarking, image 
signatures, image retrievals and texture segmentation 
The theory of fractal based image compression using 
iterated function system (IFS) was first proposed by 
Michael Barnsley [2]. A fully automated version of the 
compression algorithm was first developed by Arnaud 
Jacquin, using partitioned IFS (PIFS) [8]. Jacquins FIC 
scheme is called the baseline fractal image 
compression (BFIC)[2, 3]. This method exploits the fact 
that   real   world  images  are  highly  self-similar  [4] i.e.  
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diferent portions of an image resemble each other.  Also  

there is self-similarity at every scale. Fractal com- 
pression is an asymmetric process. Encoding time is 
much greater compared to decoding time, since the 
encoding algorithm has to repeatedly compare a large 
number of domains with each range to _nd the best-
match. Thus the Jacquin's Scheme lacks behind other 
image compression techniques like jpeg (DCT [12, 22, 
24] based image compression) or wavelet based 
technique. Thus the most critical problem this technique 
faces is its slow compression step. A huge amount of 
research has been done to improve the performance of 
this technique which mainly includes:- Better partitioning 
scheme; Efective encoding scheme; Reducing the 
number of domains in the domain pool; Reducing 
number of domain and range comparison or better 
classification; 

II. Fractal Image Compression 

a) Mathematics 
The mathematical analogue of a partition 

copying machine is called a parti-tion iterated system 
(PIFS) [6]. The definition of a PIFS is not dependent on 
the type of transformations, but in this paper we will use 
affine transfor-mations. There are two spatial 
dimensions and the grey level adds a third dimension, 
so the transformations Wi are form, 

 
 
 
 
 

 An affine transformation in Rn is a function 
consisting of a linear trans-formation and translation in 
Rn. Affine transformations in R2, for example,

 
are of the 

form:-
 
W (x; y) = (ax + by + e; cx + dy + f)                        (2) 

Where the parameters a, b, c, and d form the 
linear part, which deter-mines the rotation, skew, and 
scaling; and the parameters e and f are the translation 
distances in the x and y directions, respectively. 

A domain and a range is compared using an 
RMS metric [6]. Given two square sub-images 
containing n pixel intensities, a1; a2;…,an (from the 
domain)and b1; b2;…,bn (from the range), with contrast s 

A 
Wi

 x
y
z

=

ai,1 ai,2 0
ai,3 ai,4 0
0 0 0

×
 x

y
z

 +

 di,1
di,2
oi

 (1)
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and brightness o between them, the RMS distance 
between the domain and the range is given by 

  
 
 

 
This gives the settings for contrast scaling s and 

brightness o that make the affinely transformed ai values 

to have the least squared distance from the bi values. 
The minimum value of R occurs when the partial 
derivatives with respect to s and o are zero. Solving the 
resulting equations will give the coe_cients s and o as 
shown below in Eq. 4 and 5. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Detailed mathematical description of IFS theory 
and other relevant results can be found in (Barnsley, 
1988; Barnsley and Hurd, 1993; Edgar, 2007,

 

Falconer, 
2013)[2, 3, 7].

 b)

 

The Pain

 
As mentioned in section 1, a very large number 

of domain-range comparisons

 

is the main bottleneck of 
the compression algorithm [6]. For example, consider 
an image of size 512 x 512. Let the image be partitioned 
into 4 x 4

 

non-overlapping range blocks. There will be 
total 214

 

= 16384 range blocks.

 

Let the size of domain 
blocks be 8 x 8 (most implementations use domain

 
sizes that are double the size of range). The domain 
blocks are overlapping.

 

Then, for a complete search, 
each range block has to be compared with 505

 

x 505 = 
255025 domain blocks. The total number of 
comparisons will be

 

around 232. The time complexity 
can be estimated as 

 

   (2n):

 III.

 

Partition Schemes

 The first decision to be made when designing a 
fractal coding scheme is

 

in the choice of the type of 
image partition used for the range blocks [12].

 

The 
domain blocks need to be transformed to cover range 
blocks. Thus

 

this restricts the possible sizes and shapes 
of the domain blocks. A wide

 

variety of partitions have 
been investigated, the majority being composed of

 
rectangular blocks.

 a)

 

Fixed Size Partitioning

 
This is the simplest of all partitioning schemes 

that consists of fixed size

 

square blocks [5] depicted in 
Fig. 1(a). This type of block partition is

 

successful in 
transform coding of individual

 

image blocks since an 
adaptive

 

quantization mechanism is able to compensate 

for the varying activity levels

 

of diferent blocks, allocating 
few bits to blocks with little detail and many

 

to detailed 
blocks [12].

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

R =
n∑

i=1

(s.ai + o− bi)
2 (3)

s =
[(
∑n

i=1 diri)− (
∑n

i=1 di)(
∑n

i=1 ri)]

[n(
∑n

i=1 d
2
i )− (

∑n
i=1 di)

2]
(4)

o =
1

n
[

n∑
i=1

bi − s

n∑
i=1

ai] (5)

and

drms(f ∩ (RixI), wi(f)) (6)

Ω
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b)

 

Quadtree Partitioning

 

The quadtree partition shown in Fig. 1(b) 
recursively splits of selected image

 

quadrants, which 
enables the resulting partition to be represented by a 
tree

 

structure in which each non-terminal node has four 
descendants. The usual

 

top-down construction starts by 
selecting an initial level in the tree, corresponding to 
some maximum range block size, and recursively 
partitioning

 

any block for which a match better than 
some preselected threshold is not

 

found.

 

c)

 

Horizontal-Vertical Partitioning

 

This is a variant of the quadtree partitioning 
scheme in which a rectangular

 

image [26] is partitioned 
shown in Fig. 1(c) either horizontally or vertically

 

to form 
two new rectangles. The partitioning repeats recursively 
until a

 

covering tolerance is satis_ed, as in the quadtree 
scheme. This scheme is

 

more exible, since the position 
of the partition is variable.

 

d)

 

Triangular Partitioning

 

This is a specialization of the polygon 
partitioning scheme in which the image

 

is partitioned 
recursively into triangular blocks shown in Fig. 1(d).

 
 
 
 
 
 
 
 
 
 
 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

Figure 1: Partition Schemes (a) Fixed size blocks (b) Quadtree partitioning (c) Horizontal-Vertical partitioning (d) 
Triangular blocks
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 IV.

 
Problems of Exhaustive Search

 As describe in section 1, a very large number of 
domain-range comparison

 
is the main dificulty of the 

fractal encoding algorithm. Experiments on
 

standard 
images, consider an image of size N x N. Let the entire 
image is

 
partitioned into M x M non-overlapping range 

blocks. The total number
 
of range blocks are given by

  
  

  Most implementation use the size ofdomain 
block is twice larger than the range block i.e. 2 x M. Let 
the total

 
number of domain blocks are given by (N -

 
2M 

+ 1)2. The domain blocks
 
are overlapping. In Algorithm 

1, there are nested LOOP in the process
 
and for every 

step we
 
need to calculate the error defined by Eq. 6. The

 computation of best matching between a range block 
and a domain block

 
is O(M2). Considering M to be a 

constant, the Fig. 2 Domain search of a
 

range 
computation complexity domain search for a range is 
O(N4), which is

 
approximately exponential time. 

Encoding time can be reduced by reducing
 
the size of 

the domain pool [1, 25].
 

  

 

 

 

 

 

 

 

 

 

V.
 

Fisher's Classification Scheme
 

The domain-range comparison step of the 
image encoding is very computationally intensive. We 
use a classification scheme in order to reduce the 
number of domains blocks compared with a range 
blocks. The classification scheme is the most common 
approach for reducing the computational  complexity.  In  
such classification schemes, domain blocks are 

grouped in
 

to number of classes according to their 
common characteristics. For fractal

 
image decoding, 

the decoding will be done in less number of 
comparisons,

 
so that it would become the faster 

computations. While reconstructing, the
 
pixels of each 

range with the average of their corresponding domain 
are sub-stituted. This provides a very high quality image 
in a few iterations withoutany change in compression 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

Algorithm 1 Basic Fractal image encoding algorithm

1: procedure BFIC
2: Loop:
3: Range Block for every range block Ri,

i = 1,2,....,NR ,do
4: Loop:
5: Domain Search for every domain block Dj,

j = 1,2,....,ND, do
6: Loop a:

For every ak, k = 1,2,....,m, do
7: Loop b:

For every bl, l = 1,2,....,n, do
8: Error Calculation

error = ‖ akD + blI −R ‖2 (7)

N
M

)2

Figure 2 : Domain Search of a Range
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ration [20]. Fisher's classification scheme [6] is as 



 

 

follows: A square sub-image (domain or range) is 
divided into upper-left,

 
upper-right, lower-left, and lower 

right quadrants, numbered sequentially.
 

On each 
quadrant, values Ai (proportional to mean pixel intensity) 
and Vi

 
(proportional to pixel intensity variance) are 

computed. If the pixel values
 
in ith quadrant are 

                                                                     we compute.
 

 
 
 
 
 
 
 
 
 
 

After that it is also possible to rotate the sub-
image (domain or range)

 

such that the Ai are ordered in 
one of the following three ways:

 
 
     

    

    

These orderings constitute three major classes 
and are called canonical

 

orderings. Under each major 
class, there are 24 subclasses consisting of 4P4

 

orderings of Vi. Thus there are 72 classes in all. In this 
paper, we refer to

 

this classification scheme as 
FISHER72.

 

According to the fisher that the distribution of 
domains across the 72

 

classes

 

was far from uniform 
[14]. So fisher went on to further simplify

 

the scheme of 
24 classes in the FISHER72 classification. Fisher 
concluded:

 

the improvement attained by using 72 rather 
than 24 classes is minimal

 

and comes at great expense 
of time [6]. In this paper, we refer to this

 

modified form 
of FISHER72 as FISHER24 using this concepts a 
hierarchical

 

classification is proposed by N. 
Bhattacharya et al. [14]. We simply take the

 

advantages 
of hierarchical classification [14] of sub-images and 
combining

 

with fixed size partition to reduce the 
encoding time.

 
VI.

 

Proposed Hierarchical Classification 
Scheme

 
Fisher used values proportional to the mean 

and the variance of the pixel

 

intensities to classify the 
domain and range image. In our proposed schemes

 
Algorithm 2 [13], we use only the sum of pixel intensities 
of fixed parts of

 

domain (8 x 8) or range (4 x 4) then 
classify those fixed part.

  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 : Domain pool has domains with fixed size of 8 
x 8 and 24 classes (child) from domain of size 8 x 8 in 
Level I. There are 331776 classes (child) for every 24 
classes in Level I create Level II. Every nodes of Level II 
have 331776 array cells point to a list of domains 
together in that class. 

According to the proposed Algorithm 2 [13] 
compression, at first the domain pool is being related 
data structures are defined as in the Fig. 3. Domains are 
first classified by their size, then into Level-I, according 
to pixel- value sum of 4 quadrants, and finally into Level-
II, according to pixel-value sum of 16 sub quadrants. 
After two Levels of classification domain is place in list of 
point to array known as domain pool Fig. 3. 

In the proposed compression algorithm, when 
searching the domain pool for a best-match with a 
particular range, only those domains that are in the 
same Level-II and same class. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

ri1, r
i
2

r i
3, ...., r

i
n

,

for i = 0,1,2,3

Ai =
n∑

j=1

rij (8)

Vi =
n∑

j=1

(rij)
2 − Ai (9)

Major Class 1: A1 ≥ A2 ≥ A3 ≥ A4

Major Class 2: A1 ≥ A2 ≥ A4 ≥ A3

Major Class 3: A1 ≥ A4 ≥ A2 ≥ A3

and
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a)

 

PROPOSED TECHNIQUE -

 

I (P-I)

 

In the domain pool creation phase, Jacquin [10] 
selected squares cantered on

 

a lattice with a spacing of 
one-half of the domain size. It is convenient to

 

select 

domains with twice the range size and then to sub-
sample or average

 

groups of 2 x 2 pixels to get a 
reduced domain with same number of pixels

 

as the 
range as shown in Fig. 4.

 

Figure 4

 

:

 

(left)

 

Each pixel of the domain block is formed by averaging 2 x 2

 

pixel of the image (Jacquins scheme). 
(right)

 

Reduced domain pool formed

 

by calculating the median values of each 2 x 2 block

 

 

 

 

 

 

 

 

 

 

 

In our proposed technique we calculate the 
median of the 2 x 2 pixel blocks

 

instead of taking the 
average or mean of the pixels. It produces better results

 

as median is a better measure (or statistic) of the central 
tendency of data.

 

This is because the mean is 
susceptible to the inuence of outliers (i.e. an

 

extreme 
value that difers greatly from other values). So, this will 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

Algorithm 2 A Speeding Up Fractal Image Compression using Fixed Size
Partition and Hierarchical Classification of Sub-images

1: procedure Proposed
2: Range Pool (R) The image is partitioned into non-overlapping

Fixed size range (4 x 4).
3: Domain Pool (D) The image is partitioned into overlapping Fixed

size domain (8 x 8).
4: Loop Each range block is then divided into upper left, upper right,

lower left and lower right each part is known as quadrant (Si).

Si =
n∑

j=1

rij (10)

5: Thus we observe that there can be in total 4P4 (24) permutations pos-
sible, based on the relative ordering of the summation of pixel intensities
and a corresponding class (class - 1 to 24) is assigned to it.

6: Each of the quadrant is further sub-divided into four sub-quadrants.
7: The sum of pixel values Si,j (i = 0,1,2,3; j = 0,1,2,3) for each sub-

quadrant are calculated.
8: We again obtain the classes each of the sub-quadrants (class 1 to 24)

i.e. for a particular a range /domain block we obtain 16 sub-quadrants
or the domain pool can be classified into 244 = 331776 classes.
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nullify the efect outlier pixel value among the four pixels 
and produce a value that is closer to the majority of pixel 
values. 

The reduced domain pool thus contains the 
median values of the 2 x 2 blocks. 
b) Proposed Technique - II (P-II) 

This is an add-on to the Algorithm 2 [13] that 
has been proposed above, to

 

reduce the number of 
domain-range comparisons.

  

Each of the four quadrants of a domain are 
assigned a number between

 

1 and 24 gives 244 
=331776 cases in total shown in Fig. 5, for the entire

 

sub-image. A number between 1 and 331776 that 
uniquely identifies this

 

Figure 5

 

: Proposed classification scheme

 

 

 

 

 

 

 

 

 

 
 

The main idea behind this procedure is to 
heuristically eliminate the null

 

classes or the classes 
which don't contain any domain.

 

VII.

 

Results and Discussions

 

a) Tools

 

Five standard 512 x 512 x 8 grayscale images 
have been used to test

 

the

 

proposed techniques 5 and 
also for comparison with FISHER24 classification

 

scheme and modified Hierarchical classification [14].

 

The algorithm was implemented in C++ 
programming language running

 

on a PC with following 
specifications: CPU Intel Core 2 Duo 2.0 GHz; RAM

 

4 
GB; OS Ubuntu 14.4 64-bit.

 

b)

 

Research Result

 

The Comparison of compression time for the 
five image files have been made

 

in Table 1. The 
comparison of PSNRs for the same image are given in 
Table

 

2 while space saving are given in Table 3. The 
pictorial representation of

 

compression times, PSNRs, 
space savings and decoding times are illustrated

 

in 
Figures 6, 7, and 8 respectively.

 

  

 

 

 

 

 

Figure 6
 
:
 
Graphical comparison of Compression Time 

(in seconds)
 

 

 

 

 

 

 

 

 

Table 2

 

: Comparison of PSNRs of Images(in dB)

 

 

 

 

 

 

 

 

 Figure 7:

 

Graphical comparison of PSNR (dB) of Images

 
 
 
 
 
 
 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

Table 1: Comparison of encoding time(s) of Images

Image data BFIC Paper [14] Proposed
Aerial 291.081 72.781 0.451

Baboon 304.790 84.618 0.437
Boat 309.488 85.425 0.439

Bridge 322.336 88.303 0.441
Lenna 283.244 72.949 0.492

Image data BFIC Paper [14] Proposed
Aerial 38.67 26.32 23.74

Baboon 36.36 25.61 25.61
Boat 41.93 31.00 26.01

Bridge 39.46 27.43 25.62
Lenna 41.63 32.33 29.22
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particular case is assigned to this sub-image [13]. Thus 
there are a lot of classes which are left empty (i.e. no 
domains are assigned to it).



 

 

Table 3 : Comparison of Space Savings (%) of Images 

 

 

 

 

 

 

 

 

Figure 8

 

:

 

Graphical comparison of Space Saving (%)

 

c)

 

Extended Experimental Result

 

In the previous proposed [13] technique we 
used the minimum domain block

 

size of 8 x 8 pixels. The 
PSNR has been improved by reducing the minimum

 

domain block size to 4 x 4 pixels (range blocks are 2 x 
2). As a trade-of the encoding time is slightly increased. 
This is because, as the block domain

 

size has been 
reduced, the no. of domains in the domain pool 
increases. But

 

the

 

overall efect on PSNR outweighs the 
increased encoding time. So this

 

method is convenient. 
The results have been shown in the tables below based

 

on the comparison of Fisher's method, P-I and P-II.

 

We test the extended technique proposed-I and 
proposed-II with standard

 

Lenna image (512 x 512 x 8). 
For every range block, we use 3 bits to store

 

the scaling 
parameter ai in Eq. 3 and 1 byte to store the mean of 
range block

 

~r. In Fixed size partitioning structure, we 
considered 2 levels which starts 4

 

X 4 domain block size 
and 2 x 2 range block size. We see that, P-I and P-II

 

fractal coding technique is very fast, when PSNR = 30, it 
only takes only

 

1.371 s (P-I) and 1.370 s (P-II)

 

To compare our proposed technique with the 
result of fast method reported by Tong and Wong [27]. 
Tong and Wong improved the algorithm

 

proposed by 
Saupe [17]. To comparison of Tong and Wong, Saupe 
and our

 

method for Baboon(512 x 512 x 8) shown in 
Table. 7.

 

The Comparison of compression time for the six 
image files have been

 

made in Table 4. The comparison 
of PSNRs for the same image are given

 

in Table 5 while 
space saving are given in Table 6. The pictorial 
representation of compression times, PSNRs, space 

savings and decoding times are

 

illustrated in Figures 10, 
11, and 12 respectively. Figure 13 show the close

 

up of 
Standard original images, decoded images after using 
existing as well

 

as proposed P-I and P-II.

 
 
 
 

 
 

Table 4

 

:

 

Comparison of encoding time(s) of Images

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

Image data BFIC Paper [14] Proposed
Aerial 60.94 64.63 91.71

Baboon 53.80 59.36 92.07
Boat 56.76 57.27 90.43

Bridge 56.12 56.34 90.40
Lenna 64.03 64.23 90.23

Image data Fisher P-I P-II
Aerial 147.441 1.373 1.310

Baboon 150.429 2.211 1.988
Boat 160.219 2.098 1.910

Bridge 175.924 2.171 1.798
Lenna 193.066 1.371 1.370

Peppers 150.112 1.435 1.211
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Figure 9

 

:

 

Experimental Results: a. Original image of Lenna (512 x 512 x 8)

 

b. Decoding result using P-I, PSNR = 30.95 dB, compression time = 1.371 s

 

c. Decoding result using P-II PSNR = 30.95 dB, compression time = 1.370

 

s d.Decoding result using Fisher's PSNR = 30.60 dB,compression time =193.066s

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

10

 

: Graphical comparison of Compression Time 
(in seconds)

 

 

 

 

 

 

 

Table 5

 

:

 

Comparison of PSNRs of Images(in dB)

 

 

 

 

 

 

 

 

  
 

 

 

 

 

 

 

 

  

 
  

 

 

 

 

 

Statistical Analysis of Fractal Image Coding and Fixed Size Partitioning Scheme

a. Original image b. Decoding result P-I

c. Decoding result P-II d. Decoding result Fisher’s [6]

Image data Fisher P-I P-II
Aerial 23.22 25.63 25.66

Baboon 23.40 26.55 26.87
Boat 28.44 28.46 28.50

Bridge 25.55 25.61 25.62
Lenna 30.60 30.95 30.95

Peppers 28.10 28.01 28.10
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Table 

 

6

 

:

 

Comparison of Space Savings (%) of Images

 

 

 

 

 

 

 

 

Figure 12

 

:

 

Graphical comparison of Space Saving (%)

 

 

 

 

 

 

 

 

 

of images significantly, when compared to existing 
FISHER24 classification

 

as well as our Fractal image 
compression using hierarchical classification of

 

sub-
image and quadtree partition. PSNRs of decoded 
images using proposed

 

scheme compared FISHER24 
and other papers till date are approximately

 

closer.

 

Moreover PSNR has been improved using 
median as the measure of central tendency instead to 
mean while preparing the reduced domain pool. The

 

encoding time is changed drastically by eliminating the 
empty classes using

 

heuristic approaches.
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Multi Spectral Band Selective Coding for 
Medical Image Compression 

S.Jagadeesh α  & Dr. E.Nagabhooshanam σ 

Abstract- Medical image compression has recently evolved as 
an area of research for progressive transmission. The distance 
based medical diagnosis, demands for high quality imaging at 
faster data transfer rate. As the information’s are highly 
informative, each pixel information defines a sample 
observation. Hence the coding in medical diagnosis need to 
be of higher accuracy than conventional image coding. In the 
approach of image coding multi spectral coding is developed 
as new coding approach to achieve the objective of higher 
visualization accuracy. With this observation in this paper a 
multi spectral coding using multi wavelet transformation is 
developed. The multi spectral coding is improved by a band 
selective approach using inter band correlation factor. The 
evaluation factors for such a coding technique are observed to 
be improved over conventional multi-spectral coding.    
Index Terms: multi-spectral image coding, medical 
image compression, correlative band selection coding. 

I. Introduction 

edical image processing is a very important 
area of application in the field of medicine. 
Every year, terabytes of medical image data are 

generated through advance imaging modalities such as 
magnetic resonance imaging (MRI), computed 
tomography (CT), digital subtraction angiography (DSA), 
positron emission tomography (PET), X-rays and many 
more recent techniques of medical imaging. But storing 
and transferring these huge voluminous data could be a 
tedious job. In recent days, due to the hasty 
development of heterogeneous services in the field of 
image oriented applications, the future digital medical 
images and video applications finds several limitations 
with the available resources. In order to overcome these 
limitations medical images are getting transferred in the 
compressed/coded format. In medical image coding [2] 
diagnosis and analysis are doing well simply when 
coding techniques protect all the key image information 
needed for the storage and transmission. As in 
telemedicine, videos and the medical images are 
transmitted through advanced telecommunication links, 
so the help of medical image coding to encode and 
decode the data without any loss of useful information is 
immense importance for the faster transfer of the 
 

  
 

 
 

  
 

 
 

information. There are many medical image 
compression [1] techniques are available. In current 
approach of image coding, medical imaging finds it 
application in various real time applications. In the area 
of image coding for medical application [2], multi bit 
rate [3] applications are emerging. Conventional coding 
approaches are limited to their application due to 
network diversity issues. In various coding approaches 
the quality of coding allows partial coding for faster 
transportation. The conventional coding approaches 
developed for medical image coding are limited to multi 
stream bit coding at multi bit stream coding. In the case 
of multi bit rate [3] applications, the conventional multi 
bit-stream approaches are constrained and inefficient to 
the heterogeneity issue. At various resolutions and at 
various quality levels the multi bit stream coding allows 
partial decoding. In earlier, various scalable coding 
algorithms have been proposed at various international 
standards, but these earlier coding methods are 
applicable only for limited applications and also having 
limited decoding properties. The main problem of 
conventional multi bit stream approaches, inefficient and 
impractical due to the issue of wide varying 
requirements of user resources. The scalable codec’s 
developed based on bit-level for this system allow 
optimal reconstruction of a medical image from an 
arbitrary truncation point within a single bit-stream. 
Recently, in the field of medical image compression, the 
wavelet transform has been developed as a cutting 
edge technology. Wavelet-based coding [4], [5], [6], [7] 
methods provide an improved picture quality at high 
compression ratios. To achieve the better compression 
performance, the wavelet filters should have the 
property of symmetry, orthogonality, higher 
approximation order and short support. Due to the 
constraints in the implementation, scalar wavelets can’t 
satisfy all these enhanced properties. Compared with 
scalar wavelets, Multiwavelets [8], [9], [12] have several 
advantages and are generated by only a finite set of 
functions. One of the main advantage with multiwavelet, 
it can possess symmetry and orthogonality 
simultaneously [10], [11], whereas the scalar DWT can’t 
possess these two properties simultaneously. These two 
properties of multiwavelet made it to offer the increased 
performance and also high degree of freedom 
compared with scalar wavelets, in image processing 
applications. Though multiwavelet are observed to be an 
effective approach for image compression coding, the 

M 
    

© 2015   Global Journals Inc.  (US)

21

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
II 

V
er
sio

n 
I

Ye
ar

  
 (

)
F

20
15

Author α: Assoc. Prof., Electronics and Communications Engineering 
Department SSJ Engineering College/ JNTUH Hyderabad, India. 
e-mail: jaaga.ssjec@gmail.com
Author σ: Dr. Prof. & Head of the Department Electronics and 
Communications Engineering Department Sridevi Women’s 
Engineering College/ JNTUH Hyderabad, India.
e-mail: enb1234@rediffmail.com



 

 

resulting coefficients of such coding at very large due to 
multiple band decomposition. In the coding of 
multiwavelet though finer coefficients are derived it is 
observed that, among all the decomposed bands few 
bands reflect a similar spatial property as compared to 
others. With this observation, a selective band coding is 
proposed to reduce computational overhead. Band 
selection process is proposed as a developing 
approach in signal processing [13], wherein among ‘K’ 
band of decomposition, ‘k-n’ bands are selected as 
effective bands for processing. Such coding approach 
is termed as Adaptive band filters (ABF) [13]. To achieve 
a greater extent of coding efficiency, these selective 
bands are then coded for bit plane coding using a 
hierarchical coding. The coding approach is a 
hybridization of the zero block [14] and context coding 
[16]. To present the stated work, this paper is presented 
in 5 sections. The approach of multiwavelet coding for 
image compression is outlined in section 2. Section 3 
presents the proposed adaptive coding approach. The 
proposed inter band hierarchical coding in presented in 
section 4. The obtained experimental results are 
presented in section 5. Section 6 outlines the conclusion 
made for the developed work.  

II. Multiwavelet Coding 

The wavelet transform is one of the signal 
transform technique, used commonly in image 
compression. An enhanced version of wavelet transform 
is multiwavelet transform. Multiwavelets and wavelets 
are almost similar but having some important 
differences. Wavelets have only two functions, wavelet 
function Ψ(t) and scaling function Φ(t), whereas 
multiwavelet have multi scaling and multi wavelet 
functions [10]. The scaling function set for multiwavelet 
coding can be written as Φ (t) = [Φ1(t),Φ2(t)…, Φr(t)]T

, 
where Φ(t) is a multi-scaling function. Similarly, the 
multiwavelet function set for multiwavelet coding can be 
written as Ψ(t) = [Ψ1(t), Ψ2(t)…, Ψr(t)]T. in general ‘r’ can 
be a large value, but the study on Multiwavelets to 
present date is for r=2[14]. The two scale equation for 
multiwavelet can be defined as 

𝜙𝜙(𝑡𝑡) = √2∑ 𝐻𝐻𝑘𝑘𝜙𝜙(2𝑡𝑡 − 𝑘𝑘)∞
𝑘𝑘=−∞     … (1) 

𝜓𝜓(𝑡𝑡) = √2∑ 𝐺𝐺𝑘𝑘𝜙𝜙(2𝑡𝑡 − 𝑘𝑘)∞
𝑘𝑘=−∞    … (2) 

Where, {Hk} and {Gk} are matrix filters, i.e., Hk 
and Gk are ‘r x r’ matrices for each integer k. The filter 
coefficients of these filters provide more degree of 
freedom compared with scalar wavelets [4]. Due to this 
extra degree of freedom, the extra useful properties 
such as orthogonality, symmetry and higher order 
approximation can be incorporated into the multiwavelet 
filters.  

Multiwavelets, compared with scalar wavelets, 
can achieve better level of performance with same 
computational complexity. A scalar wavelet transform 

decompose a 2-D image into four blocks for a single 
level of decomposition. Figure.1 (a) shows a single level 
decomposition using scalar wavelet and figure.1 (b) 
shows the subband decomposition using a Multiwavelet 
transform. In this coding, the H and L labels have 
subscripts representing the channel to which the data 
belongs to. For example, L2H1 represents the data from 
the first channel high pass filter in the horizontal 
direction and the second channel in low pass to the 
vertical direction.  

 

     (a) Scalar wavelets.               (b) Multiwavelets. 

Figure 1 : single level subband decomposition of a 2-D 
image 

In the process of multi wavelet transform as the 
decompositions are made for each band isolately, the 
obtained coefficients are hence divided into further 
bands and processing over such ‘n scale-bands’ results 
in processing overhead. It could be observed that in 
multi level band decomposition, the lower level bands 
are derived from the upper level subbands, hence the 
obtained information formulate a quad-band 
decomposition. Wherein each subband is represented 
into 4 lower bands. As these 4 bands are finer details of 
a detail sub band these bands reflects a co-similarity 
among the 4 bands. Hence to reduce the coefficients 
and to retain the property of multi wavelet a selective 
coding for band selection is proposed.  The approach of 
selective coding for band selection is defined in 
following section.  

III.
 

Selective-Mwvlt Coding
 

In various signal and image processing 
applications, refinement of a signal is made to achieve 
higher level of accuracy. In the process of band 
decomposition, it is observed that, finer details reveal 
more clear information’s than the original processing 
signal. However as the band decomposition increases, 
the probability of redundancy among different bands 
increases. This redundancy of information increases the 
processing overhead, and intern makes the system 
slower. Hence it is required to have an adaptive band 
selection process for extracting the actual informative 
band from the processed bands. In the process of 
signal processing a adaptive band selection process for 
subband coding was made in [13]. However no such 
approach of band selection is observed in image 
coding. With reference to band selection process in this 
work the process of adaptive band selection is 
developed for multi wavelet coefficients. Considering the 
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analysis and synthesis filter of the transformation as 
shown in figure 2, the generalized multiband 
decomposition can be shown as; 

 

Figure 2 :  Analysis and synthesis branch of an n-
channel filter bank [13] 

In this process the analysis bank decomposes 
the image I into K subbands, each produced by a 
branch Hz(k) of the analysis bank. After decimation and 
expansion by a factor N, the full band signal is 
reconstructed from the subbands in the synthesis bank 
by filtering with filters Gk(z) followed by summation. The 
analysis filters Hk(n) are derived from the real value of a 
lowpass FIR filter p[n] of even length Lp. For the 
estimation of signal using such filtration cost 
optimization approached is used where the subband are 
processed adaptively termed as subband adaptive filter 
(SAF) [13].The SAF operation is based on the LMS-type 
adaptive filter. The converged of such filter is based on 
the optimization of this LMS function, wherein weight 
functions are used to optimize the mean error. To 
converge the cost function faster in [15] a Normalized 
SAF (NSAF) is proposed. In this approach the 
convergence speed is increased by increasing the 
number of subband filters while maintaining the same 
level of steady-state error. However, it suffers from huge 
complexity when used in adapting an extremely long 
unknown system. To overcome this problem in [17] a 
dynamic selection based NSAF (DS-NSAF) scheme is 
proposed. This approach sorts out a subset of the 
subband filters contributing to convergence 
performance and utilizes those in updating the adaptive 
filter weight. This approach dynamically selects the 
subband filters so as to fulfill the largest decrease of the 
successive mean square deviations (MSDs) at every 
iteration. This approach reduces the computational 
complexity of the conventional SAF with critical sampling 
while maintaining its selection performance. The 
operational approach for the conventional DS-SAF 
approach [15] is as outlined. 

In a SAF system the desired band d(n) that 
originates from an its lowering band  is defined by, 

𝑑𝑑(𝑛𝑛) = 𝑢𝑢(𝑛𝑛)𝑊𝑊𝑜𝑜 + 𝑣𝑣(𝑛𝑛)         … (3) 

where w0is an unknown column vector to be identified 
with an adaptive filter, v(i)

 
corresponds to a variance σv

2
 

for each band, and u(n) denotes a row input vector with 
length M defined as; 

 

𝑢𝑢(𝑛𝑛) = [𝑢𝑢(𝑛𝑛)
 
𝑢𝑢(𝑛𝑛 − 1) …   𝑢𝑢(𝑛𝑛 −𝑀𝑀 + 1)]

 
..  (4)
 

In the process of adaptive selection, the 
Normalized SAF (NSAF) [17] approach was proposed. 
A basic architecture for such coding is as shown in 
figure 3. 

 

Figure 3 :  NSAF filter architecture [15] 

In this approach the image sample is 
partitioned into N subbands by the analysis filters H0(z), 
… Hn-1(z). The resulting subband signals are then 
critically decimated to a lower sampling rate relative to 
their demanded bandwidth. The original signal d(n) is 
decimated to k signals and the decimated filter output at 
each subband is defined as;  

yi,D(k) = ui(k)w(k),            … (5)  

Where, ui(k) is  a 1 x M row such that,  

𝑢𝑢𝑖𝑖(𝑘𝑘) = [𝑢𝑢𝑖𝑖(𝑘𝑘𝑘𝑘),𝑢𝑢𝑖𝑖(𝑘𝑘𝑘𝑘 − 1), … . . ,𝑢𝑢𝑖𝑖(𝑘𝑘𝑘𝑘 −𝑀𝑀 + 1)]and 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤0(𝑘𝑘), 𝑤𝑤1(𝑘𝑘), … … ,𝑤𝑤𝑀𝑀−1(𝑘𝑘)]𝑇𝑇  denotes the 
estimated weight value and the decimated band error is 
then defined by, 

𝑒𝑒𝑖𝑖 ,𝐷𝐷(𝑘𝑘) = 𝑑𝑑𝑖𝑖 ,𝐷𝐷(𝑘𝑘) − 𝑦𝑦𝑖𝑖 ,𝐷𝐷(𝑘𝑘) = 𝑑𝑑𝑖𝑖 ,𝐷𝐷(𝑘𝑘) − 𝑢𝑢𝑖𝑖(𝑘𝑘)𝑤𝑤(𝑘𝑘) … (6) 

Where 𝑑𝑑𝑖𝑖 ,𝐷𝐷(𝑘𝑘) = 𝑑𝑑𝑖𝑖(𝑘𝑘𝑘𝑘) is the reference 
information at each band.  In the process of NSAF the 
weight optimization is defined as, 

𝑤𝑤(𝑘𝑘 + 1) = 𝑤𝑤(𝑘𝑘) + 𝜇𝜇 ∑ 𝑢𝑢𝑖𝑖
𝑇𝑇(𝑘𝑘)

‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 � 𝑒𝑒𝑖𝑖,𝐷𝐷(𝑘𝑘)𝑁𝑁−1
𝑖𝑖=0   … (7) 

Where µ is the step size. 
This weight is used to optimize the band 

selection process where in it takes a large computation 
to converge for the optimization. To overcome this issue 
in [15] a MSD based weight optimization is proposed. In 
this DS-NSAF approach the largest decrease of the 
MSDs between successive iterations is used.  

Hence the weight error vector is then defined 
as, 𝑤𝑤�(𝑘𝑘) = 𝑤𝑤𝑜𝑜 − 𝑤𝑤(𝑘𝑘). The weight optimization is then 
defined as, 

𝑤𝑤�(𝑘𝑘 + 1) = 𝑤𝑤�(𝑘𝑘) −  𝜇𝜇 ∑ 𝑢𝑢𝑖𝑖
𝑇𝑇(𝑘𝑘)

‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 � 𝑒𝑒𝑖𝑖 ,𝐷𝐷(𝑘𝑘)𝑁𝑁−1
𝑖𝑖=0   … (8) 

Using this weight vector and taking the 
expectation a MSD is computed which satisfies the 
absolute expectation as, 

𝐸𝐸‖𝑤𝑤�(𝑘𝑘 + 1) ∥2 � = 𝐸𝐸‖𝑤𝑤�(𝑘𝑘) ∥2 � + 𝜇𝜇2𝐸𝐸 �∑
𝑒𝑒𝑖𝑖 ,𝑑𝑑

2 (𝑘𝑘)
‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 �

𝑁𝑁−1
𝑖𝑖=0 � −

               2𝜇𝜇𝜇𝜇 �∑ 𝑢𝑢𝑖𝑖(𝑘𝑘)𝑤𝑤�(𝑘𝑘)𝑒𝑒𝑖𝑖 ,𝐷𝐷 (𝑘𝑘)
‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 �

𝑁𝑁−1
𝑖𝑖=0 �              … (9) 

≜E‖𝑤𝑤�(𝑘𝑘) ∥2 � 
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Where 

Δ = 𝜇𝜇 ∑ �2𝐸𝐸 �𝑢𝑢𝑖𝑖(𝑘𝑘)𝑤𝑤�(𝑘𝑘)𝑒𝑒𝑖𝑖 ,𝐷𝐷 (𝑘𝑘)
‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 � � − 𝜇𝜇𝜇𝜇 �

𝑒𝑒𝑖𝑖 ,𝑑𝑑
2 (𝑘𝑘)

‖𝑢𝑢𝑖𝑖(𝑘𝑘)∥2 ���
𝑁𝑁−1
𝑖𝑖=0   … (10) 

Defines the difference of MSDs between two 
successive bands. With bands having minimum MSD is 
then chosen to have a selective band for processing 
rather to all decomposed bands. This band selection 
process reduces the processing coefficient with 
minimum deviation due to the selecting criterion of 
minimum MSD value.  To this selected band then a 
modified encoding process is used to achieve higher 
level of compression as presented below. 

IV. Hierarchical Encoding 

In the process of encoding image coefficient for 
compression various approaches of image coding were 
proposed in past. In current system a inter band relation 
coding for wavelet band coefficients are used called as 
hierarchical coding. Various such coding approaches 
are well known such as EZW [14], SPHIT [18], and 
EBCOT [19] etc. In all these coding technique the 
coding takes the advantage of the nature of energy 
relations for subband coefficients in frequency and in 
space. This class of coders applies a hierarchical set 
partitioning process to split off significant coefficients 
with respect to the threshold in the current bit-plane 
coding pass, while maintaining areas of insignificant 
coefficients. In this way, a large region of zero pixels is 
coded into one symbol.   

When an image is wavelet transformed the 
energy in the subbands decreases as the scale 
decreases, so the wavelet coefficients will, on average, 
be smaller in the higher subbands than in the lower 
subbands. In this method for every pass a threshold is 
chosen for which all the wavelet coefficients are 
measured. If a wavelet coefficient is larger than the 
threshold it is encoded and removed from the image, if it 
is smaller it is left for the next pass. When all the wavelet 
coefficients have been visited the threshold is lowered 
and the image is scanned again to add more detail to 
the already encoded image. This process is repeated 
until all the wavelet coefficients have been encoded 
completely or another criterion has been satisfied (such 
as, maximum bit rate criterion).  

As an initialization step, the number of 
magnitude refinement passes that will be necessary is 
determined from the maximum magnitude of the 
coefficients. Initially, all pixels are treated as insignificant. 
The initialization is followed by three major passes – the 
sorting pass, the magnitude refinement pass and the 
quantization step update pass which are iteratively 
repeated in this order till the least significant refinement 
bits are transmitted. During the sorting pass, the pixels 
in the LIP, which were insignificant till the previous pass, 
are tested and those that become significant are moved 

to the LSP. Similarly, the sets in LIS are examined in 
order for significance and those which are found to be 
significant are removed from the list and partitioned. The 
new subsets with more than one element are added to 
the LIS and the single pixels are added to LIP or the 
LSP, depending upon their significance. During the 
magnitude refinement pass, the pixels in the LSP are 
encoded for nth most significant bit. The encoding 
algorithm can be summarized as follows:   
Step-1: initialization 

Output n= �log2(max(𝑛𝑛1,𝑛𝑛2){�𝑐𝑐𝑛𝑛1,𝑛𝑛2�})� 

Set the LSP={∅} 

Set the LIP={(𝑛𝑛1,𝑛𝑛2) ∈ 𝐻𝐻} and 
LIS={𝐷𝐷(𝑛𝑛1,𝑛𝑛2), (𝑛𝑛1,𝑛𝑛2) ∈ 𝐻𝐻} 

Step-2 : Sorting pass  
Step-2.1 : For each entry in the LIP, output the 
significance (“1” if significant, “0” if not significant). If 
found significant, remove it from the LIP and add to the 
LSP.  

Step-2.2 : For each entry in the LIS, output the 
significance. If found significant, output its sign. Perform 
the set partitioning using the rule-2 or rule-3, depending 
upon whether it is the 𝐷𝐷(𝑛𝑛1,𝑛𝑛2) set or the 𝐿𝐿(𝑛𝑛1,𝑛𝑛2) set. 
According to the significance, update the LIS, LIP and 
LSP.  

Step-3 : Refinement pass:  

For each entry in the LSP, except those which 
are added during the sorting pass with the same n, 
output thenth

 most significant bit.  

Step-4: Quantization-step update pass 

In this pass, n is decremented by 1 and the 
steps-2, 3 and 4 are repeated until n = 0. 

The decoder steps are exactly identical. Only 
the output from the encoder will be replaced by the input 
to the decoder. 

The proposed approach reduces the 
processing overhead by the selective approach for 
multiple bands generated in the process of multi wavelet 
transformation, and a modified encoding approach to 
hierarchical coding is proposed resulting in minimization 
of processing overhead. To evaluate the proposed 
approach a simulation on the developed approach is 
carried out, the obtained results are as explained in 
section 5. 

V. Result Observations 

A comparative analysis is carried out for the 
developed approaches, wherein a qualitative 
measurement of the proposed approach of selective 
MWVLT (S-MWLT) is carried over the conventional multi 
wavelet coding (MWVLT) and DWT based coding. For 
the process of evaluation various test samples were 
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tested and the observations obtained are as illustrated 
below. 
 

 Figur  4 :
 
Original Sample

 The original sample of a uniform dimension of 
256 x 256 is taken.  The test sample is made to a 
uniform dimension to provide a generality in the 
proposed coding. A test sample taken for evaluation is 
shown in figure 4. 

 

                             (a)                           (b)

 Figure 5 :

 

Noised sample at, (a) σ=0, (b) σ=0.03

 For the evaluation of the developed approaches 
over different noise variance the test sample is 
processed with  salt and pepper nose with different 
noise variance. The effected samples at different noise 
variance is shown in figure.5. These samples are 
processed for resolution decomposition. 

 

 Figure 6 :

 

DWT decomposed bands

 The process of DWT based band 
decomposition for multi spectral coding is shown in 
figure.6. The original test sample is passed via 
hierarchical filter bank units to extract the high and low 
band resolution spectrums in 1 scale levels. 

 

 

                        

(a)                                (b)

 

Figure 7 :

 

Recovered samples for DWT at, (a) σ=0, (b) 
σ=0.03

 

The recovered image samples after the DWT 
based coding at different noise variances is shown in 
figure 7 (a) and(b). The same test sample is then 
processed for multiwavelet coding. The observation for 
such coding is as illustrated. 

 

 

Figure 8 : Decomposed

 

Bands using Multi-wavelet 
Decomposition

 

The decomposed bands of multi wavelet bands 
is shown in figure 8. The decomposition of multiple band 
per resolution could be clearly observed, where each 
resolution band is further decomposed into 4 lower sub 
bands. 

 

                          (a)                             (b)

 

Figure 9 :

 

Recovered samples for MWT at, (a) σ=0, (b) 
σ=0.03

 

The recovered samples based on the coding of 
multiwavelet decomposition is illustrated in figure 9 
(a)and (b) under a noise variance of 0and 0.03 
respectively. Wherein to optimize the operational 
performance to such coding a selective coding was 
proposed. The selected band for this multiband using 
proposed S-MWT is shown in figure 10. 

 

 

Figure 10 : Selected Bands using S-MWT

 

Due the optimal selection of reference bands for 
each spectral band based on optimal LMSE selection, 

Original image

Noised sample Noised sample

img recovered img recovered

MWVLT bands

img recovered img recovered

SEL bands
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the processing coefficient is minimized as well with the 
selection approach, PSNR is improved. To obtain the 
multi-spectral bands in S-MWT the selected are 
replicated. The regenerated bands for the selected band 
is as shown in figure 11.  

 

Figure 11:  Regenerated bands for Multi-wavelet coding 
For such selected bands the recovered samples at 

different noise variance is show in figure 12 

 

                          (a)                               (b) 

Figure 12 : Recovered samples for MWT at, (a) σ=0, (b) 
σ=0.03 

To evaluate the coding performance of the 
developed coding system a parametric evaluation of the 
suggested methods is performed, the obtained 
observations are as illustrated below.  

 

Figure 13 : Compression ratio with variation in coding 
rate 

The compression ratio is observed to be 
improved in case of S-MWVLT coding with increase in 
coding rate. It is observed that at lower coding rate the 
compression is considerably high in case of MWVLT 
coding, as comparison to other two methods, however 
with increase in coding rate this factor get reduced in 
MWVLT and increases in S-MWVLT. This is achieved 
due to appropriate selection of bands, which reduces 
the coding coefficients, hence at higher coding rate; the 
number of processing bits is minimized. 

 
Figure 14 : Overhead with variation in coding rate 

The overhead for the developed methods are 
observed to be increasing with increase in coding rate. 
This is comparatively higher in case of MWVLT coding, 
wherein lower in S-MWVLT coding and minimum is DWT 
based coding.  

 

Figure 15 :  Computation Time with variation in coding 
rate 

The computation time taken for processing of 
these coefficients are recorded and illustrated in 
figure15. The processing time taken is considerably 
lower than MWVLT in proposed approach. 

 

Figure 16 :
 
PSNR with variation in coding rate

 

The PSNR for the developed approach is as 
illustrated in figure16. It is observed that, PSNR for the 
proposed approach of higher due to proper selection of 
multispectral bands and is retained about constant level 
at higher coding rates as well. A simulation test on 
various such medical samples are carried out and the 
obtained processing overhead and PSNR is as 
illustrated in table I,II respectively. 
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Table I : Observation for overhead over different 
noise variance 

 
Table II : Observation for PSNR over different noise 

variance 

VI. Conclusion 

A new encoding approach for image 
compression is developed. The process of band 
selection for multi spectral information of multi wavelet 
coefficients is proposed. The approach of band 
selection process for subband coding based on 
normalized sub band coefficient selection procedure is 
adapted for band selection process. A least mean band 
difference for lower levels of band coefficient is 
proposed to achieve band selection procedure. To 
achieve optimal coefficient section process for 
hierarchal coding a pre tracing for multiple selected 
bands is proposed. The approach of hierarchical coding 
is hence optimized by a 1-dimentional tracing approach 
to obtain selective coefficient for performing hierarchical 
coding. The process of coefficient selection is achieved 
by the process of threshold correlation process as 
carried in conventional hierarchical coding. The process 
of encoding is then modified to encode the selected 
coefficients reducing the processing overhead for 
compression. 
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specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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