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Design of a Five Stage Pipeline CPU with
Interruption System

Abdulrageb Abdullah Saeed Abdo * & Professor. Liu Yijun °

Abstract- A central processing unit (CPU), also referred to as a
central processor unit, is the hardware within a computer that
carries out the instructions of a computer program by
performing the basic arithmetical, logical, and input/output
operations of the system. The term has been in use in the
computer industry at least since the early 1960s.The form,
design, and implementation of CPUs have changed over the
course of their history, but their fundamental operation remains
much the same. A computer can have more than one CPU;
this is called multiprocessing. Al modern CPUs are
microprocessors, meaning contained on a single chip. Some
integrated circuits (ICs) can contain multiple CPUs on a single
chip; those ICs are called multi-core processors. An IC
containing a CPU can also contain peripheral devices, and
other components of a computer system; this is called a
system on a chip (SoC).Two typical components of a CPU are
the arithmetic logic unit (ALU), which performs arithmetic and
logical operations, and the control unit (CU), which extracts
instructions from memory and decodes and executes them,
calling on the ALU when necessary. Not all computational
systems rely on a central processing unit. An array processor
or vector processor has multiple parallel computing elements,
with no one unit considered the "center". In the distributed
computing model, problems are solved by a distributed
interconnected set of processors.

In this paper, firstly | introduce the development of
CPU and the background of this paper. On the foundation of
that | explicitly introduce the architecture of RISC CPU and
MIPS CPU which based on RISC architecture, paving the way
for the design of my paper. And then | discuss the design of a
five stage pipeline CPU based on MIPS instruction. The CPU in
this paper mainly includes pipeline module, control module,
interruption module and RAM\ROM module. Using EDA
verification software Modelsim to verify the design on
functional level and gate level. Finally | download the design to
a development-board based on Altera Cyclone4 FPGA. The
result of the verification shows that all functions can be
achieved.
Keywords: CPU; MIPS; pipeline; Interruption.
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[. INTRODUCTION

a) Research status of CPU design and trend

PU is one of the main devices of a computer. Its

main function is to explain computer’s instruction

and deal with the data of software. The
programmable ability of computer generally means to
program CPU. Central process unit, inner memory and
input/output device are three core components of
modern computer. Before 1970s, CPU is composed of
several individual units. Later the CPU manufactured by
semiconductor was developed. The complex circuits of
a microprocessor can be made as a tiny unit with
powerful function.

Central processor broadly means a series of
logic machines that can perform complex computer
programs. The term has been in use in the computer
industry at least since the early 1960s. The form, design,
and implementation of CPUs have changed over the
course of their history, but their fundamental operation
remains much the same.

A computer can have more than one CPU; this
is called multiprocessing. All modemn CPUs are
microprocessors, meaning contained on a single chip.
Some integrated circuits (ICs) can contain multiple
CPUs on a single chip; those ICs are called multi-core
processors. An IC containing a CPU can also contain
peripheral devices, and other components of a
computer system; this is called a system on a chip
(SoC).

© 2015 Global Journals Inc. (US)
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Two typical components of a CPU are the
arithmetic logic unit (ALU), which performs arithmetic
and logical operations, and the control unit (CU), which
extracts instructions from memory and decodes and
executes them, calling on the ALU when necessary.

Not all computational systems rely on a central
processing unit. An array processor or vector processor
has multiple parallel computing elements, with no one
unit considered the ‘'center". In the distributed
computing model, problems are solved by a distributed
interconnected set of processors.

Figure 1-1 : Intel Phenom Quad-Core

Moore's Law makes us can expect the general
situation in the future development of the CPU.
Undoubtedly,  high  performance, low  power
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consumption, high speed and low cost are the future
direction of development.

1. Smaller wiring width and more transistors

Nowadays, Intel's and AMD’s CPUs have used
0.18 or even 0.13 micrometer technology. For current
silicon chips, reducing the wiring width is the key to
raising the speed of the CPU.

Experts predict that the design of monolithic
integrated chip system will reach such a number of
indicators - the minimum feature size reaches 0.1
micrometer, chip integration reaches 200 million
transistors. And some breakthroughs are also made
from the aspect of the production process. IBM has
developed a new chip packaging technology, by which
the chip manufacturers can use aluminum instead of the
traditional copper wire connections to connect
transistors on a chip. Since copper conductors can be
made thinner than the aluminum wire, so that the chip
can be integrated on a larger number of transistors,
which makes the packaging unit of the computing
power has been greatly improved. Copper processor
chip has become the future direction of development.
Researches of copper chip have been performed by
many chipmakers such as Intel and AMD.

2. 64-bit CPU chip manufacturers dominate the market

With the release of Intel Itanium, personal PC
processor market will also be transited into 64-bit. 64-
bitCPUcan handle64-bitdataand 64-bitaddresses and
can provide higher accuracy and larger memory
addressing range.

3. Higher bus speeds

Nowadays the bus has increasingly limited the
performance of CPU. For which various manufacturers
are seeking ways to improve bus speed. It's expected
that within three years Bus speed should be able to
exceed 1GHz.

96 4G

256 212M
128M
64M

tanium™
Pentium® 4
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Figure 1-2 : Moore's Law and the development of IC integration
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b) RISC and Pipeline processing

Reduced Instruction Set Computing is a design
pattern for computer central processor. This design idea
has reduced the number of instructions and addressing
modes, making implementation easier, higher
instructions parallelism, and a more efficient compiler.
Current common RISC microprocessors includes DEC
Alpha. ARC. ARM. AVR. MIPS. PA-RISC. Power
Architecture (PowerPC. PowerXCell) and SPARC.

From the earliest, RISC's name comes from the
Berkeley RISC project held by David Patterson in the
University of California, Berkeley. But before him, people
has been proposed a similar design philosophy. IBM
801 project, held by John Cork, started in 1975 and
finished in 1980, probably is the first system designed
under the concept of reduced instruction set. This
design concept originated from the discovery that
although many of the features of traditional processor
are designed to make the code easier to write, but these
complex features require several cycles to achieve and
often are not used by the program. In addition, the
difference between the speed of the processor and the
main  memory has become increasingly bigger.
Prompted by these factors, a series of new technologies
were introduced, making the processor's instruction
executed in pipeline while reducing the number of
Processor memory access.

In the early period, Characteristics of such an
instruction set is the small number of instructions, each
instruction word in standard length, short execution
time, and implementation details of the central
processor for the machine-level program is visible and
so. In fact in the later development, RISC and CISC have
learned each other during the process of competitions.
Now the RISC instruction set also has reached hundreds
and operating cycle are no longer fixed. Nonetheless,
fundamental principles of RISC design - optimization for
pipelined processor — have not changed yet. And
following this principle, a concurrent variant of RISC is
developed — named VLIW — combining the short and
length unity instructions into very long instruction. Each
time you run a very long instruction, equal to
concurrently run multiple short instructions.

On the other hand, the most common complex
instruction set x86 CPU, although the instruction set is
CISC, but it will make every effort to accelerate the
hardware circuit to control commonly used simple
instructions. Complex instruction which is not used often
will be given to micro-code sequencer to “decode slowly
and run slowly”. Hence it's called "RISCy x86".

RISC processor should be designed to not only
make effective execution pipeline processing, but also
enable optimizing compiler optimized instruction
generated code. Below, we will describe RISC processor
design principles and techniques.

1. Efficient pipelining

The relation in pipeline means because there is
some association in adjacent or similar instruction, later
instruction cannot be executed within originally
designated clock cycle. In general, the pipeline relation
is divided into the following three types.

1. Data hazards Data hazards occur when instructions
that exhibit data dependence modify data in
different stages of a pipeline. Ignoring potential data
hazards can result in race conditions (sometimes
known as race hazards).

2. Structural hazards A structural hazard occurs when
a part of the processor's hardware is needed by two
or more instructions at the same time. A canonical
example is a single memory unit that is accessed
both in the fetch stage where an instruction is
retrieved from memory, and the memory stage
where data is written and/or read from memory.[3]
They can often be resolved by separating the
component into orthogonal units (such as separate
caches) or bubbling the pipeline.

3. Control hazards (branch hazards) Branching
hazards (also known as control hazards) occur with
branches. On many instruction pipeline micro-
architectures, the processor will not know the
outcome of the branch when it needs to insert a
new instruction into the pipeline (normally the fetch
stage).

There are several methods used to deal with
hazards, including pipeline stalls/pipeline bubbling,
register forwarding, and in the case of out-of-order
execution, the scoreboarding method and the Tomasulo
algorithm.

2. Short cycle time

To increase the clock frequency by optimizing
the process. To optimize circuit design structure, reduce
instruction fetching time and read/write latency, thus
reducing instruction period, which can greatly improve
the efficiency of the machine.

3. Load/Store Structure

Load/Store Structure is used to transfer data
between register file and memory. Load is used to fetch
data from memory, while store is used to store data into
memory. These two instructions are used frequently and
is the most significant one in the instruction set.
Because the other instructions can only handle register
file. When data is in the memory, you have to load the
data into register file, and store the data back into it after
execution. In the register file, you don’t have to access
the memory when data have to be used again. This
Load/Store structure is the key for single period clock
execution.
4. Simple fixed format instruction system

RISC designers focus on those frequently used
commands, and try to make them simple and efficient
features. For not commonly used functions we often

© 2015 Global Journals Inc. (US)
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accomplished through a combination of instruction.
Therefore, when implementing the special features on
RISC machines, the efficiency may be lower, but you
can use pipelining and superscalar techniques to
improve and make up. While the CISC instruction set
computer is rich, with special instructions to perform
specific functions. Therefore, the efficiency of handling
special tasks is higher.

5. No micro-code technology

Since RISC use Simple, rational and simplified
instruction addressing modes, so it does not need
micro-code technology, which means without micro-
code ROM, but execute instruction directly in the
hardware. This means eliminating the original machine
microcode instructions into the intermediate step, and it
reduce the number of machine cycles needed to
execute an instruction. Also it saves space so that the
chip can be saved using the microprocessor chip space
expansion function.

6. Huge register file

A register file (register file) is an array consisting
of a plurality of registers in the CPU, which usually
realized by a fast static random access memory
(SRAM).This RAM has a dedicated reading port and
writing port, multiple concurrent accessing different
registers. CPU's instruction set architecture is always
defined a number of registers used for temporary
storage of data between memory and CPU computing
components. In a more simplified CPU, these
architectures  registers  (architectural  registers)-
correspondence with the physical register within the
CPU. In a more complex CPU, we use register renaming
techniques, during the execution architecture which
makes physical storage entry in the register which
corresponds to the register file(physical entry stores)is
dynamically changed. Register file is part of the
instruction set architecture. The program can be
accessed, which is transparent to the CPU cache
(cache) different.

7. Harvard bus architecture

Harvard architecture is a memory structure to
store program instructions and data separately. First, the
CPU read program instruction in the program instruction
memory. And then it gets the data address after
decoding. Then it reads data in the according data
memory, finally handle next execution (usually
instruction). Instruction store and data store is
separated, while Storing data and instructions can be
simultaneously. Data and instruction can have different
data width. For example, Microchip’s PIC16’s program
instruction is 14 bit width, while data is 8 bit width.
Harvard bus architecture CPU usually has relatively high
execution efficient. Program instructions and data
organization and  storage  instructions  apart,
implementation can be pre fetch the next instruction.
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8. Delayed branch

Insert one or several effective instruction in the
branch instruction. When the program is executed, after
these into the instruction execution is completed, then
executes the instruction, therefore, transfer instruction
seems to be delayed, this technique known as delayed
transfer of technology.

9. Hardwired controller

Once control unit was build, unless redesigned
and remapping, it's impossible to add new functions.
Hard-wired controller is one of the most complex logic
components in the CPU. When executes different
machine instructions, it decodes the instruction through
activates a series of different control signals, making the
control unit has few explicit structure and in a mess.
Since that, hard-wired controller is replaced by micro-
program controller. However, under the same
semiconductor process, hard-wired controller is faster
than micro-program controller.

10. Assembly technology optimization
11. Highlevel programming language oriented

c) Structure and content

This paper describes the design of a five-stage
pipeline CPU with interruption system. Including CPU’s
research background, instruction set, pipeline data path
and the design of interruption and exception system.
And we use EDA tools for the simulation of the design.
Finally we proof that the design meets the performance
requirement.

The chapters are arranged as follows

Chapter one is the brief introduction of the
research background. It mainly introduces the
background and related research status and CPU's
integrated circuit industry.

Chapter two is the brief introduction of the
development platform and MIPS architecture. It mainly
introduces the software and hardware development
platform for the project and FPGA'’s design flow. It also
introduces MIPS architecture.

Chapter three describes the design of pipeline
data path. It introduces the pipeline design method, the
composition of the pipeline and design and verification
of associated component.

Chapter four describes the design of
interruption and exception circuits. It introduces the
principal of exception circuits and verification of related
components.

Chapter five is CPU functional verification.

[I. DEVELOPMENT PLATFORM AND MIPS
ARCHITECTURE
This chapter mainly introduces the development

platform of this paper — the EDA development and
verification system based on Altera Cyclone4 FPGA and



Quartus + Modelsim. Then we will introduce the
background of our design — MIPS instruction set and
architecture.

a) Technology for CPU hardware and

implermentation

i. Hardware description language

In electronics, a hardware description language
or HDL is a specialized computer language used to
program the structure, design and operation of
electronic circuits, and most commonly, digital logic
circuits.

A hardware description language enables a
precise, formal description of an electronic circuit that
allows for the automated analysis, simulation, and
simulated testing of an electronic circuit. It also allows
for the compilation of an HDL program into a lower level
specification of physical electronic components, such as
the set of masks used to create an integrated circuit.

A hardware description language looks much
like a programming language such as C; it is a textual
description consisting of expressions, statements and
control structures. One important difference between
most programming languages and HDLs is that HDLs
explicitly include the notion of time.

HDLs form an integral part of Electronic design
automation systems, especially for complex circuits,
such as microprocessors.

design

ii. Structure of HDL

HDLs are standard text-based expressions of
the spatial and temporal structure and behavior of
electronic systems. Like concurrent programming
languages, HDL syntax and semantics include explicit
notations for expressing concurrency. However, in
contrast to most software programming languages,
HDLs also include an explicit notion of time, which is a
primary attribute of hardware. Languages whose only
characteristic is to express circuit connectivity between a
hierarchy of blocks are properly classified as netlist
languages used in electric computer-aided design
(CAD). HDL can be used to express designs in
structural, behavioral or register-transfer-level
architectures for the same circuit functionality; in the
latter two cases the synthesizer decides the architecture
and logic gate layout.

HDLs are used to write executable
specifications for hardware. A program designed to
implement the underlying semantics of the language
statements and simulate the progress of time provides
the hardware designer with the ability to model a piece
of hardware before it is created physically. It is this
excitability that gives HDLs the illusion of being
programming languages, when they are more precisely
classified as specification languages or modeling
languages. Simulators capable of supporting discrete-
event (digital) and continuous-time (analog) modeling
exist, and HDLs targeted for each are available.

| orpsoc_bench |

lor1200_monitor ]|

[ orpsoc_fpga_top |

leth_top| | |uart_top|
| audio_top | | ps2_top | | ssvga top |
CPU Memory Peripheral
Subsystem Subsystem Subsystem

Figure 2-1 . an example of Verilog HDL hierarchy

ii. Comparison with control-flow languages

It is certainly possible to represent hardware
semantics using traditional programming languages,
which operate on control flow semantics as opposed to
data flow, such as C++, although to function as such,
programs must be augmented with extensive and
unwieldy class libraries. Primarily, however, software
programming languages do not include any capability
for explicitly expressing time, and this is why they cannot
function as hardware description languages. Before the

recent introduction of SystemVerilog, C++ integration
with a logic simulator was one of the few ways to use
OOP in hardware verification. SystemVerilog is the first
major HDL to offer object orientation and garbage
collection.

Using the proper subset of hardware
description language, a program called a synthesizer (or
synthesis tool) can infer hardware logic operations from
the language statements and produce an equivalent
netlist of generic hardware primitives to implement the
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specified behavior. Synthesizers generally ignore the
expression of any timing constructs in the text. Digital
logic synthesizers, for example, generally use clock
edges as the way to time the circuit, ignoring any timing
constructs. The ability to have a synthesizable subset of
the language does not itself make a hardware
description language.

iv. Design using HDL

As a result of the efficiency gains realized using
HDL, a majority of modern digital circuit design revolves
around it. Most designs begin as a set of requirements
or a high-level architectural diagram. Control and
decision structures are often prototyped in flowchart
applications, or entered in a state-diagram editor. The
process of writing the HDL description is highly
dependent on the nature of the circuit and the designer's
preference for coding style. The HDL is merely the
'capture language,' often beginning with a high-level
algorithmic description such as a C++ mathematical
model. Designers often use scripting languages (such
as Perl) to automatically generate repetitive circuit
structures in the HDL language. Special text editors offer
features for automatic indentation, syntax-dependent
coloration, and macro-based expansion of entity/
architecture/signal declaration.

The HDL code then undergoes a code review,
or auditing. In preparation for synthesis, the HDL
description is subject to an array of automated
checkers. The checkers report deviations from
standardized code guidelines, identify potential
ambiguous code constructs before they can cause
misinterpretation, and check for common logical coding
errors, such as dangling ports or shorted outputs. This
process aids in resolving errors before the code is
synthesized.

In industry parlance, HDL design generally ends
at the synthesis stage. Once the synthesis tool has
mapped the HDL description into a gate netlist, this
netlist is passed off to the back-end stage. Depending
on the physical technology (FPGA, ASIC gate array,
ASIC standard cell), HDLs may or may not play a
significant role in the back-end flow. In general, as the
design flow progresses toward a physically realizable
form, the design database becomes progressively more
laden with technology-specific information, which cannot
be stored in a generic HDL description. Finally, an
integrated circuit is manufactured or programmed for
use.

v. Simulating and debugging HDL code

Essential to HDL design is the ability to simulate
HDL programs. Simulation allows an HDL description of
a design (called a model) to pass design verification, an
important milestone that validates the design's intended
function (specification) against the code implementation
in the HDL description. It also permits architectural
exploration. The engineer can experiment with design
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choices by writing multiple variations of a base design,
then comparing their behavior in simulation. Thus,
simulation is critical for successful HDL design.

To simulate an HDL model, an engineer writes a
top-level simulation environment (called a testbench). At
minimum, a testbench contains an instantiation of the
model (called the device under test or DUT), pin/signal
declarations for the model's I/O, and a clock waveform.
The testbench code is event driven: the engineer writes
HDL statements to implement the (testbench-generated)
reset-signal, to model interface transactions (such as a
host-bus read/write), and to monitor the DUT's output.
An HDL simulator — the program that executes the
testbench — maintains the simulator clock, which is the
master reference for all events in the testbench
simulation. Events occur only at the instants dictated by
the testbench HDL (such as a reset-toggle coded into
the testbench), or in reaction (by the model) to stimulus
and triggering events. Modern HDL simulators have full-
featured graphical user interfaces, complete with a suite
of debug tools. These allow the user to stop and restart
the simulation at any time, insert simulator breakpoints
(independent of the HDL code), and monitor or modify
any element in the HDL model hierarchy. Modemn
simulators can also link the HDL environment to user-
compiled libraries, through a defined PLI/VHPI interface.
Linking is system-dependent (Win32/Linux/SPARC), as
the HDL simulator and user libraries are compiled and
linked outside the HDL environment.

Design verification is often the most time-
consuming portion of the design process, due to the
disconnect between a device's functional specification,
the designer's interpretation of the specification, and the
imprecision of the HDL language. The majority of the
initial  test/debug cycle is conducted in the HDL
simulator environment, as the early stage of the design
is subject to frequent and major circuit changes. An
HDL description can also be prototyped and tested in
hardware — programmable logic devices are often used
for this purpose. Hardware prototyping is comparatively
more expensive than HDL simulation, but offers a real-
world view of the design. Prototyping is the best way to
check interfacing against other hardware devices and
hardware prototypes. Even those running on slow
FPGAs offer much shorter simulation times than pure
HDL simulation.

b) EDA system

i. Quartusll

Quartus Il is a software tool produced by Altera
for analysis and synthesis of HDL designs, which
enables the developer to compile their designs, perform
timing analysis, examine RTL diagrams, simulate a
design's reaction to different stimuli, and configure the
target device with the programmer. The latest version is
13sp1 which is a service pack of version 13.



ii. Modelsim
Mentor Graphics was the first to combine single
kernel simulator (SKS) technology with a unified debug
environment for Verilog, VHDL, and SystemC. The
combination  of  industry-leading, native = SKS

performance with the best integrated debug and
analysis environment make ModelSim® the simulator of
choice for both ASIC and FPGA designs. The best
standards and platform support in the industry make it
easy to adopt in the majority of process and tool flows.

ANALYZE

MIXED HDL SIMULATION

CREATE

SIMULATE

[ CODE
| COVERAGE |

MAMNAGE

Figure 2-2 : Modelsim simulation structure

c) FPGA design and verification

Field-programmable gate array (FPGA) is a
device that has numerous gate (switch) arrays and can
be programmed on-board through dedicated Joint Test
Action Group (JTAG) or on-board devices or using
remote system through Peripheral Component
Interconnect Express (PCle), Ethernet, etc. FPGAs are
based on static random-access memory (SRAM). The
contents of the memory of an FPGA erase once the
power is turned off. Usually, FPGAs can be programmed
several thousands of times without the device getting
faulty.

Fig. 2-3 shows the architecture of an FPGA. It
includes logic blocks, input/output (I/O) cells, phase-
locked loops/delay-locked loops (PLLs/DLLs), block
RAM and interconnecting matrix. Nowadays, FPGAs are
also coming up with several hard intellectual property
(IP) blocks of PCle, Ethernet, Rocket /O, PHYs for DDR3
interfaces and processor cores (for example, PowerPC
in Xilinx Virtex-5 FPGA and ARM cores in both Xilinx and
Altera series FPGAS).

To level up with the new technology, both Xilinx
and Altera have come up with new series of FPGAs
(Virtex 7 from Xilinx and Stratix-V from Altera), which are
manufactured with TSMC’s 28nm  silicon technology.
These FPGAs focus on a high speed with low power
consumption using various parameters and bringing

down the FPGA core voltage to as low as 0.9V. Along
with the new FPGAs, Xilinx and Altera are also focused
on improving their synthesis tools to meet the routing
constraints and to analyze the timing and power
consumption of the FPGA.
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Figure 2-3 : FPGA architecture

As the aim here is to learn the basic technique
of FPGA design to work with both the tools and devices,
let’s get back to the design flow through the steps.

Step 1: Requirement analysis and SRS preparation

Before starting work on the design, all
requirements should be documented as system
requirement specification (SRS) by designers and
approved by various levels in the organization, and most
importantly, the client. During this phase, FPGA
designers, along with the hardware team, should identify
suitable FPGAs for the project. This is very important
because designers need to know parameters such as
the I/O voltage levels, operating frequency and external
peripheral interfaces.

It is also important to determine which IP cores
are available with the tools or FPGA family used for the
project. Some IP cores are free, while others are
licensed and paid for. This cost should be reviewed
several times by the team before releasing it to the client
and listed separately for approval from the client or
management.

The SRS should contain the following (the list
pertains to the FPGA only):

1. Aim of the project

2. Functionalities to be handled by the design,
followed by a short description

3. A concept-level block diagram depicting the major
internal peripherals/IPs of the FPGA

4. FPGA vendor, family, speed grade, package, core
voltage, supported 1/O levels, commercial/industrial

type
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5. List of blocks that will be used as IPs. Mention
clearly what's available for free with the vendor-
provided IPs, hard IPs available within the FPGA and
paid licensed IPs to be used

6. Type of processor interfaces used (soft processor or

external processor interfaces)

Type of memory interfaces used

8. A section about the timing diagram of the major
peripheral interfaces such as the processor
interface and flash interface.

9. Type of FPGA configurations to be used

10. Reset and clock interface planned

11. A Dbrief summary of the estimated resources
required for implementation of the logic and I/O pins
to be used

12. HDL (VHDL, Verilog, ‘C’ or mixed) used for RTL
coding, tools and version to be used for synthesis,
implementation and simulation

To calculate the approximate resources
required, go through the IP datasheets for the resources
used for each IP, and also calculate the resources used
by custom RTL. There is no rule of thumb for calculating
resources at this level. These can be calculated
approximately based on experience, reviews or analysis.
The most important thing is to get the resource
requirement reviewed by the hardware team, software
team and a third party several times before submitting it
to the client.

Step 2: Detailed design document preparation

Once the SRS is approved by the client, the
next phase is to make the detailed design document.

~



This document should consist of:

1.
2.
3.

~

Brief introduction to the project

FPGA part details with proper specification
Detailed block diagram depicting the
modules of the FPGA design

Top-level module block diagram showing input and
output ports with their active levels and voltage
levels which are connected to the external
peripherals, connectors and debug points
Hierarchical tree of the modules

Each module should have:

i. Detailed explanation of the functionality
ii. Register information
iii. List of input and output ports with source and
destination module name, and active level of
the signal
iv. A block diagram/digital circuit diagram of finite-
state machines indicating how the RTL will be
implemented
v. Clock frequency to be used, if a synchronous
module is used
vi. Reset logic implementation
vii. File name which will be implemented
viii. Approximate FPGA resource utilization
ix. Testbench  for testing each
independently

Input system clock frequency and reset level
Explanation of how the internal clock frequencies
are derived—using phase-locked loop (PLL) or
delay-locked loop (DLL) with the input clock. Also,
explain how the global clock buffers are used.
Mention clock signals with their frequency and
voltage levels that are driven out of the FPGA for
external peripherals.

internal

module

9. A simulation environment setup for the design
(called ‘device under test) with a top-level
testbench. A block diagram indicating how the clock
source, reset and pattern generators, and bus
functional modes are connected to the top-level
module under testing will be helpful here. Mention
how log files are used to register the activity of the
required signal
Make a page with the heading ‘FPGA Synthesis and
Resource Utilization.” Keep it blank with a note that
once the final implementation is done, this page will
be updated
11. Under the heading ‘Timing Analysis,” mention the
major timing parameters of the control signals to be
maintained, with a timing budget and waveform
drawn manually or using timing analyzer tool.
Mention the major timing constraints that will be
used in the UCF or QSF files of the design
As mentioned in Step 1, the FPGA team
members, hardware and software team members and
architects should review the document at several stages
before releasing it to the client.

Step 3: Design entry and functional simulation

Each module owner should develop a
testbench for his module, capture simulated waveforms
or assertion-based log report, and get it reviewed by the
team lead. Before going for synthesis, every module
should be verified thoroughly for functionality using
simulation. Regular code review will help to reduce
errors and simulation time. Once the simulation of
individual modules is done, the next step is to integrate
the module and do full-system-level functional
simulation with assertion-based log report.

10.
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Figure 2-4 : FPGA design flowchart
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Step 4: Synthesis

If the functional simulation
requirement, the next phase is synthesis.

In this phase, the integrated project is
synthesized using a vendor-specific synthesis tool
based on the optimization settings. Whenever RTL is
modified, it is always good to complete Step 3 with unit-
level and full-system functional simulation. Always follow
vendor-specific coding guidelines and library modules
for better optimization of the design.

During this phase, synthesis tools verify the
design for syntax errors and do block-level floor
planning.

Step 5: Adding design constraints

Once synthesis is complete, constraints can be
added to the design. These constraints are usually
included in a separate flee where the designer lists out
the signal with its corresponding FPGA pin number, 1/O
voltage levels, current-driving strength for output
signals, input clock frequency, hard block or module
location, timing paths to be ignored, false paths, other
IP-specific constraints recommended by the vendor, etc.
This information is passed on to the placement phase.

Step 6: Placement and routing phase

Before routing, the synthesis tool maps the
buffers, memory and clock buffers to the specific vendor
libraries. That is, in this phase, logical blocks are
translated into physical file format. Then, in the place-
and-route process, the tool places and routes the
design considering the user constraints and
optimization techniques. Timing simulation can be done
at this stage to verify the functionality, so that the design
meets all the functional and timing requirements.

Step 7: Programming file generation

After obtaining a satisfactory timing and
functional behavior of the design, it is time to generate
the bit file that is downloaded to the FPGA to test the
functionality on the board with actual peripherals.

For each stage, the tool will provide the
corresponding report files, using which the designer can
analyses time delays, power, resource usage, unrouted
signals and I/O pins list.

In short

To summarize the above points, the FPGA
design flow is shown as a simple flow-charting Figure 2-
3. There may be minor variations in the design flow
during the requirement stage and the design and
document preparation phase, from one organization or
project to another, but the overall FPGA design flow
remains the same.

d) MIPS architecture

MIPS (originally an acronym for Microprocessor
without Interlocked Pipeline Stages) is a reduced
instruction set computer (RISC) instruction set

satisfies  the
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architecture (ISA) developed by MIPS Technologies
(formerly MIPS Computer Systems, Inc.). The early MIPS
architectures were 32-bit, with 64-bit versions added
later. Multiple revisions of the MIPS instruction set exist,
including MIPS I, MIPS I, MIPS I, MIPS IV, MIPS V,
MIPS32, and MIPS64. The current revisions are MIPS32
(for 32-bit implementations) and MIPS64 (for 64-bit
implementations). MIPS32 and MIPS64 define a control
register set as well as the instruction set.

i. MIPS classical five-stage pipeline

MIPS architecture is designed based on
pipeline architecture. Every MIPS instruction is divided
into five stages once it is fetched from cache and every
stage takes stable time. Usually each stage takes one
clock cycle, while RD/WB operation takes half clock
cycle. The execution process of MIPS processor is
divided into five stages as follow.

1. Instruction Fetch (IF) Stage

a. Instruction Fetch
Instruction’s address in PC is applied to
instruction memory that causes the addressed
instruction to become available at the output lines of
instruction memory.

b. Updating PC
The address in PC is incremented by 4 but what
is written in PC is determined by the control signal
PCSrc. Depending upon the status of control signal
PCSrc, PC is either written by the branch target address
(BTA) or the sequential address (PC + 4).

2. Instruction Decode (ID) Stage

a. Instruction is decoded by the control unit that takes
6-bit opcode and generates control signals.

b. The control signals are buffered in the pipeline
registers until they are used in the concerned stage
by the corresponding instruction.

c. Registers are also read in this stage. Note that the
first source register’s identifier in every instruction is
at bit positions [25:21] and second source register’s
identifier (if any) is at bit positions [20:16].

d. The destination register's identifier is either at bit
positions [15:11] (for R-type) or at [20:16] (for Iw
and addi). The correct destination register’s
identifier is selected via multiplexer controlled by the
control signal RegDst. However, this multiplexer is
placed in the EX stage because the instruction
decoding is not finished until the second stage is
complete. But this identifier is buffered until the WB
stage because an instruction write sa register in the
WB stage.

3. Execution (EX) Stage

a. This stage is marked by the use of ALU that
performs the desired operation on registers(R-type),
calculates address (memory reference instructions),
or compares registers (branch).



b. An ALU control accepts 6-bitfunctfield and 2-bit
control signal ALU Op to generate the required
control signal for the ALU.

c. BTAs also calculated in the EX stage by a separate
adder

Memory (M) Stage

Data memory is read (lw) or written (sw) using the
address calculated by the ALU in EXstage.
b. ZERO output of ALU and BRANCH signal generated

by the control unit are ANDed to determine the fate
of branch (taken or not taken).

5. Write Back (WB) Stage

Result produced by ALU in EX stage (R-type) or
data read from data memory in M stage(lw) is
written in destination register. The data to be written
in destination register is selected via multiplexer
controlled by the control signal MemToReg.

IF :fm MEM \':B
Instruction 1 from . ALU from . : :
5 l-cache regﬁ:ls}er D-cache regilsim : :
g . : : = i :
2 Instruction 2 : :
$ : : IF RD ALU MEM WB :
g : s : '
l st IF RD ALU MEM WB
Time -
Figure 2-5 : MIPS five-stage pipeline
ii. MIPS register
MIPS have 32 common register ($0-$31). The Table 2-1 below describes the aliases and function of these 32
registers.
Table 2-1 : MIPS register
;REGISTER NAME USAGE
$0 $zero  |constant value 0
$1 $at Reserved for assembler
$2-$3 $v0-$v1  values for results and expression evaluation
$4-$7 $a0-$a3 |arguments
$8-$15 $t0-$t7  Temporary or random
$16-$23 $s0-$s7  saved
$24-$25 $t8-$t9  Temporary or random
$28 $gp  Global Pointer
$29 Ssp Stack Pointer
$30 $fp Frame Pointer
$31 $ra return address

iii. MIPS instruction set

Instructions are divided into three types: R, |
and J. Every instruction starts with a 6-bit opcode. In
addition to the opcode, R-type instructions specify three
registers, a shift amount field, and a function field; I-type
instructions specify two registers and a 16-bit immediate
value; J-type instructions follow the opcode with a 26-bit
jump target.

Since the MIPS instruction set instruction
involves many, not all will be used in our design, so only
the selection and design-related instructions are
described in this article.

Now the MIPS instruction used in this article are
listed below, there are two main type of instruction -
integer instruction and interrupt and exception handling
instructions.

© 2015 Global Journals Inc. (US)

Year 2015

[y
=

Volume XV Issue II Version I

A)

Global Journal of Computer Science and T echnology



(A) Volume XV Issue Il Version I E Year 2015

Global Journal of Computer Science and T echnology

Table 2-2 : MIPS instruction set

integer instruction meaning
add addrd, rs, rt #rd € rsoprt
sub subrd, rs, it #rd € rsoprt
and andrd, rs, it #rd € rsoprt
Or orrd, rs, rt #rd € rsoprt
Xor xorrd, rs, it #rd €rsoprt
Sl sl rd, rt, sa #rd € rt shift sa
Srl srlrd, rt, sa #rd € rt shift sa
Sra srard, rt, sa #rd € rt shift sa
Jr jrrs #PC € rs
addi addirt, rs, imm #rt € rs + imm
andi andirt, rs, imm #rt € rs op imm
Ori orirt, rs, imm #rt € rs op imm
Xori xorirt, rs, imm #rt € rs op imm
Lw Iw rt, offset(rs) #rt € memory[rs + offset]
Sw sw rt, offset(rs) #memory[rs + offset] < rt
beq beqrs, rt, label #if (rs==rt) PC < label
bne bners, rt, label #if (rs!=rt) PC < label
Lui j target #PC € target
J jal target #r31< PC+8 ; PC € target
Jal jrrs #PC € rs
Interruption and exception instruction meaning
syscall System call
eret Exception execution return
mfcO Fetch control word
mtcO Store control word

[1I. DESIGN OF THE PIPELINE CIRCUIT

a) The basic concepts of pipelining

CPU pipeline is a kind of technology that
decomposes instruction into multiple steps, making
each step of the operation overlapped, so as to realize a
few instructions in parallel processing and to speed up
the programming process. Each step has its dependent
circuit to handle. When a step is finished, it goes into the
next step, and the further step handles the next
instruction. When the pipeline technique is adopted,
there is no acceleration of single instruction execution,
operation steps for each instruction doesn’t reduce yet.
While different steps of instructions executed at the
same time, therefore looked from the overall it speeds
up the instruction process, shortens the program
execution time. In order to meet the higher clock
frequency that common pipeline design can't adapt to,
pipeline depth in the high end CPU gradually increases.
When the pipeline depth at the 5~6 level and above,
usually called super pipelining structure (Super
Pipeline).Obviously, the more pipeline stages, each
stage time shorter, clock cycle can be designed more
short, instruction faster, instruction average execution
time is short. Pipelining is by increasing the computer
hardware to achieve. It requires each functional section
can work independently of each other, which should
increase the hardware, correspondingly increase the
complexity of control. Without the operating
components independent of each other, is likely to occur
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in various conflicts. For example, to be able to prefetch
instructions, we need to increase the hardware
instruction, and store the fetched instructions in the
instruction queue buffer, so the microprocessor can
fetch and execute instructions to operate at the same
time.

b) Design of each stage of the pipeline
i. The design of the instruction fetch stage IF
1. Functional description

IF stage is the first stage of the pipeline, it has
four main functions.

1) Automatically adds 4 to PC address according to
the clock.

2) Take PC address to the instruction memory, and
fetch the next instruction from the instruction
memory, and pass it to the pipeline register in the
next level.

3) Make decision for the instruction process flow. First,
when the CPU processes according to the
sequence of the instruction address, we choose the
address of the next instruction as the address of the
previous instruction plus 4. Second, when the CPU
performs conditional branch instruction, we use mux
to choose branch address. Third, when the CPU
performs register branch instruction, we register
branch address according to the mux. Fourth, when
the CPU performs jump instruction, we use mux to
choose branch address.



When the control hazard occurs, the CPU fetches
temporary instruction and send empty instruction to
the decode stage.

2. Module division

As Figure 3-1 shows, IF stage is made of two
modules — program pointer register PC and program
memory module.
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Figure 3-1 : IF stage module division

3. Logic implementation

The design uses 32 bit register with enable bit
to implement program pointer register PC. The
automatically adding of the address is done by a
constant adder with incremental value 4. We use Altera
LPM_Mem IP to implement instruction memory quickly.

ii. The design of the instruction decode stage ID
1. Functional description

ID stage is the second stage of the pipeline, it
has three main functions.

(1) Decode the instruction and control each module of
the CPU according to the decoding result.

2) Implement register file
(3) Control the pipeline process through control unit.
2. Module division
As Figure 3-2 shows, ID stage is made of three

modules —pipeline register, common register file and
control unit.
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Figure 3-2 : 1D stage module division

3. Logic implementation

Realization method of pipeline registers is
identical with the PC in the front section, so we will not
repeat them. Redfile uses multiplexer for multiple
address choice. At the same time, according to MIPS
architecture, we set the value of register 0 as constant 0.
The control unit all uses a hard-wired logic circuits to
achieve.

ii. The design of the execution stage EXE
1. Functional description

EXE stage is the thirdstage of the pipeline. Its
main functions areto calculate the input data and other
logic process according to the control signal aluc.
Control signal aluc is defined as follows

Table 3-1 : aluc control signal

aluc[3:0]
X000 ADD
X100 SUB
X001 AND
X101 OR
X010 XOR
X110 LUI
0011 SLL
0111 SRL
1111 SRA
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2. Module division

As Figure 3-3 shows, EXE stage is made of ALU

and multiplexer.
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Figure 3-3 : EXE stage module division

3. Logic implementation

Because the ALU to complete a series of logic
operations such as addition and subtraction shift, so we

szl

datalx{31..0]
dataix31..01

™)

2. Module division

RAM module.

need to use special optimization algorithms and
architectures, in order to realize the fast operation, and

shorten the critical path delay line.
iv. The design of the memory stage MEM
1. Functional description

MEM stage is the fourth stage of the pipeline.

Its main function is to read and write data memory.

inclk F
comb

addr31. 0] ID—

lpm_ram_dgiram

inclock
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we q[31..0]

data[31..0]
address[4..0]

As Figure 3-4 shows, MEM stage is made of a
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Figure 3-4 : MEM stage module division
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3. Logic implementation

We use Altera’s LPM_Mem Ram IP core to build
the RAM module.

2. Module division

v. The design of the write back stage WB
1. Functional description

Write back stage is the fifth stage of the
pipeline. Its main function is to put the result of previous
stage back to the register file.

Ipm_muxlpm_mux_component
Ly

data0x31..0] [———o
data1x31..0] [m———
sel ——

data[0][31..0]
data[1][31..0]
zel[0..0]

LN

result{31..0]

———{ e sult[31..0]

Figure 3-5 : WB stage module division

3. Logic implementation
Write back stage is only made of a multiplexer.

c) Solve the pipeline hazard
Foreword
Hazard means

In CPU design, Hazards are problems with the
instruction pipeline in central processing unit (CPU)
microarchitectures when the next instruction cannot
execute in the following clock cycle, and can potentially
lead to incorrect computation results. There are typically
three types of hazards.

e data hazards
e structural hazards
e control hazards (branching hazards)

There are several methods used to deal with
hazards, including pipeline stalls/pipeline bubbling,
register forwarding, and in the case of out-of-order
execution, the scoreboarding method and the Tomasulo
algorithm.

i. Data hazard
Data hazard

Data hazards occur when instructions that
exhibit data dependence modify data in different stages
of a pipeline. Ignoring potential data hazards can result
in race conditions (sometimes known as race hazards).
There are three situations in which a data hazard can
occur:

1. Read after write (RAW),a true dependency
2. Write after read (WAR),an anti-dependency
3. Write after write (WAW), an output dependency

For simple pipeline, only RAW may result in data
hazard. Other two circumstances can only occur in
superscalar CPU. So we will only discuss RAW data
hazard in this paper.

Solution

First we'll analyze what lead to data hazard.

© 2015 Global Journals Inc. (US)

Situation 1 data hazard occurs when the
previous instruction doesn’t finish, while its next
instruction will use its results. For register level, see the
following instruction sequence.

add r3, r1, r2
subr4, r9, r3
or r5r3,r9
Xor r6,r3,r9
andr7,r3,r9

The first instruction put the result of the adding
process into register r3.In this case, the following
instructions sub, or, xor cannot take the right result in the
ID stage.

There are two ways to solve this problem.

1. Stall the pipeline. Although this way can
fundamentally solve data hazard, it will make
pipeline stall and reduce instruction number in unit
time. Therefore it is the worst.

2. Use internal forwarding. Let’s look into the first and
the second instruction. Because when ALU is doing
subtraction, addition has been completed.
Therefore we allow ALU sent the result of the
addition directly to the next instruction in the ID
stage to use. This method will not stall the pipeline.
So it has advantages over method one.
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Figure 3-7 : MEM stage module division

When specific to the logic circuit design,
consider by increasing the connection from the EXE
stage and MEM stage to the ID stage to achieve Internal
Forwarding.

Make different stages of the internal forwarding
pipeline input into one MUX, and the control unit control
the MUX channel selection by forwarding conditions.
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The main circuit is as follow
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Figure 3-8 : internalforwarding

As Figure 3-6 shows, signal ealu[31:0] is the
internal forwarding signal of ALU’s output, malu[31:0] is
the internal forwarding signal of MEM stage. mmo[31:0]
is the internal forwarding signal of data cache’s output.
We use MUX to connect each data path.

Situation 2 Can we solve all the data hazard by
internal forwarding? No. The result of ALU can push
forward from EXE stage and MEM stage to ID stage,
while the data that instruction Iw read from data memory
can only push from MEM to ID. That means if the next
instruction is associated with the LW instruction, we
have to stall the pipeline for one cycle-results in pipeline
bubble.

See the following instruction sequence.

wr3, 0(1)
subr4, r9,r3
or r5,r3,19
Xor rg, r3, r9
andr7,r3,r9

As Figure 3-9 shows, when the CPU processing
the second instruction, it has to stall the pipeline for one
cycle to ensure that ID stage gets the right input data,
which means the CPU has to repeat the execution for
one time.
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Figure 3-9 : pipeline bubble

When specific to the logic circuit design,
consider by adding enable control signal to control PC
and ID stage’s pipeline register, thus to stall the pipeline.

© 2015 Global Journals Inc. (US)

Corresponding to this, we can use logic statements to
judge if there is data hazard. Since if we do not take
other measures, stalling the pipeline will result in the re-



execution of the instruction in the IR stage, so the CPU
has to discard the execution for one time. We can
achieve this by banning modifying CPU state — to block
the write register signal wreg and write memory signal
wmem.

HDL code is as follows.

Stall = ewreg & em2reg & (e = 0) & (i rs &
emn==rs) |irnt&em==rt));

Among them, stall is the control signal to stall
the pipeline when data hazard occurs. Ewreg is the
signal for writing register file in the EXE stage. Em2reg
signal controls the data memory to write data into
register file.If the condition is true the stall signal turns
high, the line suspension.

i. Control hazard
Control hazard

Branching hazards (also known as control
hazards) occur with branch. On many instruction
pipeline microarchitectures, the processor will not know
the outcome of the branch when it needs to insert a new
instruction into the pipeline (normally the fetch stage).

Solution
Traditional ways

1. Delay the pipeline for two cycles. Since the address
and condition for branch target are identified in EXE
stage, so the next two instructions after beq have
already been put into the pipeline. As Figure 3-10

shows.
= 1 2 3 4 5 & 7 3 o
4 IF ID EXE MEM  WE
ARIEE 1L IF D EXE MEM  WB
5 ikdE S 1 stall all IF ID EXE  MEM WB
FdkiE4 2 IF D EXE  MEM

Figure 3-10 : Delay the pipeline for two cycles

2. Delay the pipeline for one cycle. If we can identify
the address and condition in ID stage, then only one

subsequent instruction will put into the pipeline. .As
Figure 3-11 shows.

Rk 1 2 3 4 5 & 7 3 9
s IF 18] EXE  NMEM  WB
ALt IF D EXE  MEM  WEB
a4 1 stall IF ¥ EXE MEM  WEB
fadh4 2 IF D EXE  MEM  WB

Figure 3-11 : pipeline bubble

Solutions for control hazard in MIPS architecture

MIPS architecture introduces Branch delay slot
concept and it solves the problem of control hazard.
Branch delay is an instruction after a branch instruction.
No matter branch occurs or not it's always executed.
Besides, the instruction in the delay slot is committed
before branch instruction.

In the pipeline, branch instruction has to wait
until the second stage to identify the address of next
instruction. The instruction fetch stage of pipeline will not
work until branch instruction is executed, therefore the
pipeline has to waste (block) a time slice.

To use this time slice, we define a time slice
after branch instruction as branch delay slot. In the
branch delay slot the instruction is always executed, and
branching occurs whether or not it doesn't matter. In this

way we efficiently take advantage of a time slice,
eliminating a "bubble line".
Solution methods in this paper

According to the MIPS architecture, this paper
chooses a design method which using a delay slot to
identify branch target address and condition in ID stage.
Whether to branch or not, the one (instruction i) after
branch instruction (instruction i+1) is always executed.
As if it’s instruction i-1. As Figure 3-12 shows.
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Figure 3-12 : pipeline bubble

For the pipeline CPU in this paper, there're 5
branch instructions — jr, beq, bne, j and jal. Since |, jal
and jr are unconditional jump instruction, the CPU can
identify branch target in ID level. For instruction beq and
bne, we consider using XOR gate and NOR gate to
realize these two comparisons in ID level.

iii. Structure hazard
Structure hazard

Structure hazard occurs when multiple
instructions visit a hardware component of the
processor at the same time. A typical example is an

instruction fetches operands from a storage unit while
the other one writes into it.

Let's take MIPS pipeline for example. For the
early processors, programs and data memory are not
separated, as Figure 3-13 shows, there’re memory
access at the same time in IF and MEM stage. This
results in that one of the accesses has to wait for a
cycle. For modern processors, the program is stored in
L1P Cache and the data is stored in L1D Cache. They
are accessed separately so structure hazard is not a
problem.

U AT il 38

load IF o EX | mEM|| wB
add 15 1 EX [ mEM | wB
add IF o | | X | e pwes
add T e EX | MEM
A—
Y A= fowN ]

Figure 3-13 : structure hazards

Solution methods in this paper

In this paper, since we use separated I-cache
and D-cache, structure hazard is avoided.

IV. DESIGN OF THE INTERRUPT AND
ExcerTIONAL CIRCUIT

In this chapter we introduce design of the
Interrupt and Exceptional Circuit. First we introduce the
concept of interrupt, exception and precise interrupt.
And then we introduce the hardware interrupt
processing structure with MIPS architecture and the
related interrupt exception handling instruction set.
Finally, we discuss the pipelined CPU terminal and
exception handling circuit realization. Meanwhile, we will
provide the RTL diagram and related codes.

a) The MIPS exception and interrupt handling principle
i. Exception, interrupt and precise exception
In systems programming, an interrupt is a signal
to the processor emitted by hardware or software
indicating an event that needs immediate attention. An

© 2015 Global Journals Inc. (US)

interrupt alerts the processor to a high-priority condition
requiring the interruption of the current code the
processor is executing (the current thread). The
processor responds by suspending its current activities,
saving its state, and executing a small program called
an interrupt handler (or interrupt service routine, ISR) to
deal with the event. This interruption is temporary, and
after the interrupt handler finishes, the processor
resumes execution of the previous thread.

A hardware interrupt is an electronic alerting
signal sent to the processor from an external device,
either a part of the computer itself such as a disk
controller or an external peripheral. For example,
pressing a key on the keyboard or moving the mouse
triggers hardware interrupts that cause the processor to
read the keystroke or mouse position. Unlike the
software type (below), hardware interrupts are
asynchronous and can occur in the middle of instruction
execution, requiring additional care in programming.
The act of initiating a hardware interrupt is referred to as
an interrupt request (IRQ).


http://images.51cto.com/files/uploadimg/20111208/112611120.jpg�

A software interrupt is caused either by an
exceptional condition in the processor itself, or a special
instruction in the instruction set which causes an
interrupt when it is executed. The former is often called a
trap or exception and is used for errors or events
occurring during program execution that are exceptional
enough that they cannot be handled within the program
itself. For example, if the processor's arithmetic logic unit
is commanded to divide a number by zero, this
impossible demand will cause a divide-by-zero
exception, perhaps causing the computer to abandon
the calculation or display an error message. Software
interrupt instructions function similarly to subroutine calls
and are used for a variety of purposes, such as to
request services from low level system software such as
device drivers. For example, computers often use
software interrupt instructions to communicate with the
disk controller to request data be read or written to the
disk.

ii. Exception and interrupt handling in MIPS
Interrupts

The processor supports eight
requests, broken down into four categories:

e Software interrupts - Two software interrupt requests
are made via software writes to bits IPO and IP1 of
the Cause register.

e Hardware interrupts - Up to six hardware interrupt
requests numbered 0 through 5 are made via
implementation-dependent external requests to the
processor.

e Timer interrupt - A timer interrupt is raised when the
Count and Compare registers reach the same
value.

e Performance counter interrupt - A performance
counter interrupt is raised when the most significant
bit of the counter is a one, and the interrupt is
enabled by the IE bit in the performance counter
control register.

Timer  interrupts, performance  counter
interrupts, and hardware interrupt 5 are combined in an
implementation dependent way to create the ultimate
hardware interrupt 5.

interrupt

Exceptions

Normal execution of instructions may be
interrupted when an exception occurs. Such events can
be generated as a by-product of instruction execution
(e.g., an integer overflow caused by an add instruction
or a TLB miss caused by a load instruction), or by an
event not directly related to instruction execution (e.g.,
an external interrupt). When an exception occurs, the
processor stops processing instructions, saves
sufficient state to resume the interrupted instruction
stream, enters Kernel Mode, and starts a software
exception handler. The saved state and the address of
the software exception handler are a function of both the
type of exception, and the current state of the processor.

b) Pipeline CPU precise exception and interrupt
processing circuit

The complexity of pipelined CPU exception and
interrupt handling is mainly reflected in two respects. (1)
Pipeline CPU has multiple instructions simultaneously in
operation. There is not a time point that all the
instructions are executed. (2) MIPS pipeline allows the
branch delay. If exception and interrupt occurs in the
delay slot of ID stage, then the return address will not be
judged. Therefore, to achieve precise exception and
interrupt  handling, we must carefully study the
characteristics of CPU and design of hardware.

i. Types of exception and interrupt and associated
registers
The registers for pipeline CPU exceptions and
interrupts are shown as below. The sixth to second bit of
the cause register is the codes that generate exception
and interrupt. IM[3:0] in the status register is a 4 bit
mask. Each corresponding to an exception or interrupt
mask bit, 1 allows the exception or interrupt and 0 bans
it. S[3:0] is IM[3:0] which is left shifted by 4 bits. EPC is
used for saving the return address. If the instruction that
causes exception is in the delay slot of branch or jump
instruction, then the BD bit is set to 1. Under normal
circumstances we set BD to 0.

Table 4-1 : MIPS exception and interrupt registers

Cause

3 43

| BD | Unused
Status

31 8 7 43
| Unused

EPC

31

The following table lists the exceptions and
interrupts may appear which levelin the pipeline.

0

:Echodr | 0 |

[ s[3:0] IM][3:0] |

EPC |
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Table 4-2 : MIPS exception and interrupt

ExcCode Alias Type Mask Description Stage
0 Int Int IM[O] External Any stage
Interrupt
1 Sys Except IM[1] Syscall ID stage
2 Unimpl Except IM[2] Non-exist ID stage
instruction
3 Ov Except IM[3] Overflow EXE stage

When interrupt occurs EPC saves the return
address, and when exception occurs EPC saves the
address that causes exception. However, if the
abnormal instruction is in delay slots, EPC save the
delayed branch instruction address. Therefore, we must
have some means to determine whether an instruction
in the delay slot. When an exception or interrupt occurs,
we need to scrap the subsequent instruction and even
the current instruction.

ii. Interrupt response process of the pipeline CPU
In order to realize the precise interrupt, we
divide the interrupt request into the following 3 kinds of
circumstances.

(1) Interrupt occurs while ID’s executing the transfer
instruction

The design idea is to put the address of branch
instruction into EPC register, and the base address of

interrupt execution into PC. When returns from interrupt
execution, the CPU re-execute branch instruction.

As Figure 4-1 shows, if the address of branch
instruction is PC in the IF level, then in the ID level is
PCD. When ID finish, the CPU write PCD into EPC, and
put the entrance address of exception and interrupt into
PC. Meanwhile, the cancel signal generated at the ID
level is also written to the pipeline register, its output at
EXE stage is e_cancel, to abolish the next instruction.
When it returns from interrupt, directly write the value of
EPC into PC, and re-execute the branch instruction.

PCD

v

intr

EPC

e

Figure 4-1 : Interrupt occurs while ID’s executing the transfer instruction

(2) Interrupt occurs while ID’s the delay slot

The design idea is to let the instruction in the
delay slot be finished. Because the branch address is
decoded in ID stage, so we put the address value of PC
into EPC. Meanwhile the BD bit in the Cause register
should be set to 1.

As Figure 4-2 shows, At the ID level delay slot
instruction at the end, the branch target address
instruction has been taken into the pipeline, we disable it
using e_cancel.
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Figure 4-2 : Interrupt occurs while ID’s the delay slot

(3) Interrupt occurs in general situation

The design idea in this circumstance is to
response to the interrupt in ID stage, to abolish the next
instruction, and write the address of the next instruction
into EPC. In this case we don't need to set the BD to 1.
The pipeline design in this case is identical to the
second situation, so It is unnecessary to go into details
here.

iii. Precise interrupt of the pipeline CPU
The pipeline CPU puts the address that causes
exception into EPC. If this instruction is in the delay slot,
then put its previous branch or jump address into EPC
and set the BD as 1. The following descripts in detail the
methods to handle pipeline exception.

(1) Syscall

No matter using assembly language or high
level language to program, we can let the syscall
instruction not to appear in the delay slot. Therefore, we
consider only usually system call instructions
implementation. Figure 4-3 shows the pipeline progress
that CPU executing syscall instruction. Jump to
exception and interrupt handling program and abolish
its next instructions. EPC saves PCD -the address of
syscall instruction. As the figure shows the input of the
EPC connects to a mux, when it modifies EPC it
chooses DATA.

DATA
PCD

EPC

EXE ME

=

WB

E cancel

Figure 4-3 : Interrupt occurs in general situation

(2) Unimplemented instruction

The following picture shows the pipeline that
CPU’s executing unimplemented instructions in the
delay slot. In this case EPC will save the address of its
previous instruction PCE, the BD bit of Cause register
should be set to 1.

Figure 4-4 shows the pipeline progress that
CPU executing unimplemented instruction. It is similar
with the implementation of the syscall instruction.
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Figure 4-4 : Interrupt occurs in general situation

(3) Calculation result overflow

Calculation result overflow appears in EXE
stage, and the result of overflow cannot be saved into

register file. So the CPU has to block the wreg signal in
the EXE stage. Besides, instructions in ID stage should
be abolish too.

PC
NPC 0
= by IF ID
A

EPC
DATA
PCD PCE

EXE MEM WB

E cancel

Figure 4-5 : Interrupt occurs in general situation

Figure 4-4 is the pipeline that when CPU is in
the delay slot overflow. At this time EPC has to save the
PCM address of its previous instruction. The BD bit of
cause register should be set to 1.

Figure 4-5 is the pipeline that overflows occurs
in normal situation. EPC saves the PCE address of
overflow instruction.

V. CPU VERIFICATION

Figure 5-1 shows the typical FPGA design and
verification overflow. After the design personnel will be
HDL code input and comprehensive utilization
comprehensive tool, will carry on the first simulation of
design: functional simulation. Functional simulation is
not with circuit delay parameters, only validation logic
function is correct. If the function simulation, then the
layout of design, after second times simulation: timing
simulation is also the gate level simulation. With Gate
level simulation with circuit delay parameters, the result
is more accurate, more close to the actual device
performance. After passing through the gate level

© 2015 Global Journals Inc. (US)

simulation, finally the design is downloaded to the FPGA
device.

This paper will adopt the design process,
optimizing the design details, in order to achieve high
quality and efficient design objective.
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Figure 5-1 : Typical FPGA design & verification overflow

a) Pipeline verification instruction value, proving that IF stage can complete
We implement the idea of bottom-up, instruction fetching and pipeline process.

hierarchical verification. Firstly, we run functional

simulation for single module. If the circuit can realize

logic function then we gate-level simulation for every

single module. When all the sub-module pass

verification, we run simulation for each stage of the

pipeline and finally the whole pipeline circuit.

o |Fstage

IF stage has two functions: (1) calculate the
instruction address (2) fetch instruction and pipeline
process. As Figure 5-2 shows, when reset signal clrn is
low, register PC is set to initial value 0. Signal PC4 is the
address value plus 4, at this time the enable signal of
register PC is low, and stage IF doesn’t work yet. When
reset signal and enable signal turns high, register PC
starts to work. We can see that PC of continues adding
4 with the change of clk signal, which proves that stage
IF can finish address calculating. Meanwhile, instruction
signal ins changes with the change of PC4 signal, and
the output corresponding with ROM address of the
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Figure 5-2 : IF stage verification
e IDstage register number. We is write-enable signal, wn is write

ID stage has three functions: (1) decode the
instruction fetched from instruction cache (2) put the
corresponding control word, immediate word and
address value to control unit and register file (3) control
unit output corresponding signals according to the input
logic. In this chapter we will verify the regfile and control
unit.

As Figure 5-3 shows, it's each signal of register
file and their simulation waves. Clrn is reset signal. d is
input data value. ga is the output value of register file
output a. gb is the output value of register file output b.
ma is ga’s output address, which means corresponding

register number.

When clrn is low, register file is reset, and all the
value of registers are set to 0. When clrn turns to high,
register file starts to work. When write signal we turns
high, wn controls the write register address. As Figure 5-
3 shows, the CPU writes value into 0 to 4 register.
According to MIPS architecture, O register cannot be
modified, thus the output of O register is always 0. For
register 1 to 3, the output is the input value when we is
high. So this verifies that register file can work normally
and realize the logic function.
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Figure 5-3 : redfileverification

Each signal of control unit and corresponding
simulation waves are shown in Figure 5-4. Since control
unit is pure logic circuit, we can see apparent glitch in
the output wave of the circuit. The main signals are as
follows: aluc controls the output of signal alu. Op is
instruction  word, representing instruction code.
Pcsource controls the mux for address source of pc. We
can see from the simulation waves that the control unit
can output correct control logic. Further verification will
be shown in the later chapter.

© 2015 Global Journals Inc. (US)
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Figure 5-4 : Control Unit verification
e EXE stage signals of ALU sees the 3.2.3 section. When ALUC=0

The function of EXE stage is to calculate the
value from ID and put the result to the next stage.
According to the control signal passed from ID stage,
EXE will finish corresponding calculation in the pipeline
clock cycle. Since arithmetic unit may cause long delay,
so EXE stage is the critical path of the pipeline. We will
verify ALU in this chapter.

As Figure 5-5 shows, it's each signal of ALU
and their simulation waves. The definition of the control

the two input numbers are added, the result is correct.
When ALUC=4 the two input numbers are subtracted,
the result is correct. The other functions of ALU are
verified as above.

We can see from the waveform that, because
the signal judging overflow and zero is used in
combinational logic circuit, so it will easily produce burr.
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Figure 5-5 : ALU verification
e MEM stage see from the waveform that, when signal we is low,

The function of MEM stage is to load and store
data. The main module in MEM stage is data memory. In
this paper we use the LPM Ram provided by Altera to
achieve this.

As Figure 5-6 shows, it's the simulation wave for
data memory. Addr controls the RAM address of data
input and output, and we is write enable signal. We can

dataout reads data from RAM according to the value of
addr. When signal we turns high, dataout writes data
into RAM according to the value of addr too. For data
0x0000007F, we can see that it's written into
corresponding address, and is read from it. The
simulation waves prove that the data memory works
correctly.
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Figure 5-6 : Memory module verification
» WBstage xi. Verification waves

The function of MEM stage is to store the result
calculated from EXE or data in MEM stage. Since there
are many data paths, we use mux to achieve that.
Because the circuit of this stage is simple, it's
unnecessary to run simulation specifically in this
chapter.

e pipeline integral verification
x. Verification program

As Figure 5-7 shows, clock is system clock.
memclock is ram’'s clock. Signal inst is the
corresponding instruction in a clock cycle. Ealu, malu,
walu is the pipeline register value of the output of alu. we
can see that corresponding instructions are put into the
pipeline with the change of PC. And the output of Alu
value has been sent to the next level with the pipeline.
The simulation waves prove that the pipeline works
correctly.

See appendix A.
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Figure 5-7 : Pipeline integral verification

b) Interrupt and exception circuit verification

i. Verification program
See appendix B.

ii. Verification waves

As Figure 5-8 shows, clock is system clock.
memclock is ram’s clock. Signal inst is the
corresponding instruction in a clock cycle. Ealu, malu,
walu is the pipeline register value of the output of alu.
The output of Alu value has been sent to the next level
with the pipeline. The simulation waves prove that the
Interrupt and exception circuit works correctly.
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Figure 5-8 : Interrupt and exception circuit verification

VI. SUMMARY AND FUTURE WORK

Through this thesis, Verilog HDL code for a
Altera cycloe4 FPGA board was developed, on which a
pipeline CPU runs. In chapter 1 we make a brief
introduction of the research background. It mainly
introduces the background and related research status
and CPU's integrated circuit industry. In chapter 2 we
describe the development platform and MIPS
architecture. There we also introduce the software and
hardware development platform for the project and
FPGA’s design. At the same time, we describe the
registers and instructions in our design and MIPS
architecture. In chapter 3 we firstly discuss the design of
pipeline data path. And we work out some methods for
solving pipeline hazards. In Chapter three we describe
the design of pipeline data path. It introduces the
pipeline design method, the composition of the pipeline
and design and verification of associated component.
After that, we make the interrupt circuit and whole
verification.

In the future, there are two ways to improve this
simple CPU. Firstly we will add some modules to the
original design, including timer, bus, and the whole CPO
coprocessor. Secondly we will improve the circuit thus to
make the whole circuit run in a higher frequency.
Generally speaking, more performance analysis such as
studying the impact of exceptions on the core
performance can be done further to see some
interesting and important results.
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APPENDIX A PIPELINE VERIFICATION PROGRAM

0: main :lui r1, 0 # address of data[0]
1:orir4, r1, 80 # address of data[0]

MOO @ > O© N O H WwN

-

:call ; jal sum # call function

: dslot1: addi r5, r0, 4 # counter, DELAYED SLOT(DS)
s return: sw r2, 0(r4) # store result

w9, 0(rd4) # check sw

:subr8, 19, r4 # sub: r8 & r9—r4

:addirb, r0, 3 # counter

:loop: addirb, r5, -1 # counter — 1

:ori 18, r5, Oxffff # zero-extended : 0000ffff

:xori r8, r8, 0x5555+#zero-extended : 0000aaaa
caddi r9, r0, -1 # sign-extended :ffffffff

candi r10, r9, Oxffff # zero-extended : 000O0ffff
corre, r10, r9 # or: ffffffff

:xor 18, r10, r9 # xor: ffff0000

cand r7, r10, r6 # and: 0000ffff

10: beq r5, r0, shift # if r5 =0, goto shift

11: dslot2:nop # DS

12: jloop2 # jump loop2

13: dslot3: nop # DS

14 shift: addi r5, r0, -1 # r5 = ffffffff

15: sl 18, 15, 15 # < <15 = ffff8000

16: sl 18, 18, 16 # < <16 = 80000000
17:srar8, 18, 16 # >>16 = ffff8000(arith)
18: sr1 18, 18, 15 # >>15 = 0001ffff(logic)
19: finish: j finish # dead loop

20: dslot4: nop # delay slot
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APPENDIX B INTERRUPT AND EXCEPTION VERIFICATION PROGRAM

0: reset : j start # entry on reset

1:nop

2:EXC_BASE: mfc0 r26, CO_CAUSE # read cp0 Cause reg
3: andir27, r26, Oxc # get ExcCode, 2 bits here
:lwr27, j_table (r27) # get address from table
: nop

2 jrr27 # jump to that address

nop

s int_entry: nop #0.interrupt handler deal with interrupt here
: eret # return from interrupt

e: nop

f:sys_entry: nop # SysCall handler

10: epc_plus4: micO r26, CO_EPC # get EPC
11: addir26, r26, 4 #EPC + 4

12: mtcO r26, CO_EPC #EPC <« EPC +4

13: eret #return from exception

14: nop

15: uni_entry: nop

16: j epc_plus4 #return

17:nop

1a: ovf_entry: nop #overflow handler

1b: jepc plusd #return

1c: nop

1d: start: addir8, r0, Oxf # IM[3:0] < 1111

1e: mtcO r8, CO_STATUS # exc/intr enable

Q0 ~No o~
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Abstract- Multimedia data security is very important for multimedia commerce on the internet and real
time data multicast. An striking solution for encrypting data with adequate message security at low
cost is the use of Scrambler/Descrambler. Scramblers are necessary components of physical layer
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Absiract Multimedia data security is very important for
multimedia commerce on the internet and real time data
multicast. An striking solution for encrypting data with
adequate message security at low cost is the use of
Scrambler/Descrambler. Scramblers are necessary
components of physical layer system standards besides
interleaved coding and modulation. Scramblers are well used
in modern VLS| design especially those are used in data
communication system either to secure data or re-code
periodic sequence of binary bits stream. However, it is
necessary to have a descrambler block on the receiving side
while using scrambling data in the transmitting end to have the
actual input sequence on the receiving end. Scrambling and
De-scrambling is an algorithm that converts an input string into
a seemingly random string of the same length to avoid
simultaneous bits in the long format of data. Scramblers have
accomplish of uses in today's data communication protocols.
On the other hand, those methods that are theoretical
proposed are not feasible in the modern digital design due to
many reasons such as slower data rate, increasing
information, circuit hazards, uncountable hold-up etc.
Therefore it is requisite for the modern digital design to have
modified architecture to meet the required goal. We will
recommend here modified scrambler design which is perfectly
suitable for any industrial design.

Keywords: scrambler, descrambler, VHDL, and FPGA.

[. INTRODUCTION

n telecommunications, a scrambler is a device that

transposes or inverts signals or otherwise encodes

amessage at the transmitter to make the message
unintelligible at a receiver not equipped with
an appropriately set descrambling device. while
encryption usually refers to operations carried out in
the digital domain, scrambling typically refers to
operations carried out in the analog domain. Scrambling
is consummate by the addition of components to the
original  signal or the changing of some
important component of the original signal in order to
make extraction of the original signal
complex .To improve the degree of data security in a
conventional Scrambler the number of stages of the shift
register needs tobe enhanced. This conversely
increases error propagation. A uncomplicated method
for ensuring security is to encrypt the data. The pseudo-
noise (PN) key generation is of paramount importance

Author o o: Dept. of Electronics and Telecommunications
Dept. of Electronics and Telecommunications P.R. Pote (Patil) college
of Engineering and, Management, Amravati, India.

e-mails: naina0689@gmail.com, gauri.borkhade@gmail.com

for any secure communication system. PN sequences
base on Linear Feedback Shift Registers (LFSR) and
non linear combination based implementations are
simplest to give moderate level of security. Chaos
base encryption techniques have proved fruitful, but
complexity of such systems is important. The complex
system generated is used to scramble incoming plain
text. At the receiving end, the same code be generated
and successfully used to decrypt the transmitted data.
The ease of the circuit along with the complexity of the
generated codes makes the circuit striking for secure
message communication applications.

II. ProrosED WORK

The entire operation is proposed using
Modelsim and Xilinx blocks goes through three phases.

1. Architecture of Scrambler & Descrambler
2. Block diagram od Scrambler & Descrambler
3. Overview of Scrambler & Descrambler

a) Architecture of Scrambler & Descrambler

: 0

w

| = | e | e | e | oo |
[=20 I T P

p1 O O-pr1
Figure 1 : Architecture of Scrambler and Descrambler

A data scramble & descramble are shown in fig.
The scramble operates in the following manner. The
initial shift register contents are random but prespecified
and fixed to the same in both the scramble and
descramble. The initial bit sequence of location 6 & 7 in
the shift register X-OR is placed in shift register stage
0.The generated bit sequence is the sum with plain text,
then it becomes the bit sequence is crypto word. As this
bit is presented to the channel the contents of the shift
register are shifted up one stage as follows:
7—o0ut,5—6,4—5,3-54,2—-3,1-2.

The descramble operates as follows. The initial
shift register contents are random but prespecified and
fixed to the same in both the scramble and descramble.
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The initial bit sequence of location 6 & 7 in the shift
register X-OR is placed in shift register stage 0.The
generated bit sequence is the sum with crypto word
then it becomes the bit sequence is plain text. As this bit
is presented to the channel the contents of the shift
register are shifted up one stage as follows:
7—o0ut,5—6,4—5,3—4,2—-3,1-2.

b) Block diagram Scrambler & Descrambler

LFSR 1 LFSR

Clock L= ™, | NN
Generator Jl M ]

Crypto

Plain Text
ain Tex Word

Figure 2 : Block diagram of scrambler And descrambler

Block diagram of scramble & descramble
represented in Figure. Scrambler is performed in
sequence X-OR the 8-bit plain text (D0O-D7) character
with the 8-bit (D0-D7) output of the LFSR. An output of
the LFSR is XOR with plain text of the data to be
processed. The LFSR and data register are then
successively advanced and the output processing is
repeated for D1 through D7.

Descrambler is performed in order XOR the 8-
bit crypt word (D0-D7) character with the 8-bit (D0O-D7)
output of the LFSR. An output of the LFSR is XOR with
crypto word of the data to be processed. The LFSR and
data register are then consecutively advanced and the
output processing is repeated for D1 through D7.

c) Overview of Scrambler and Descrambler

In the transmitter, a pseudorandom cipher
sequence is added (modulo 2) to the data (or control)
sequence to produce a scrambled data (or control)
sequence.

In the receiver, the same pseudorandom cipher
sequence is subtracted (modulo 2) from the scrambled
data (or control) sequence to recover the transmitted
data (or control) sequence, as illustrated in figure.

Psendorandom Pseudorandom

cipher sequence cipher sequence

PT CT PT
iley O

Figure 3 : Overview of scrambler and descrambler
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[11. RESULTS

The proposed Fpga implementation of various
outputs is done using Modelsim and Xilinx. Both
hardware and software implementation of various output
is tabulated below.

a) For 8 bit Scrambler

BE| wave - defaut Ho>

11110000 001100

[scramblerferypto_... | 11001000 11110001 11110010

plain_text(7:0)

scrambler

Figure 5 : RTL Schematic for Scrambler

Figure 6 : Internal View of RTL Schematic for Scrambler



scrambler

Figure 8 : View Technology Schematic for Scrambler

Area for Scrmabler

Device utilization summary:

Selected Device : 33500efg320-4

Humber of Slices: 9 oot of 4656 0%
Humber of Slice Flip Flops: le out of 9312 0%
Number of 4 input LUTa: 10 out of 9312 0%
Humber of I0s: 19
Number of bonded ICBs: 19 out of 232 2%
Humber of GCLEs: 1 out of 24 43
Figure 9 : Area for Scrambler
Timing summary for Scrambler
Minimum  period=  3.424ns(Maximum
292.056MHz)
Throughput for 8 bit scrambler:- Maximum Freg*No of
Bit/No of cycle
=292.056MHz*8/1
=2336.448MHz
~2.4GHz

Frequency

descrambler

Figure 11 : Internal View of RTL Schematic for
Descrambler

Figure 12 : Internal View of RTL Schematic for
Descrambler

descrambler
A |

|
descrambler

Figure 13 : View Technology Schematic for Descrambler
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c) Maximum Length polynomial for Desrambler
For Enhanced Security using polynomial equation
X7+X6+X4+X3+1=0

11100011 ittt [ |

[ |
|
oouaooo JLcmooto euooont Jiemeott Truoist Jugjoott |

Figure 14 : Internal View Of View technology Schmatic
for Descrambler

Area for Scrmabler , . .
Figure 17 : Wave output for Maximum Length Polynomial

Device utilization summary: for
Descrambler

Selected Device : 33500efg320-4 d) FOf 76 B/f Scramb/er

Hiumber of Slices: 9 out of 4856 0% Area for 16bit Scrambler

Humber of Slice Flip Flops: 16 out of 9312 0%

Humber of 4 input LUTs: 10 out of 9312 0% Device utilization summary:

Humber of ICs: 18

Humber of bonded ICBs: 18 out of 232 8%

Humber of GCLEs: 1 out of 24 4%

Selected Device : 33500efgl20-4

(A) Volume XV Issue Il Version I E Year 2015

. Humber of Slices: 37 out of 4656 0%
Figure 15 . Area for Scrambler Hurber of Slice Flip Flope: f4 outof W12 03
Timing summary for Scrambler ﬂﬁ:i gi ioi?“t s 24 ool S0
Minimum  period=  3.424ns(Maximum  Frequency Nurber of bonded I0Bs: § ot of 23 28
292.056MHz) Hurber of GCLEa! 1 oowef M 4
Throughput for 8 bit scrambler:- Maximum Freg*No of
Bit/No of cycle — 292 056MHz*8/1 Figure 18 : Area for 16Bit Scrambler
=2336.448MHz Timing Summary:
~2.4GHz Minimum period=3.424ns (Maximum Frequency 292.
b) Maximum Length polynomial for Scrambler 056MHz)
For Enhanced Security using polynomial equation e) For 32 Bit Scrambler
X7+X6+X4+X3+1=0 Area for 32 Bit Scrambler

Device utilization summary:

Global Journal of Computer Science and T echnology

(T VA A TV T Selected Device : 3s3500efgd20-4
oy OO i v o 1 o (oo |
Number of 3lices: 37 out of 4656 0%
Wumber of Slice Flip Flopa: 64 out of 9312 0%
Humber of 4 input LOTs: 34 oot of 9312 0%
Humber of I0s: 87
Number of bonded ICBs: 67 out of 232 28%
Number of GCLES: 1 out of 24 4%
H Figure 16 : Wave output for Maximum Length polynomial
for Scrambler Figure 19 : Area for 32Bit Scrambler
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Timing Summary:
Minimum period=3.424ns(Maximum Frequency 292.056
MHz)

) For 16 Bit Scrambler
Area for 16bit Scrambler

Device utilization summary:

Selected Device : 33500efg320-4

Tumber of Slices: 37 out of 4656 0%
Number of Slice Flip Flops: 64 oot of 9312 0%
Number of 4 input LUTs: 34 oot of 9312 0%
Number of I0s: 67

Tumber of bonded I0Bs: 67 out of 232 28%
Number of GCLEs: 1 oot of 24 4

Figure 20 : Area for 16Bit Scrambler
Timing Summary:
Minimum period=3.424ns(Maximum
292.056MHz)
g) For 32 Bit Scrambler

Area for 32 Bit Scrambler

Frequency

Device utilization summary:

Selected Device : 33500efg320-4

Humber of Slices: 37 out of 4656 0%
Number of Slice Flip Flops: 64 out of 9312 0%
Number of 4 input LUTs: 34 out of 9312 0%
Humber of I0s: &7

Humber of bonded I0Bs: 67 out of 232 28%
Number of GCLEs: 1 out of 24 4%

Figure 21 : Area for 32Bit Scrambler
Timing summary:

Number Of Bit | Maxmum Frequency
8 Bit 292.056MHz
16 Bit 292.056MHz
32 Bit 292.056 MHz
8 Bit 449.438MHz

Timing Summary:
Minimum period=3.424ns(Maximum Frequency 292.056
MHz)

h) Implementation

Device utilization summary:

Selected Device : 3s500efgl20-4

Number of Slices: 37 out of 4656 0%
Number of Slice Flip Flops: 64 out of 9312 0%
Number of 4 input LUTs: 34 out of 9312 0%
Number of I0s: &7

Number of bonded IOBs: 67 out of 232 28%
Number of GCLEs: 1 out of 24 4%

Figure 22 : Device utilization Summary

Timing Summary:

Speed Grade: -4

Minimum period: 2.225n3 (Maximum Frequency: 449.438MHz)
Minimum input arrival time before clock: 4.366ns
Maximum output required time after clock: 4.283ns
Maximum combinational path delay: No path found

Figure 23 : Timing Summary

IV. CONCLUSION

A new modified scheme for complex PN-code
based data scrambler and descrambler has been
presented. A scrambler & descrambler accepts
information in intelligible form and through intellectual
transformation assure data quality with fastest rate
without any error or dropping occurrence. We used our
proposed and modified design in our present universal
serial bus architecture. Moreover, this current design is
very efficient, more securable, high speed, low power
and lower area used & it has lots of scope to improved.
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The Implementation of DMA Controller on
Navigation baseband SoC

Abdulrageb Alnabihi * & Prof. Liu Yijun®

Absiract-This article discusses the architecture design of DMA
controller on high performance GPS receiver based on
RTEMS. We achieve the optimal integration of DMA IP and
navigation baseband system. We designed the hardware
architecture of DMA IP and make full use of hardware
performance with the idea of multiplexing. We use register and
FIFO buffer to achieve read-write control. And we design the
DMA controller with Verilog HDL. Finally we verify the design
on Altera Cyclone4 FPGA. The result demonstrates that DMA
controller can ease the CPU’'s burden and shorten the
acquisition & tracking time thus improving the performance of
the whole system.

Keywords: DMA controller; AHB bus;, GPS(Global Positioning
System),; System on Chip; FPGA (Field —Programmable Gate
Array).

[. INTRODUCTION

MA controller is the core component of the SoC.
DThrough controlling the data transfer from

memory to peripheral independently, it can
greatly alleviate the CPU’s burden and improve the
efficiency of data processing. Therefore the design of
DMA controller directly affects the overall performance
of SoC chip. Similar to the design of other integrated
circuit 1P, DMA design should also consider the
reusability of DMA IP and balance the operation speed
and circuit area, at the same time achieving good
integration with SoC. According to the design goal, the
domestic and foreign scholars have conducted in-depth
research. Literature [2] designs a configurable multi-
channel DMA controller, but it doesn’t consider the size
of FIFO BUFFER, which may causes the waste of
resources. The design in literature [3] can alleviate the
CPU’s burden and improve the data transmission rate
between peripherals, but it is only a single channel
structure thus lack of generality. Literature [4] designs a
specific data path for DMA data transfer. Although it
avoids the limitation of AHB bus, achieving parallel
transmission of multi-path data, but making the internal
SoC bus timing complicated and consideration must be
given to the arbitration of memory R/W between bus and
special data bus. In this paper, according to the large
amount of data of high real-time navigation applications,
we design the DMA controller implementation in
navigation baseband SoC. The design shortens the first
positioning time of the chip and improves its whole
performance.

Author a: Guangdong, Guangzhou, China.
Author o: School of Computer Science and Technology, Guangdong
University of Technology 510006. e-mail: 970133919@qqg.com

Our Navigation Baseband SoC chooses LEON3
processor from Aeroflex Gaisler Corporation and it's
based on SPARC V8 architecture. The on-chip bus is the
AMBA2.0 of ARM Corporation, which ensuring the data
transmission flowing. In order to realize the fast
acquisition and tracking of navigation signal, the chip
has 2 built-in acquisition and tracking module. The chip
uses the on-chip SRAM controller to realize the real-time
data storage. We use RTEMS 4.10 as the operation
system, making the system with good real-time
performance. At the same time, the driver program of
RTEMS relative to LINUX and other embedded
operating system is simpler.

[I. DESIGN OF THE SYSTEM ARCHITECTURE

The whole system architecture uses classical
SoC architecture based on AMBA bus, as Figure 1
shows. AMBA2.0 AHB bus connects on-chip CPU,
memory and other high-speed devices. It achieves W/R
operation between SRAM, SDRAM and FLASH ROM
through memory controller. Acquisition and tracking
module are connected to the DMA controller, and they
store the generated data to RAM through DMA module.

LEON3
Processor = SRAM
A
AMBA
AHB \ Memory
A ’ Controller
Y
=  SDRAM
DMA DMA
Controller Controller
A A
y Y
Flash ROM
Acquisition Tracking
Module Module

Fig.1 : Navigation Baseband Architecture
[1I. DESIGN OF THE SYSTEM ARCHITECTURE

As Figure 2 shows, DMA module is mainly
made of buffer, interrupt generating logic module,
register, arbitration module, bus W/R module and
corresponding interfaces. Acquisition and tracking
module connects into DMA module through parallel
data interfaces, and store the generating data to each
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FIFO buffer. The size of the buffer is fixed and connects
to a interrupt generating circuit. When any of the buffers
is full, it generates corresponding interrupt signal and
requires interrupt through the AMBA bus.

The DMA controller has three groups of control
registers. Each group includes a 32 bit control register,
source address register, destination address register
and data register. It achieves memory W/R operation
through Memory Mapping by AHB bus and AMBA bus
controller. Each signal generated by control register is
sent to fixed priority arbitrator for arbitration first, the
arbiter controls a mux to generate corresponding control
signal.

Bus R/W module is made of AMBA writing
module and AMBA reading module. It transfers
corresponding address data through AMBA bus timing
specification.

Fig. 2 : DMA Controller Architecture

IV. DESIGN OF THE FIFO MODULE

Since the The data generation rate of
acquisition and tracking module is much slower than the
bus read and write clock, In order to speed up the data
transmission rate of DMA, we consider the use of two
way asynchronous FIFO as a buffer.

The structure of the FIFO is shown as Figure 3.
Because it uses different clocks to read and write, so we
use Dual-port RAM as memory module. The word length
and depth of storage of dual port RAM is according to
the AD parameter RF front-end sampling. In order to
solve the problem of metastable clock domain data
transmission, FIFO read and write pointer is encoded
with the gray code. Through the multi-level register
transfer DMA controller can reduce the probability of
metastable.

The comparison algorithm of full/empty of FIFO
pointer references Clifford E. Cummings’ paper. That is
to construct a pointer which width is N+1, depthis 2™ N
bytes. Read and write pointer is represented with the

© 2015 Global Journals Inc. (US)

gray code. The first two bits are not the same. When the
FIFQO is full the two LSB gets the same. When the pointer
is exactly equal, FIFO is empty.

— )

INT RW b s
Controller Addr

Intermgpt
Generator P Desinsiaddic

AMBA Write
Module ‘ l

Acquisition - FIFO
Module BUFFER

—

Tracking FIFO
Module BUFFER

h 4

P desinssontie [

AMBA Read
Module ‘

Source Addr
=P st

A 4

Fig.3 : FIFO module architecture
V. THE WORKFLOW OF DMA CONTROLLER

Initially, the bus is idle, waiting for the DMA
transmission request. When the control register Read or
Write bit is 1, the DMA controller goes into
corresponding reading or writing ready state. According
to the setting value of the counter, DMA then decided to
adopt the single or burst mode to read and write bus.
After read and write data process the controller goes
into finish state. Finally it determines whether goes into
the read and write cycle according to the value of
control register. The workflow is shown as Figure4.

wdata > rdata N
will j:
¢ FIFO
waddr[™] Dual-port [—]raddr _
RAM i
FIFO FIFO
iy Read [=M5
wie J| Write Bty
Full -mpty
i wptr
wclk|7 rclk
wist n st 1

Fig. 4 : FSM Diagram

VI. THE SOFTWARE AND HARDWARE CoO-
VERIFICATION OF DMA IP

We use Verilog HDL to build the DMA controller,
and Altera Quartusll for integrated debugging. After
downloading the design to Altera Cyclone4 EP4C115F2
9C7 FPGA, we can get the correct gate level netlist. The
DMA controller consumes totally 6348 LE after



synthesize. We simulate the data transmission process
by software interruption on RTEMS. Figure 5 shows the
real-time read-burst mode waveform through Altera’s
Signal Tap on FPGA. We can see that DMA module
successfully achieves data R/W in burst mode.

Es
E

@[ afafaualale(alela]e[o]ea[a]F

Fig. 5 : read burst module verification waveform
VIL

In order to investigate the effect of DMA solution
brings, in this paper, we research in DMA and non DMA
(FIFO interrupt) two cases the first positioning time
(TTFF) baseband SoC requires. Through the test to
different S/N ratio of the received signal and the
dynamic condition, we can get the experiment data and
conclusion.

APPLICATION

a) Experiment Design

The first positioning time of navigation
baseband SoC is also called cold start time. The system
powers on and initialize without any historical
information under a cold start condition. And then it
attempts to locate and lock the satellite. Because of the
lack of prior information, it will take a long time. System
uses a method similar to the polling, locking the signals
from all the satellites.

The system performs four steps from power on
to the output of position data: system initialization —
acquisition — tracking — position calculation. At the same
time it interact with the user. In the four step, the
processor is mainly responsible for initializing the
operating system, position solution and human-
computer interactive task. The DMA controller can be
used instead of the processor, responsible for store the
data generated by acquisition and tracking module into
RAM. Therefore the processor can focus on the position
solution and human-computer interactive task and the
first positioning time (TTFF) is shortened.

In order to comprehensively study the
performance of the system, the test experiment selects
three different IF GPS signal as signal source. The GPS
S/N ratio is 42db-Hz under the first condition. The
system acceleration is 0g. The GPS S/N ratio is 42db-Hz
under the first condition. But the system acceleration is
20g. The GPS S/N ratio is 34db-Hz under the first

condition. The system acceleration is 0g. The test
results is shown in Table 1 and Table 2.

Table 1: Non-DMA Mode TTFF statistics

GPS S/N systemacceleration / | TTFF
dB/Hz n's”2 /s
42 0 26.4
42 20 30.2
34 0 28.6
Table 2 : DMA Mode TTFF statistics
GPS S /N system acceleration / | TTFF
dB/Hz nys”2 /s
42 0 253
42 20 28.1
34 0 26.8

b) Data analysis

We can draw from Table 1 and Table 2 that:
Under the first condition, the system is under a low
dynamic environment with high signal-to-noise ratio,
since that the TTFF both in DMA and non-DMA mode is
relatively short. And the DMA mode takes 1.1 s less time
than non-DMA mode. So, DMA controller sets CPU free
from busy data transforming task, making it to have
more free time to perform other tasks and shortening the
TTFF.

Under the second condition, the system is
under a high dynamic extreme environment, which
greatly increases the acquisition and tracking difficulty.
Here the DMA mode takes 2.1 s less time than non-
DMA mode. Compared to the first condition, Using DMA
method to shorten the TTFF effect is more obvious.

Under the third condition, the system is under a
environment with low signal-to-noise ratio, which also
increases the acquisition and tracking difficulty. TTFF in
DMA mode is 28.6s, in non-DMA mode is 26.8s, which
is both longer than the first condition. Here the DMA
mode takes 1.8 s less time than non-DMA mode.
Implementing DMA also has the obvious effect on
reducing TTFF.

The experiment proofs that: The DMA controller
can effectively reduce navigation baseband SoC CPU’s
load, shorten TTFF.

VIII. CONCLUSION

SoC technology has developed rapidly in recent
years, represent the future development trend of IC. As
a complex system composed by multiple IP, the single
component design of GPS baseband SoC must fully
consider the overall system hardware and software
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integration in order to play the best performance of the
whole system. In this paper, the DMA IP from the system
view, it uses FIFO BUFFER and interrupting mechanism
to realize the good combination of acquisition and
tracking module. With the control register group
developer can easily program the DMA controller under
the RTMES real-time operating system. The FPGA
Experiments show that this design can realize the data
read and write control based on AMBA bus, reduce the
burden of CPU.
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Absiracl- This paper proposes a farming environment
observing framework for checking data concerning an outside
by using Wireless Sensor Network (WSN) innovation. The
proposed rural environment observing server framework
gathers natural and soil data on the outside through WSN-
based ecological and soil sensors. In this paper we are using
sensors as soil moisture sensor and temperature sensor .This
sensors help the field to control the water level and also
temperature .Here we are using wireless sensor network as
GSM (global system for mobile communication).

Keywords: AT89C51 microcontroller, SHT-71; wireless
sensor networks, temperature sensor; Soil moisture
Sensor.

[. INTRODUCTION

s of late, developments in data correspondence
engineering have been quickening the merging

between diverse commercial enterprises. The
meeting and reconciliation of IT with agrarian
engineering is required to be a region that could expand
the included quality and benefit of agribusiness by
applying the pervasive innovation to the horticultural
segment which is an essential industry. To effectively
develop such a u-farming environment, the
improvement of crucial universal innovation improved for
agribusiness, for example, sensor equipment,
middleware  stages, steering conventions and
application administrations for agrarian situations is
required. lllustrations of the union of universal innovation
with horticulture, which is an essential industry, on a trial
premise exist, for example, the utilization of sensor hubs
in vine society destinations and applications of
pervasive engineering in  domesticated animals
cultivating locales, and the engineering has step by step
started to show up in other little territories like the
increment of generation and the change of value at
different farming locales.

An agrarian environment checking framework
gives ecological observing administrations and office
controlling administrations, and therefore keeps up the
harvest becoming environment in an ideal status. This
framework additionally enhances the comfort and
gainfulness of clients. In any case, existing horticultural
observing frameworks are generally connected and
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used in shut agrarian situations, for example, nurseries,
steers sheds, and so forth. as it is hard to apply rural
checking frameworks in outside areas, for example,
paddies, fields, plantations, and so on due to an
absence of IT framework. What's more, when clients
need to check the observed data in existing observing
frameworks, the client should physically check the
status through introduced sensors or terminals
introduced in the agribusiness offices. With a specific
end goal to take care of these issues, it is important to
create an agrarian environment observing framework
that can screen ecological data and soil data in remote
area and can be utilized as a part of rural situations
which need base. This paper proposes a rural
environment observing server framework to screen data
on the outside by using WSN (remote sensor system)
engineering, which is one of such pervasive advances.

On the off chance that the proposed farming
environment observing server framework is connected
to an agrarian environment, ecological and soil data
could be checked even at a remote site, and it is normal
that this would help expanded product yields and the
change of value in the rural field by supporting makers'
choice making about harvest creation through the
investigation on the gathered data. The rural
environment checking server framework proposed in
this paper gathers ecological data, for example,
luminance, temperature, humidity, ph, Co2 and so on
which influence development of harvests and soil data
through the WSN natural sensors and soil sensors
introduced outdoors, and these are interfaced to gsm
module to alarm the ranchers. Moreover, the server
framework is situated up to utilize force supplied
through sun oriented cells so it could be utilized as a
part of horticultural situations with lacking force
foundation.

[I. SYSTEM ARCHITECTURE

The primary segments in the circuit are
microcontroller At89c51, Humidity sensor, soil sensor
and GSM modem. The At89c51 comprises of four ports
which can be utilized for both include and vyield. The
circuit utilizes port1 as data, port2 as in-out, port3 and
port0 as yield ports. A switch is associated with pin to
reset the circuit. The dirt sensor is utilized for
recognizing the dampness as a part of the dirt. It is
associated with port2 which go about as info to the
microcontroller.
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It delivers zero yield when there is dampness in
the dirt and when there is no dampness it creates a yield
signal which is transmitted to the microcontroller. The
Environment sensor is utilized for sensing the
temperature. The microcontroller acknowledges the
signs which are in computerized form.GSM modem s
joined with port3 which is the yield. It is interfaced to the
microcontroller utilizing Max232. It is utilized to transmit
the alarm message to the rancher. The correspondence
in the middle of microcontroller and GSM circuit is
carried out by utilizing serial correspondence. For this it
utilizes Rs232 serial port. The Rs232 rationale levels and
microcontroller rationale levels are not equivalent. So to
match the rationale levels of microcontroller and Rs232
rationale levels Max232 is utilized to interface GSM
modem.

At the portO there are no draws up resistors
inbuilt in it to deliver 5v supply. In this way, the outside
forces up resistors are joined at port0 to create 5v
supply. At the point when the signs from soil sensor and
temperature sensor are high, The signs from the
microcontroller additionally to the GSM modem as
indicated by the product code dumped in the
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microcontroller. At that point GSM modem
transmits the caution message
persons.

I1I. METHODOLOGY

The main aim of this paper to atomize the
irrigation system for social welfare of agriculture system.
In this paper we basically observing on the some of
applications like.
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To continuously measuring monitor in the soil
with the help of soil moisture sensor and also measuring
the level of the water content using sensor and also
check the temperature, humidity with the help of
temperature sensor .By this if any level of water or
temperature changes takes place then immediately the
message is pass to the framer with the help of GSM.
This GSM transmit the full of information about the field
to the framer to the framer In this paper we are using keil
as software and the Hard ware as the excepted output is
as follows




IV. SOFTWARE DESCRIPTION

As this task is installed based undertaking, the
product code is composed in implanted ¢ which is
assembled debugged and tried. It is re-enacted with the
assistance of micro vision keil which control the
execution of inserted ¢ programs. Software utilized is
keil programming for implanted ¢ programming. It is
conceivable to make the source documents in a word
processor, for example, Notepad, run the Compiler on
every C source document, indicating a rundown of
controls, run the Assembler on every Assembler source
record, defining an alternate rundown of controls, run
either the Library Manager or Linker (again pointing out
a rundown of controls) lastly running the Object-HEX.

Converter to change over the Linker yield record
to an Intel Hex File. When that has been finished the Hex
File can be downloaded to the target fittings and
debugged. Then again KEIL can be utilized to make
source records; consequently assemble, connection
and clandestine utilizing choices set with a simple to
utilize client interface lastly mimic or perform debugging
on the equipment with access to C variables and
memory. Unless you need to utilize the tolls on the
charge line, the decision is clear. KEIL Greatly improves
the procedure of making and testing an implanted
application.

V. CONCLUSION

This paper deals with the design and
development of moisture detection, temperature
monitoring and alerting system for farmers. The GSM
modem provides the information in case of emergency.
This is a reliable and efficient system for alerting and
intimation to the farmers through GSM mobile
communication.
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Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology,
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization.
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will
not be accepted unless they have wider potential or consequences.

2. ETHICAL GUIDELINES
Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities.

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals
Inc. (US).

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings.
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before
submission

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According
to the Global Academy of R&D authorship, criteria must be based on:

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings.
2) Drafting the paper and revising it critically regarding important academic content.
3) Final approval of the version of the paper to be published.

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors
who do not match the criteria as authors may be mentioned under Acknowledgement.

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along
with address.

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere.

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this
paper.

Please mention proper reference and appropriate acknowledgements wherever expected.

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the
author's responsibility to take these in writing.

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved.

3. SUBMISSION OF MANUSCRIPTS

Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below.

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author,
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the
instructions.
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments.

Complete support for both authors and co-author is provided.

4. MANUSCRIPT’S CATEGORY

Based on potential and nature, the manuscript can be categorized under the following heads:
Original research paper: Such papers are reports of high-level significant original research work.
Review papers: These are concise, significant but helpful and decisive topics for young researchers.
Research articles: These are handled with small investigation and applications.

Research letters: The letters are small and concise comments on previously published matters.

5. STRUCTURE AND FORMAT OF MANUSCRIPT

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as
follows:

Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and
comprise:

(a)Title should be relevant and commensurate with the theme of the paper.

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions.

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus.

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared.

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition;
sources of information must be given and numerical methods must be specified by reference, unless non-standard.

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to
have adequate numerical treatments of the data will be returned un-refereed;

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing.
(h) Brief Acknowledgements.
(i) References in the proper form.

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial
correction.
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness.
It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines.
Format

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable,
that manuscripts should be professionally edited.

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary.
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater.

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed
by the conventional abbreviation in parentheses.

Metric Sl units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration,
1.4 | rather than 1.4 x 10-3 m3, or 4 mm somewhat than 4 x 10-3 m. Chemical formula and solutions must identify the form used, e.g.
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear.

Structure
All manuscripts submitted to Global Journals Inc. (US), ought to include:

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces),
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining
and indexing.

Abstract, used in Original Papers and Reviews:
Optimizing Abstract for Search Engines

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most
public part of your paper.

Key Words

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and
Internet resources.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible
keywords and phrases to try.

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing

research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as
possible about keyword search:
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e One should start brainstorming lists of possible keywords before even begin searching. Think about the most
important concepts related to research work. Ask, "What words would a source have to include to be truly
valuable in research paper?" Then consider synonyms for the important words.

e It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most
databases, the keywords under which a research paper is abstracted are listed with the paper.

e  One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are
bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.

Acknowledgements: Please make these as concise as possible.

References

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions
will cause delays.

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the
Editorial Board.

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not
being noticeable.

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management
and formatting.

Tables, Figures and Figure Legends

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used.

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers,
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them.

Preparation of Electronic Figures for Publication

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi;
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi.

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork.
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to
complete and return a color work agreement form before your paper can be published.
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore,
the first 100 characters of any legend should notify the reader, about the key aspects of the figure.

6. AFTER ACCEPTANCE

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the
Global Journals Inc. (US).

6.1 Proof Corrections

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must
therefore be provided for the related author.

Acrobat Reader will be required in order to read this file. This software can be downloaded
(Free of charge) from the following website:

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for
any corrections to be added. Further instructions will be sent with the proof.

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt.

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please
note that the authors are responsible for all statements made in their work, including changes made by the copy editor.

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles
cannot be cited in the conventional way.

6.3 Author Services

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article -
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is
provided when submitting the manuscript.

6.4 Author Material Archive Policy

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as
possible.

6.5 Offprint and Extra Copies

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper?
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about this field
from your supervisor or guide.

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:

1. Choosing the topic: In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can
have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by
asking several questions to yourself, like Will | be able to carry our search in this area? Will | find all necessary recourses to accomplish
the search? Will | be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper.
They are here to evaluate your paper. So, present your Best.

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and
automatically you will have your answer.

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper
logical. But remember that all points of your outline must be related to the topic you have chosen.

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the
supervisor to help you with the alternative. He might also provide you the list of essential readings.

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose

quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model
research paper. From the internet library you can download books. If you have all required books make important reading selecting and
analyzing the specified information. Then put together research paper sketch out.

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
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12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and
always give an evaluator, what he wants.

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it
either in your computer or in paper. This will help you to not to lose any of your important.

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those
diagrams, which are made by your own to improve readability and understandability of your paper.

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but
if study is relevant to science then use of quotes is not preferable.

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will
confuse the evaluator. Avoid the sentences that are incomplete.

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be
possible that evaluator has already seen it or maybe it is outdated version.

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that
suits you choose it and proceed further.

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your
target.

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use
language that is simple and straight forward. put together a neat summary.

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with

records.

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute
will degrade your paper and spoil your work.

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in
trouble.

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also
improve your memory.

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have
several ideas, which will be helpful for your research.

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their
descriptions, and page sequence is maintained.

31. Adding unnecessary information: Do not add unnecessary information, like, | have used MS Excel to draw graph. Do not add
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers.
Amplification is a billion times of inferior quality than sarcasm.

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way
to put onward earth-shaking thoughts. Give a detailed literary review.

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING

Key points to remember:

®  Submit all work in its final form.
e  Write your paper in the form, which is presented in the guidelines using the template.
®  Please note the criterion for grading the final paper by peer-reviewers.

Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections,
submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness
of prior workings.
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Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation,
and controlled record keeping are the only means to make straightforward the progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits
Mistakes to evade

e |[nsertion a title at the foot of a page with the subsequent text on the next page
e  Separating a table/chart or figure - impound each figure/table to a single page
e Submitting a manuscript with pages out of sequence

In every sections of your document
- Use standard writing style including articles ("a", "the," etc.)

- Keep on paying attention on the research topic of the paper

- Use paragraphs to split each significant point (excluding for the abstract)

- Align the primary line of each section

- Present your points in sound order

- Use present tense to report well accepted

- Use past tense to describe specific results

- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results

Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed
lines. It should include the name(s) and address (es) of all authors.
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Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references
at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written?
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no
more than one ruling each.

Reason of the study - theory, overall issue, purpose
®  Fundamental goal
®  To the point depiction of the research

e  Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results
of any numerical analysis should be reported

e  Significant conclusions or questions that track from the research(es)

Approach:
. Single section, and succinct
®  Asaoutline of job done, it is always written in past tense
e A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
e  Center on shortening results - bound background information to a verdict or two, if completely necessary
¢  What you account in an conceptual must be regular with what you reported in the manuscript

®  Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics)
are just as significant in an abstract as they are anywhere else

Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction,
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the
protocols here. Following approach can create a valuable beginning:

®  Explain the value (significance) of the study
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its
appropriateness from a abstract point of vision as well as point out sensible reasons for using it.

®  Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.

®  Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

®  Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is
done.

®  Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a
least of four paragraphs.
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®  Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the
whole thing you know about a topic.

e  Shape the theory/purpose specifically - do not take a broad view.

®  Asalways, give awareness to spelling, simplicity and correctness of sentences and phrases.

Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the
whole thing you did, nor is a methods section a set of orders.

Materials:

®  Explain materials individually only if the study is so complex that it saves liberty this way.
e  Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
® Do not take in frequently found.

e |[f use of a definite type of tools.
®  Materials may be reported in a part section or else they may be recognized along with your measures.
Methods:

®  Report the method (not particulars of each process that engaged the same methodology)

Describe the method entirely

To be succinct, present methods under headings dedicated to specific dealings or groups of measures

e Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

® |t is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use
third person passive voice.

®  Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

®  Resources and methods are not a set of information.
®  Skip all descriptive information and surroundings - save it for the argument.
®  |leave out information that is immaterial to a third party.

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the
outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated

in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not
be submitted at all except requested by the instructor.

. © Copyright by Global Journals Inc.(US)| Guidelines Handbook

XX



Content

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
Present a background, such as by describing the question that was addressed by creation an exacting study.
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if
appropriate.

e  Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form.
What to stay away from

® Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
L] Not at all, take in raw data or intermediate calculations in a research manuscript.

® Do not present the similar data more than once.
®  Manuscript should complement any figures or tables, not duplicate the identical information.

e Never confuse figures with tables - there is a difference.
Approach

e Asforever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
e  Put figures and tables, appropriately numbered, in order at the end of the report

e |f you desire, you may place your figures and tables properly within the text of your results part.
Figures and tables

e |f you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix
materials, such as raw facts

®  Despite of position, each figure must be numbered one after the other and complete with subtitle
®  |n spite of position, each table must be titled, numbered one after the other and complete with heading

e Allfigure and table must be adequately complete that it could situate on its own, divide from text
Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally  accepted information, if  suitable.  The implication of  result  should be  visibly  described.
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that.

®  Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain."

®  Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work

®  You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.

®  Give details all of your remarks as much as possible, focus on mechanisms.

®  Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
®  Tryto present substitute explanations if sensible alternatives be present.

®  One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain?

e  Recommendations for detailed papers will offer supplementary suggestions.
Approach:

®  When you refer to information, differentiate data generated by your own studies from available information
®  Submit to work done by specific persons (including you) in past tense.
= Submit to generally acknowledged facts and main beliefs in present tense.
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THE ADMINISTRATION RULES

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get

rejected.
. The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.

You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.

e Do not give permission to anyone else to "PROOFREAD" your manuscript.

®  Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.)
®  To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS INC. (US)

decision of Paper. This report will be the property of Global Journals Inc. (US).

Abstract

Introduction

Methods
Procedures

Discussion

References

XXIII

Grades

Clear and concise with
appropriate content, Correct

format. 200 words or below

Containing all background
details with clear goal and
appropriate  details, flow
specification, no grammar
and spelling mistake, well
organized sentence and

paragraph, reference cited

Clear and to the point with
well arranged paragraph,
precision and accuracy of
facts and figures, well

organized subheads

Well organized, Clear and
specific, Correct units with
precision, correct data, well
structuring of paragraph, no
grammar and spelling
mistake

Well organized, meaningful
specification, sound
conclusion, logical and
concise explanation, highly

structured paragraph
reference cited
Complete and correct

format, well organized

Unclear summary and no
specific data, Incorrect form

Above 200 words

Unclear and confusing data,
appropriate format, grammar
and spelling errors with
unorganized matter

Difficult to comprehend with
embarrassed text, too much
explanation but completed

Complete and embarrassed
text, difficult to comprehend

Wordy, unclear conclusion,
spurious

Beside the point, Incomplete

E-F

No specific data with ambiguous
information

Above 250 words

Out of place depth and content,
hazy format

Incorrect and unorganized

structure with hazy meaning

Irregular format with wrong facts
and figures

Conclusion is not  cited,
unorganized, difficult to

comprehend

Wrong format and structuring
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