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Two Degree-of-Freedom Camera Support System                    
By Md. Nasir Uddin, MM Rashid, M Parvez, MM Sultan, SZ Ahmed, NA Nithe,   

JI Rony & MT Rahman 
                                                     International Islamic University, Malaysia 

Abstract- A surveillance camera is used to observer and record the surroundings. There are many 
types of existing surveillance camera and each of them has their own specifications made to suit their 
respective purposes. For example, there are fixed, 1-degree-of- freedom (DOF) and2-DOF cameras. 
As for a moving camera, it is essential for it to be able to move freely so that it can capture the target 
object in awider range. The camera also should be able to be controlled wirelessly to give a better 
practicality to the user. Based on the specifications, this project is constructed to overcome these 
problems. A 2-DOF camera support system is to be created which can be controlled wirelessly via 
Bluetooth. The support will e made with two motors that can  pan and tilt the camera. The user will 
need to download an application which has o screen control into their gadgets and this can be 
connected to the Arduino which controls the motors. The Arduino will process the command from the 
user and will move the right motor to execute the command. This project will help the user to control 
the surveillance camera from a distance wirelessly and have at least a 360° pan view and 90° tilt view. 
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Two Degree-of-Freedom Camera Support 
System

Abstract-  A surveillance camera is used to observer and 
record the surroundings. There are many types of existing 
surveillance camera and each of them has their own 
specifications made to suit their respective purposes. For 
example, there are fixed, 1-degree-of- freedom (DOF) and2-
DOF cameras. As for a moving camera, it is essential for it to 
be able to move freely so that it can capture the target object 
in awider range. The camera also should be able to be 
controlled wirelessly to give a better practicality to the user. 
Based on the specifications, this project is constructed to 
overcome these problems. A 2-DOF camera support system is 
to be created which can be controlled wirelessly via Bluetooth. 
The support will e made with two motors that can  pan and tilt 
the camera. The user will need to download an application 
which has o screen control into their gadgets and this can be 
connected to the Arduino which controls the motors. The 
Arduino will process the command from the user and will 
move the right motor to execute the command. This project 
will help the user to control the surveillance camera from a 
distance wirelessly and have at least a 360° pan view and 90° 
tilt view.

Chapter 1

I. introduction

a) Background Studies

There are many types of surveillance camera 
available in the market. Each of them is made to serve 
different purposes. For example, a bullet surveillance 
camera is usually placed indoors and it is mounted on 
the wall. The view is fixed and it is uncontrollable. 
Besides that, There are widely used for wide-area 

Usually the security cameras are controlled 
using   the  control  panel  from  the control   room.  This
project will ease the user as it will be interfaced with the 
Android application so the user can control it without 
having to bring a remote control.

b) Problem Statement
A moving camera support will offer many 

advantages compared to a static one. It will allow the 
user to point a surveillance camera to the target object 
better. Another potential usage will also be an automatic 
tracking of a moving object. To achieve this, a 2-DOF 
camera support is required and will be designed and 
implement ted. The camera support should be 
controllable wirelessly to improve its usefulness for the 
users.

c) Research Objectives
The purpose of this project is to design a 2-DOF 

support that can hold a video camera. The movement of 
the support is expected to be controlled via a wirelees 
communication, from and android device.
The core objectives of this project are:
1. To design a 2-degree-of-freedom camera support 

(Yaw and Pitch)
2. To design the controllers.
3. To design the wireless communication hardware 

and software.
4. To implement and test the design.

d) Research Methodology
Methodology is the theoretical arguments that 

researchers use to vindicate their research methods and 
project. Research methodology is the procedure of 
conducting research in order to achieve the aim of the 
project. These are the methodologies that have been 
lain out for this project. There are three parts for the 
process, which is planning, implementing and analysis.

© 2016   Global Journals Inc.  (US)
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urveillance brings the meaning of the observation 
of the actions, behavior, or other changing 
information, typically of individuals to influence, 

direct, manage or protect them. By using a surveillance 
camera, the surroundings can be observed, recorded 
and re- watched for future references.

S
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programmed to move on their own, and there are ones 
which are controllable by the user.

surveillance   environment. Some of them are already



 

 

 
 
 

For planning the first one is the data collection 
or literature review. A study of past projects that can 
help with the understanding of the research is done. 
From these studies, new ideas can be implemented to 
the project with references from existing ones. For this 
part,

 

the different types and designs for the mount has 
been studied. Next is to select the components that are 
most suitable to be used in the project. The components 
are chosen based on their materials and the 
calculations made. For the software requirements, a 
couple of softwares are compared and most suitable is 
to be implemented.

 
 

After that, the hardware and software parts are 
integrated and the project is tested. Based on the data 
collected from the test, the performance of the project 
will be further analyzed to improve it until all the 
objectives are achieved. Fanally, the conclusion of the 
project is to be identified and a complete paperwork is 
prepared.

 
Chapter 2

 
II.

 

Literature Review

 
a)

 

Introduction

 
The aim of this project is to construct a 2 

degree of freedom camera support system that can pan 
360°  and tilt 9°. This system is to be controlled from an 
Android application in the phone via Bluetooth. With this, 
the surveillance camera can be controlled wirelessly and 
ease the user.

 b)

 

Fixed surveillance Camera[1]

 A fixed

 

surveillance camera only points to one 
direction, which makes them very suitable for monitoring 
very specific area of interest. Besides that, they are used 
when it is beneficial to install them in clearly visible 
locations. Therefore, fixed surveillance cameras are 
quite effective not only to capture footages of suspicious 
activity, but also

 

for deterring criminals and vandal from 
doing their acts to begin with. The direction of the 
camera is set during the installation phase. To cater to a 
wide variety of surveillance needs, they commonly 
accept interchangeable lenses and housings.

 c)
 

Two-stage Motor-on-Motor (MOM) Design[2]

 In this design, the first motor will be placed at 
the bottom of the support so it can turn the mechanism 
through one degree of freedom, that is pan or yaw 
direction. Then the other motor is placed on top of the 
first motor and moves the mechanism in the pitch or tilt 
direction. It must be powerful enough to move the 
camera. Due to the placement of the motors in this 
design, the first

 
motor is usually more powerful

 
than the 

second one. It is because it needs to support the weight 
of the second motor together with the camera.

 
 

 

d)

 

Parallel Linkage Design [3]

 
 

Two linear stepper motors are used in this 
design. It is also called a Platform Pantilt. The platform is 
moved by lowering and raising two shafts attached to 
linear stepper motors that, along with a third fixed shaft, 
are attached to the platform.

 

Single and double 
universal joints are used to be attached to the

 

to the 
shafts. This design is quite alike to the six-degree-of –
freedom Steward plat

 

form. This design is good in a 
way, but it has a limited precision and because it uses 
stepper motors, it is hard to construct this device in a 
small scale.

 

e)

 

Motor [4]

 

A brushless DC motor runs from a DC power 
source but it does not have commutators and brushes.

 

A brushless DC motor is more efficient, reliable, have 
low electrical noise and good speed control as 
compared to a brushed DC motor. While the key 
advantage to

 

it is it has no brushed or commutaotr to 
wear out producing a much higher speed and lower 
maintenance.

 

On the other hand, a stepper motor does not 
rotate continuously like a conventional DC motor but it 
moves according to its step angle, with the angle of 
each rotational movement or step relies to the number 
of stator poles and rotor teeth that the stepper motor 
has.

 

For this project, the brushless DC motor is 
believed to be the best motor to be used.

 
f)

 

Bluetooth

 
Bluetooth is wireless technology

 

standard for 
exchanging data over short distances (using short-
wavelength UHF radio waves in the ISM band from 2.4 
to 2.485 GHz[4] from fixed and mobile devices, and 
building personal area networks (PANs). It was invented 
by Ericsson in 1994 and was regarded

 

as a wireless 
substitute to RS-232 data cables. It can be connected to 
a number of devices, overcoming problems of 
synchronization.

 
Bluetooth is a  standard wire–replacement 

communications protocol primary designed for low-
power consumption, with a short range based on low-

 
cost transceiver microchips in each device. To connect 
to Bluetooth, the devices do not have to be in visual line 
of sight of each other as it uses a radio communication 
system. But then, a quasi-optical wireless path must be 
viable. The effective range of Bluetooth is affected by the 
propagation conditions, material coverage, battery 
conditions variations, production sample and antenna 
configurations. The Bluetooth Core Specification 
mandates a range of not less than 10 meters, but there 
is no upper bound on actual range. Manufacturer’s 

Two Degree-of-Freedom Camera Support System
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implementations can be tuned to provide the range 
needed for each case.



 

 

 
 

g)

 

Wireless Local Area Network

 

A wireless local network (WLAN)

 

is a wireless 
computer network that connects devices by a wireless 
distribution method within a bounded area. This allows 
the user to move around within the area without being 
disconnected to the network.

 

A peer-to-peer network permits the wireless 
devices to directly communicate with one another. They 
can discover and communicate directly without involving 
a central access point as long as they are within each 
other’s range. This method is usually used by two 
devices so

 

they can connect to each other from a 
network. This can only

 

happen to devices that are in 
close proximity.

 

h)

 

Android [5]

 

Android is a mobile operating system (OS) 
based on the  Linux Kernel and currently developed by 
Google. With a user interface based on direct 
manipulation, Android is designed primarily for touch

 

screen mobile devices such as smart

 

phones and tablet 
computers, with specialized user interfaces for 
televisions (Android T), cars (Android Auto), and wrist 
watches ( Android Wear). The OS uses touch inputs that 
loosely correspond to real-world actions, like swiping, 
tapping, pinching, and

 

reverse pinching to manipulate 
on-screen objects, and a virtual keyboard. Despite 
being primarily designed for touch

 

screen input, it has 
also been used in game consoles, digital cameras, 
regular PCs and other electronics.

 

Chapter 3

 

III.

 

System Analysis and Methodology

 

a)

 

Introduction

 

This chapter will discuss the integrated system 
of the surveillance camera support system and also the 
ways to implement them. This project can be breakdown 
into two parts, which is the hardware part and software 
part.

 

b)

 

Project Overview

 

The system is divided into hardware design and 
software design. The hardware design has 3 further 
breakdowns which are electrical design, mechanical 
design and bill of materials. The materials and hardware 
are decided upon after comparing with different options 
and the most suitable is selected so that the project will 
work at optimum performance.

 

Figure 3.1 shows the overall flow of the system. 
The inputs come from the android device and then 
through the Bluetooth module, the signals is delivered to 
the Ardui

 

no for further processing. Next, the Arduino 
sends signals to respective motors for them to move 
according to the input from the user.

 

c)

 

Electrical Design

 

The systems electrical design and component 
selections will be further discussed.

 

d)

 

Component Selection

 

From the literature review, these components is 
deemed the most suitable to be used in this project for it 
to be working successfully. There are few factors that 
came into consideration for the components to be 
chosen such as size, durability, maintenance and price.

 

No

 

Name

 

of omponents

 

Quantity

 

1.

 

Arduino UNO

 

1

 

2.

 

20 rpm Motor

 

1

 

3.

 

30 rpm Motor

 

1

 

4.

 

Arduino Motor Shield

 

1

 

5.

 

Bluetooth Module

 

1

 

e)

 

Arduino UNO

 

The Arduino

 

Uno is a microcontroller board on 
the A

 

Tmega

 

328 (datasheet). It is consist of 14 digital 
input/output pins

 

(of which 6 can be used as PWM 
outputs), 6 analog inputs, a 16 MHz ceramic resonator, 
a power jack, a USB connection, an ICSP

 

header and a 
reset button. It has everything required to support the 
microcontroller; just connect it to a computer with a USB 
cable or power it with an

 

AC-to-AC

 

adapter or battery to 
get started. The Uno is different from all previous boards 
in that it does not use the FTDI USB-to-serial driver chip. 
Instead, it features the Atmegal16U2(Atmega8U2 up to 
version R2) programmed as a USB-to-serial converter.

 
 

Microcontroller

 

ATmega328

 

Operating Voltage

 

5V

 

Input voltage (recommended)

 

7-12V

 

Input Voltage (limits)

 

6-20V

 

Analog Input Pins

 

6

 

DC Current per I/O Pin

 

40mA

 

DC Currentfor 3.3 V Pin

 

50mA

 

Digital I/O Pin

 

14 (of which 6 provide PWM 
output)

 

Flash Memory

 

32KB (ATmega328) of 
which 0.5 KB used by boot-
loader

 

SRAM

 

2KB (ATmega328)

 

EEPROM

 

1KB (ATmega328)

 

Calculations of the torque have been made 
prior to the selections of the DC motors.

 

Let the mass of the camera= 3N, width 
=0.021m, height= 0.05m

 

……………………………………………(15 page)

 

………………………

 

………………………..

 

Based on the torques calculated, the 20 rpm 
motor is selected as it can handle the motor torque 
calculated.

 

These are the specifications of the motor:

 
Operating Range: 3-12VDC Output Power: 1.1Watt

 
Torque@Max Efficiency: 0.27N.m (12V)

 
Torque @ stall: 1.306N.m.@12VDC

 

Two Degree-of-Freedom Camera Support System
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Stall current: 0.5A @ 12VDC
(6mm) Diameter Shaft



 

 

 
 

No load current: 45mA

 
No load current@ Max Efficiency: 95mA

 

(12V)

 
No load speed: 20 RPM

 
No load speed @ Max Efficiency: 15.9 RPM

 
Gear ratio: 150:1

 
Motor size:1.30” Dia. x 1.015”L

 
Gear size: 1.45”Dia. x .985”L

 
Shaft size: 6mm (0.236”) Dia. x 0.715”L

 
Weight: 0.2813 1bs. (4.5 oz)

 f)

 

Motor Driver

 
Logic Control Voltage: 5V (From Arduino)

 
Motor Driven Voltage: 6.5~12v (VIN Power Supply), 
4.8~35V (External Power Source)

 
2 way motor drive

 
Logic supply current Iss: ≤36mA

  
Motor Driven current Io: ≤2A

 
Maximum power consumption: 25W (T=75°C)

 
Up to 2A current each way

 
Pin 4, 5,6,7 are used to drive two DC motor

 
Support PWM speed control

 
Support PLL advance speed control

 
Size: 55x55mm

 g)

 

Bluetooth Module

 Supply voltage: 

   

3-3V DC

 Transmitter output power:

 

18dBm

 Receiver sensitivity:

  

-86dBm

 Mounting:

    

SMD

 Standard:

     

2.0 
EDR

 Bluetooth class:

   

1

 Operating temperature: 

  

-40…85°C

 Dimensions:

    

28.2 x 15 x 
2.8mm Interface:

 PCM

 UART

 USB

 Additional information

 Gross weight: 3.88 g

 Collective package [pcs]: 400

 h)

 

Mechanical Design

 The mechanical design is modeled with Solid

 works software. The drawings are attached in the 
appendices.

 i)

 
Bills of Materials (BOM)

 The total cost of the development of the 
surveillance camera support

 

system is as below:

 Table 3.3

 

:

 

Bills of Materials

 Parts

 

Quantity

 

Price 
(RM)

 Arduino
 

1
 

117.0
0

 20 rpm DC Gear 
Motor

 

2

 

90.00

 Motor Shield

 

1

 

43.00

 
Bluetooth Module

 

1

 

42.00

 
1000mmx60mmx30m
m Mild Steel Plate

 

1

 

25.00

 Gear

 

2

 

20.00

 
TOTAL COST

 

RM 
427.0
0

 Chapter 4

 IV.

 

conclusion

 a)
 

Achievement of objectives
 Overall most of them objectives for this FYP 1 

have been achieved. The 2-DOF camera support 
system has been designed. The final mechanical and 
electrical components have been selected from various 
selections based on the calculations results, suitability 
and cost. The wireless connection is decided to be via 
Bluetooth connected to the Android device. The support 
system is expected to move smoothly and comply with 
the specifications set.

 
b)

 
Limitation and challenges

 
The limitation of this project is to make the size 

smaller. It is because the components involved are quite 
big in size. The design that has been decided is the 
smallest one while taking into account the costs 
involved. 
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research outcomes exhibit the major identified bottleneck for restoration is to deal with the blurred 
image as an input to imaging agent employing various methodologies ranging from principle 
component analysis to momentary algorithms and also a set of attempts are been executed in image 
restoration  using various algorithms. However the precise results are not been proposed and 
demonstrated in the comparable researches. Also detail understanding for applications of moment 
algorithms for image restoration and demonstrating the benefits of geometric and orthogonal 
moments are becoming the recent requirements for research. 
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Exerting Moment Algorithms for Restoration of 
Blurred Images

K. Bhima α & Dr. A Jagan σ

Abstract- In this paper presents the restoration of blurred 
images which gets degraded due to diverse atmospheric and 
environmental conditions, so it is essential to restore the 
original image. The research outcomes exhibit the major 
identified bottleneck for restoration is to deal with the blurred 
image as an input to imaging agent employing various 
methodologies ranging from principle component analysis to 
momentary algorithms and also a set of attempts are been 
executed in image restoration  using various algorithms. 
However the precise results are not been proposed and 
demonstrated in the comparable researches. Also detail 
understanding for applications of moment algorithms for 
image restoration and demonstrating the benefits of geometric 
and orthogonal moments are becoming the recent 
requirements for research. Hence in this work we undertake 
the existing moment algorithms to demonstrate the outcome 
of moments for image restoration and evaluated the Hu, 
Zernike and Legendre moments and multi-order Legendre 
order is demonstrated in order to find the best setting of 
orders for image restoration. The final outcome of this work is 
a stable version of MATLAB based application to visually 
demonstrate the performance difference of Hu, Zernike and 
Legendre moments. The comparative performance of the 
application is also been demonstrated with the help of multiple 
image datasets such as fingerprint, bird and human face. 
Keywords:  image descriptors, moment algorithm, image 
blurring, legendre moment, image restoration. 

I. INTRODUCTION 

mage processing is a very active research area that 
has impact in several fields from remote sensing, 
Biometric authentication system, robotics, traffic 

Surveillance, to medicine. Automatic target recognition 
and Tracking, character recognition, 3-D scene analysis 
and reconstruction are only a few objectives to deal 
with. Since the real sensing systems are sometimes 
imperfect and also the environmental conditions are 
dynamic over time, the acquired images often The  
image are the for the most part frequent component of 
information representation and transmission due to the 
robust nature of information storage and the continuous 
effort to make digital image processing and presentation 
better. The studies have shown that the images contain 
information which is redundant and changing a value 
may cause errors in the calculation for further steps.  

In the space of image processing, the 
restoration of images is the major  expanse  of  research  
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for many decades. Many researchers have proposed 
various algorithms and techniques for better restoration 
of images for various applications. However the 
collection of image is strongly dependent on the 
imaging agent. The quality of a   image possibly will 
suffer from a variety of impairments, Still the key 
bottleneck for better restoration of   images are the 
random distortion and blurring caused to the initial 
images to be provided as input to the recognition 
system [1] [2]. The distortion and blurriness of the 
images are not only dependent on the capture agent, 
but also depends on the environmental and human 
errors. The causes of blurriness are studies and 
classified in four major kinds. Firstly, the focal length of 
the capture devices, Secondly, during the capture of 
object in a time irrelevant scale needs to be mapped 
with the capture speed of the agent to avoid the 
blurriness [3]. Thirdly, sometimes due to environmental 
and human causes the stabilization of the capture 
devices may be disturbed causing the blurriness. 
Fourthly, the most unavoidable situation, where the 
object is in higher order of colour range but the relevant 
background of lower order of colour range causing the 
blurriness. Thus to remove the effect of blurriness of the 
image, the most appropriate algorithms to be deployed 
are the momentary calculation algorithms.  

In the field of image processing, computer 
vision and allied fields, an image moment is a certain 
particular weighted average (moment) of the image 
pixels' intensities, or a function of such moments, usually 
chosen to have some attractive property or 
interpretation. Image moments are helpful to depict 
objects after segmentation. Simple properties of the 
image which are found via image moments include area 
(or total intensity), it’s centric, and information about its 
orientation and Effects of moments in digital image 
processing for restoration cannot be ignored as 
supported by related researches. In general moments 
are the numeric values used to represent the nature of 
any functions and identify with the significant properties 
[3] [4]. The following are mostly used moments 
algorithms are Hu moment, Zernike moment and the 
well discussed Legendre algorithms.  

The moments are superior to principle 
component analysis for image recognition especially for   
image recognition [5] [6] [7]. Yet the application of 
moments algorithms are not been studied for digital 
image restoration with the comparative results for blur to 

I 
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restoration algorithm efficiency mapping. Thus in this 
work we understand the algorithms of moments 
calculation proposed by Hu, Zernike and Legendre for 
image restoration and develop a framework for 
comparing the visual performance of the restoration 
process by applying the same algorithms.  

This work also demonstrates the effect of multi 
order Legendre for blurred image restoration. The rest of 
the work is organized as in Section II we understand the 
basic constructions of the moment algorithms and 
possibilities to apply for image restoration, in Section III 
we consider the Legendre moment in detail, in Section 
IV we define the components for Blurred image 
restoration process, in Section V, we demonstrate the 
proposed framework for Blurred Image recovery using 
multi-order Legendre moment algorithm, in Section VI 
we discuss the application constructed for the visual 
comparison for the blurred image restoration, in Section 
VII we discuss the results tested on multiple   image 
datasets and in Section VIII we discuss the conclusions 
and future scope of this work.      

II. IMAGE MOMENTS 

In Image processing and computer vision 
processing explore the calculation of image moments or 
finding the image descriptors is widely accepted. The 
moment is a calculated on certain weighted average of 
any pixel taking into account the neighbourhood pixel 
values. Often the moment is also used to calculate to 
understand and extract the most significant property of 
a continuous function [8]. The image moments are 
widely accepted for image processing and used by all 
polynomial approaches. In this work we consider the 
restoration techniques using moments, thus the 
understanding of moments will be helpful in section IV.  

In case of image and vision processing 
calculating the image moment which is resulting in the 
image descriptor is performed after the image 
segmentation. The image properties like area, centroid, 
pixel values and orientation of any object in the image 
can be represented using the image moment.  

Image moments are classified into three 
categories such as Raw Moments, Central Moments 
and Scale invariant Moments [3]. In this work, we 
understand the moments in details:  

a) Raw Moment 
For a simple two dimensional function, denoted 

by ( , )f a b , the raw moment of order ( , )x y  can be 
defined as  

. . ( , ). .x y
xyM a b f a b da dy

α α

α α

+ +

− −

= ∫ ∫                        …Eq 1 

For all positive integers of x and y  

The function ( , )f a b  denoting any greyscale 
image with pixel intensity of I(a, b) will be denoting the 
moment as  
 

. . ( , )x y
xy

a b
M a b I a b=∑∑ … Eq 2 

In order to simply the calculations by 
considering the probabilistic measure for image 
analysis, the Eq. 2 needs to be normalized by the 

( , )
a b

I a b∑∑ .
 

b) Central Moment 

For a simple two dimensional function, denoted 
by ( , )f a b , the central moment of order ( , )x y  can be 
defined as  
 

( ) .( ) . ( , ). .x y
xy a a b b f a b da dy

α α

α α

µ
+ +

− −

= − −∫ ∫ …Eq 3 

Where the a and b are the generic 
components of the centroid of the image and can be 
defined as  
 

10

00

Ma
M

= and 01

00

Mb
M

=  …Eq 4 

In case of a digital image, the Eq. 4 can be 
represented as the following:  

( ) .( ) . ( , )x y
xy

a b
a a b b f a bµ = − −∑∑  

…Eq5
 

The central moments for order k can be represented as
 

1 2

1 2
1 2

( ) ( )

1 2

. .( ) .( ) .
yx

x k y k
xy k k

k k

x y
x y M

k k
µ − −   

= − −   
   

∑∑
             

…Eq
 

6
 

The central moments are considered as 
translation invariant. 

 

c)
 

Scale invariant Moment
 

The moment of order (x + y) where x + y ≥ 2 
can be obtained by dividing the central moment with 0th

 

moment as following: 

 

(1 )
2

0

xy
xy x yM

µ

µ
+

+
=

 

…Eq 7

 

The scale invariant is neutral for scale change. 
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III. APPLICABILITY OF LEGENDRE MOMENT 

The most adopted method for image pattern or 
image restoration is the use of moments. The recent 
advancements demonstrate the use of moment 
calculation methodologies as geometric and orthogonal 
moments. Further studies have demonstrated that the 
orthogonal moments are better than the geometric 
moments. Among the orthogonal moments the most 
widely accepted method is to deploy the Legendre 
moment. But the application of Legendre moment is 
also restricted for the blurred or distorted images. Here 
we understand Legendre Moments in detail [3] [13]:  
Legendre Moment for of order (a + b) is defined as:  

1
1

1
1

(2 1)(2 1) ( ). ( , ).
4ab a b

a b P i P i j didjλ
+

+

−
−

+ +
= ∫ ∫  …Eq 8  

Where a, b is ranging from 1 to∞.  

Hence the kth order Legendre polynomial is written as:  

2
2

(2 )! (2 )!( ) ...
2 ( !) 2 !( 1)!( 2)!

k k
k k k

k k kP i i i
k k k

−−
= − +

− −
 
Kth Term

 

 
…Eq9

 

Where, D(k) = k/2 or (k-1)/2, is an positive integer.  
 

IV.
 

CHARACTERISTICS OF BLURRED IMAGE
 

In the Blurred or noisy image, the objects vary in 
terms of contrast and size.

 
The objects in the image can 

represent large
 
to small item or the items with detailed 

visibility. The primary effect of the blurriness on the 
imageis to reduce the contrast and visibility of the 
images. The reduced visibility images causes less 
detailed information in the images [10] [11].

 

The objects in the images are generally 
differentiated by the pixel difference between the object 
and the background at the object edges. The blurriness 
of the image actually reduces the pixel difference at the 
object edges [12].

 

The blurriness of the image can be measured in 
terms of units of lengths. The length of the images 
denotes the blurriness of the image [Table –

 
I].

 

Table I
 
:
 
Blur Value Range

 

Capture Agent Type
 

Range of 
Blur Value

 

(In MM)
 

Gamma Ray Camera
 

10 to 2
 

Ultrasonic Camera
 

5 to 2.1
 

Magnetic Resonance Camera
 

3.4 to 1
 

Computed Thermography Camera
 

2 to 1.3
 

Motion Capture Camera
 

2.8 to 0.3
 

Radio Active Camera
 

0.5 to 0.1
 

V.
 

FRAMEWORK FOR BLURRED IMAGE 

RESTORATION PROCESS
 

The two dimensional Legendre Moment for the 
blurred image of g (a, b) can be defined as [3] [13]:  

 1 1

,
1 1

( ) ( ). ( ). ( , ).x y x yL g P a P b g a b dadb
+ +

− −

= ∫ ∫     …Eq10
 

With the understanding of blurriness effect on 
the image, the image pixel will be multiplied by random 
value generated by the noise function. 

 
1 1

,
1 1

( ) ( ). ( ).( * ).x y x yL g P a P b f h dadb
+ +

− −

= ∫ ∫ …Eq 11

 
 Legendre moment of the blurred image can be 
represented as 

 
1 1

,
1 1

( ) ( , ).( ( ). ( ) ( , ) ).x y x yL g h i j P a i P b j f a b dadb didj
+ + +∞ +∞

− − −∞ −∞

= + +∫ ∫ ∫ ∫
                                                                             …Eq 12 
Image restoration procedure using moments:- 
• Capturing   image using capture device. 
• Captured   image is stored and referred for pre 

processing 
• Blur function is applied on   Image and also 

calculates image moment using Legendre 
polynomials. 

• Comparison of original blurred and restored image. 
Thus the process of restoring the blurred image 

using Legendre Moment is presented in this work 
[Figure – 1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 : 
 
Framework for Blurred Image Restoration

 

VI.
 

REAL TIME BLURRED IMAGE RESTORATION
 

In order to prove the findings and theoretical 
framework proposed in this work, we provide the 
MATLAB implementation of this framework to test the 

Initialization of 
Capture Agent

 

Generating the 
Blurred Image

 

Capturing the 
Original Image

 

Applying the 
Blur

 
Function

 

Visual Image 
Comparison

  

Restoring the 
Original Image

 

Calculating the
 

Moment
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visual advantages of Legendre Moments over other 
available moments. MATLAB is a highly popular 
multipurpose numeric programming language for the 
wide variety of build in library functions ranging from 
image processing to higher order numeric calculation. 
The built in library is capable of generating matrix based 
calculation and graph plotting in multi-dimensional 
space. The MATLAB is considered as the fourth 
generation programming language.  

In the implementation we also propose the multi 
order Legendre Moments to restore the blurred and 
noisy image.   

VII. RESULTS  AND DISCUSSIONS 

In this section, we have considered three 
different image dataset of fingerprint, bird and human 
face for restoration using various methods such as Hu, 
Zernike and Legendre moments. 

 

Figure 2.  1 :  Restoration of fingerprint Image using 
moments 

The input fingerprint image is blurred with length 
of 10mm and been tested for restoration with Hu, 
Zernike and Legendre moments of 50 order [Figure – 

2.1].  

 

Figure 2.  2  : Restoration of fingerprint Image using 
moments 

The input fingerprint image is blurred with length 
of 20mm and been tested for restoration with Hu, 
Zernike and Legendre moments of 50 order [Figure – 

2.2]. 

 

Figure 2.
 
3

 
:
 
Restoration of fingerprint Image using 

moments
 

The input fingerprint image is blurred with length 
of 30mm and been tested for restoration with Hu, 
Zernike and Legendre moments of 50 order [Figure –

 

2.3].
 

 

Figure 2.
 
4

 
:

 
Restoration of Bird Image using moments

 

The input bird image is blurred with length of 
10mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure –

 
2.4].

 

 

Figure 2.
 
5

 
:
 
Restoration of Bird Image using moments

 

The input bird image is blurred with length of 
20mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure –

 
2.5].
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Figure 2.6 : Restoration of Bird Image using moments 

The input bird image is blurred with length of 
30mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure – 2.6] 

 

Figure 2.7 :  Restoration of Face Image using moments 

The input face image is blurred with length of 
10mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure – 2.7] 

 

Figure 2. 8 :  Restoration of Face Image using moments 

The input face image is blurred with length of 
20mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure – 2.8] 
 

 
Figure 2.

 
9

 
:
 
Restoration of Face Image using moments

 
The input face image is blurred with length of 

30mm and been tested for restoration with Hu, Zernike 
and Legendre moments of 50 order [Figure –

 
2.9]

 Henceforth we compare the initial image and 
restored image generated by the Hu, Zernike and 
Legendre moments using the following formulation: 

 The difference between the original image and 
the restored image using movements’ algorithms 
considered as K1

 
and the difference between the 

original image and blurred image is considered as K2. 
 Hence the comparative difference between the 

K1 
and K2 

is considered K, demonstrating the amount of 
successful restoration for any given image using any 
given moment algorithm. 

 
( ) 1det( ) det( )ori res MomentI I K− = ...Eq 13

 

 2det( ) det( )ori blurI I K− =   ...Eq 14
 

1 2 1 2, 0,K K K K K K− = → → ...Eq 15
 

Table II : Comparative Study of Hu, Zernike and 
Legendre moment based on K value in Eq. 15. 

 
For dataset of fingerprint, bird and human face

 

Input 
Image 

Blur 
Length 

Hu 
Moment 
(In %) 

Zernike 
Moment 
(In %) 

Legendre 
Moment 
(In %) 

Fingerprint 
 

10 
mm 78 65 53 

20 
mm 

80 68 58 

30 
mm 

83 71 68 

Bird 

10 
mm 

23 63 71 

20 
mm 

24 68 75 

30 
mm 

24 71 79 

Human 
Face 

10 
mm 

37 53 81 

20 
mm 

41 57 83 

30 
mm 

53 61 87 
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The testing results clearly demonstrate the 
comparative study on different data sets such as 
fingerprint, bird and human face for restoration using 
Hu, Zernike and Legendre moment. For fingerprint Hue 
method exhibit better results, Zernike and Legendre 
shows better results for bird. In the case of human face 
Legendre moments demonstrates better results.  

VIII. Conclusion 

In this paper focus on the analysis of three 
categories of moments such as Raw Moments, Central 
Moments and Scale invariant Moments and the basic 
mathematics functions behind those moments. In order 
to achieve better understanding of image restoration 
process, we have also understood the nature of blurred 
images. The understanding of the difference of lengths 
for normal and blurred image based on the length for 
various capture device types. Henceforth, this work 
proposes a theoretical framework using Hu, Zernike and 
Legendre moment to restore blurred images. The 
theoretical model is also validated using the image 
dataset and the results are also been tested. The result 
of image dataset is satisfactory for restoring the blurred 
images. The application is been tested on three types of 
image such as Fingerprint, bird and human face. For 
majority of the image restoration Legendre moments 
demonstrate good results.   
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Improved Image Denoising Filter using Low 
Rank & Total Variation 

Garima Goyal

Abstract- Better diagnosis of disease is possible only with the 
better microscopic images. To do so images of the affected 
area are captured and then noise is removed to obtain 
accurate diagnosis. Many algorithms have been proposed till 
date. But they are capable of removing noise only in spatial 
domains so this paper tries to overcome that by combining 
low rank filter and regularization. If we only reduce noise in 
spatial or spectral domain, artefacts or distortions will be 
introduced in other domains. At the same time, this kind of 
methods will destroy the correlation in spatial or spectral 
domain. Spatial and spectral information should be 
considered jointly to remove the noise efficiently. Low rank 
algorithms are good as they encloses semantic information as 
well as poses strong identification capability. 
Keywords: filter, low rank, regularisation, noise, TEM 
image. 

I. Introduction 

he transmission electron microscope (TEM) is 
used to examine the structure, composition, and 
properties of specimens in submicron detail. Aside 

from using it to study general biological and medical 
materials, transmission electron microscopy has a 
significant impact on fields such as: materials science, 
geology, environmental science, among others.Various 
TEM image denoising algorithms have been proposed 
in the recent years [1][2][3][4]. At a maximum potential 
magnification of 1 nanometer, TEMs are the most 
powerful microscopes. TEMs produce high-resolution, 
two-dimensional images, allowing for a wide range of 
educational, science and industry applications. 

 
 

 
 

II. Literature Survey 

Low rank  approximation is good for recovering 
low dimensional structures in data.  It is  been  in  use  in 
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variety of applications in image and video processing. A 
new denoising algorithm based on iterative low-rank 
regularized collaborative filtering of image patches 
under a nonlocal framework. This collaborative filtering 
is formulated as recovery of low rank matrices from 
noisy data. Based on recent results from random matrix 
theory, an optimal singular value shrinkage operator is 
applied to efficiently solve this problem [8]. A sparse 
banded low pass filter is discussed which showed 
significant improvement in PSNR [9].  A combined 
denoising strategy, and adaptive dimensionality 
reduction approach of similar patch groups by parallel 
analysis was used which indicated appropriate results 
[10]. A image Deblurring using split bergman iterative 
algorithm was proposed characterizing both image local 
smoothness and non local self similarity [11]. 

III. algorithm 

It solves following optimization problem 

min_X || Y-X||_1 + lambda ||Dh*X||_1 + lamdba 

||Dv*X||_1 + mu ||X||_*       
              (3.1) 

Here in this equation, X is the Input TEM image, 
Y indicates the  Noisy image,  Dh & Dv are the horizontal 
and vertical finite difference operators, ||X||_*  means 
the  Nuclear norm of matrix X. We utilize split-Bregman 
technique to solve above problem. Before running the 
algorithm we set the mu(1), mu(2), mu(3) which 
corresponds to total variation term, low rank term and 
data fidelity term respectively. 

1. img=imread('ctem.jpg'); 

2. img=im2double(img); 

3.
 

[rows,cols,d]=size(img);
 

4.
 

sizex=[rows,cols];
 

5.
 

noisy = imnoise(img,'salt & pepper',0.02);
 

6.
 

psnrBefore=findPSNR(img,noisy,1);         
 

7.
 

y=reshape(noisy,rows*cols,d);  
 

8.
 

mu=[.2 .2 .5]; iter=10; 
 

9.
 

x=basicDenoising(y,sizex,mu,iter);
 

10.

 
psnrRec=findPSNR(img,x,1);         

 

11.

 

bands=[ 1 floor(d/2) d]; %these are the bands to be 
displayed

 

12.

 

img=myhisteq(img);rec=myhisteq(x);  
noisy=myhisteq(noisy);

 

13.

 

subplot(131); imshow(img(:,:,bands)); title('Original 
Image');

 

T 
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All the algorithms remove the noise in only in 
spatial domain which in turn deteriorate correlation in 
spectral domain. Highly correlated images set have the 
nature of low rank; they can be recovered efficiently from 
measurement with noise or outliers by using the 
restriction of low rank [5][6][7]. While sparse coding and 
dictionary learning a error was introduced which can be
reduced by imposing a low rank algorithm. To make the 
problem solvable total variation, i.e regularization will be 
used.

http://www.ammrf.org.au/myscope/tem/background/practical/#term�
http://www.ammrf.org.au/myscope/tem/background/practical/#term�


 

 

14. subplot(132); imshow(noisy(:,:,bands)); title('Noisy 
Image'); 

15. subplot(133); imshow(rec(:,:,bands)); 
title('Reconstructed Image'); 

function x = basicDenoising(y,sizex,mu,maxiter) 
1. mu1=mu(1) ; mu2=mu(2); mu3=mu(3) ;  
2. [~,d]=size(y);rows=sizex(1);cols=sizex(2); 
3. B1=zeros(rows*cols,d); B2=B1; B3=B1; B4=B1; 
4. [Dh,Dv]=TVR(rows,cols);          
5. x=zeros(rows*cols,d); 
6. for i=1:maxiter 
P=Sfth(Dh*x+B1,1/mu1);      
      Q=Sfth(Dv*x+B2,1/mu1);  
     R=Nnth(x+B3,1/mu2); 
      S=Sfth(y-x+B4,1/mu3);          

       bigY=Dh'*(mu1*(P-
B1))+Dv'*(mu1*(Q-B2))+mu2*(R-B3)+mu3*(y-S+B4);  

      for j=1:d 

          [x(:,j),~]=lsqr(@find,bigY(:,j),1e-
6,5,[],[],x(:,j));         
      end 
     B1=B1+Dh*x-P; 
      B2=B2+Dv*x-Q; 
      B3=B3+x-R; 
      B4=B4+y-S-x; 
      if rem(i,2)==0     
              fprintf(' %d iteration done of %d 
\n',i, maxiter); 
         end 
        
end 
7. x=reshape(x,rows,cols,d); 
end 
 function y = find(x,str) 
1. tt= mu1*(Dh'*(Dh*x))+ mu1*(Dv'*(Dv*x))+ mu2*x 

+ mu3*x; 
2. switch str 
case 'transp' 
y = tt; 
             case 'notransp' 
                 y = tt; 
        end 
end 
function X= Sfth(B,lambda) 
1. X=sign(B).*max(0,abs(B)-(lambda/2)); 
end 
function X=Nnth(X,lambda) 
1. if isnan(lambda) 
      lambda=0; 
end 
2. [u,s,v]= svd(X,0); 
3. s1=Sfth(diag(s),lambda); 
4. X=u*diag(s1)*v'; 
end 

 function [Dh, Dv]=TVR(m,n) 
1. Dh = spdiags([-ones(n,1) ones(n,1)],[0 1],n,n); 
2. Dh(n,:) = 0; 
3. Dh = kron(Dh,speye(m)); 
4. Dv = spdiags([-ones(m,1) ones(m,1)],[0 1],m,m); 
5. Dv(m,:) = 0; 
6. Dv = kron(speye(n),Dv); 
end 

IV. Results 

The algorithm is implemented in MATLAB. A 
nanoscopic TEM is taken and salt & pepper noise is 
added. Then the filter is applied to denoise the image. 
Peak Signal to noise ratio is evaluated before and after 
applying the filter. One sample result is indicated below. 
PSNR before denoising : 14.92 
PSNR after denoising : 27.87 

 

Figure 4.1 :  Results before and after applying the Filter 

V. Conclusion 

By introducing ideal regularization term and 
performing low rank matrix recovery we are able to 
denoise image successfully without losing structural 
information. The peak signal to noise ratio obtained is 
significantly  much higher and quite significant. 
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is a challenging task. A simple and efficient method for face recognition is proposed in this paper, to 
address small sample size problem and rotation variation of input images. The robert`s operator is 
used as edge detection method to elicit borders to crop the facial part and then all cropped images 
are resized to a uniform 50*50 size to complete the preprocessing step. Preprocessed test images 
are rotated in different angles to check the robustness of proposed algorithm. All preprocessed 
images are partitioned into one hundred 5*5 equal size parts. The matrix 2-norm, infinite norm, trace 
and rank are elicited for each of 5*5 part and respectively averaged to yield on hundred matrix 
features. Another one hundred diagonal features are extracted by applying a 3*3 mask on each 
image.  Final one hundred features are obtained by fusing averaged matrix and diogonal features. 
Euclidian distance measure is used for comparision of database and query image features. The 
results are comparitively better on three publically availabe datasets compared to existing methods. 
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Face Recognition using Fused Diagonal and 
Matrix Features

Jagadeesh H S α, Suresh Babu K σ & K B Raja ρ

Abstract-  Face recognition with less information availability in 
terms of the number of image samples is a challenging task. A 
simple and efficient method for face recognition is proposed in 
this paper, to address small sample size problem and rotation 
variation of input images. The robert`s operator is used as 
edge detection method to elicit borders to crop the facial part 
and then all cropped images are resized to a uniform 50*50 
size to complete the preprocessing step. Preprocessed test 
images are rotated in different angles to check the robustness 
of proposed algorithm. All preprocessed images are 
partitioned into one hundred 5*5 equal size parts. The matrix 
2-norm, infinite norm, trace and rank are elicited for each of 
5*5 part and respectively averaged to yield on hundred matrix 
features. Another one hundred diagonal features are extracted 
by applying a 3*3 mask on each image.  Final one hundred 
features are obtained by fusing averaged matrix and diogonal 
features. Euclidian distance measure is used for comparision 
of database and query image features. The results are 
comparitively better on three publically availabe datasets 
compared to existing methods.  
Keywords: cropping, edge detection, rotation variation, 
small sample size problem. 

I. Introduction 

revailing of a single technology over a long period 
of time is difficult. Many approaches provided 
solution to issues related to cognitive detection 

and recognition of human. The assumptions are 
deciding factors in most of approaches, because of 
flaws in predicting the sources of errors for real-time 
situations. Recognizing humans using faces has many 
influencing parameters, which are categorized under 
constrained and unconstrained environments. There is 
no exact definition of unconstrained environment, but 
the randomness in overall process is the key factor. Real 
time situations are elusive i.e. to capture face image 
under movement of a person, in race, at distance [1], 
low resolutions, and different internal or external human 
activities. Surveillance and vigilance applications are the 
best example for the same. Various physical constraints 
such as illumination [2], occlusion, pose, expression 
and disguise have vital influence on performance of 
recognition system. Representing digital face images 
through imaging against to these constraints in Visible 
Spectrum (VS) limits the usage of  samples.  Remedy  is 
 

  
 

  
  

 to capture images in Infrared Spectrum (IS) [3] which is 
robust to VS influencing parameters. Additionally the 
imaging is based on the pattern of blood vessels of 
face, which does not vary with age. The recognition 
accuracy is greatly influenced by physiological and 
eyeglass problem in IS, which limits its applications.  

Another factor of interest is Dimension 
Reduction (DR), where the input image data is 
transformed into less quantity by retaining vital 
information. DR is to reduce memory requirement and 
computations. Linear and nonlinear methods [4] are 
used for the same. Independent Component Analysis 
(ICA), Linear Discriminant Analysis (LDA) and Principal 
Component Analysis (PCA) are the three approaches in 
linear DR category. Original image structure is 
preserved using Random Projections (RP) by nonlinear 
methods. RP has the advantage of data independence 
and low computational complexity [5]. Various feature 
descriptors [6] are proposed to represent data 
appropriately towards variation in rotation, such as Short 
Term Fourier Transform (STFT), Scale Invariant Feature 
Transform (SIFT) [7]. The advantage of SIFT made it to 
use widely, but suffers partially from illumination 
changes. No algorithm has declared that it is ideal for all 
the challenges involved by using complete repertoire for 
face recognition problem. Different methods proposed 
by various researchers considered either one or fewer 
number of challenges. The issues such as rotation of 
images for testing purpose and fewer samples of 
images are considered in the proposed method. 

II. Literature Review 

Xiaoyang Tan, et al., [8] made a detailed survey 
on one sample size problem. The challenges, 
significance, and different methods used to recognize 
human faces with single image are discussed. 
Obtaining accuracy with less number of images and 
difficulty in acquiring many samples are key challenges. 
Even with DR techniques, storing and processing time 
improvements are significant factors. Conventional 
methods such as PCA, LDA and extensions either 
individually or in hybrid manner are used as feature 
extraction techniques. The accuracy of various 
approaches on different face databases is compared. 
Kin-Man Lam, and Hong Yan [9] proposed an approach 
for identifying faces using analytic to holistic concept. 
Forty frontal view faces are considered for test 
database. Using fifteen feature points of each face with 

P 
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head model, rotation of the face is estimated. Face 
feature points of database and feature points of front 
view image are compared using similarity transform. 
Comparison is repeated using correlation by setting up 
windows for mouth, nose, and eyes. Results obtained 
are similar on Olivetti Research Laboratory (ORL) face 
database as with different face viewing directions. 

Yu Zhao, et al., [10] investigated a framework 
for face recognition, which is useful in conference 
socialization scenarios. Using an arbitrary view of a 
subject as query image with only frontal images used for 
training images the framework is proposed. It consists 
of a feature point detection scheme, feature area 
smoothing and feature mapping. The registration 
process of conference participants is completed using a 
frontal photo. A mobile phone camera is used to acquire 
probe image with an arbitrary angle at the conference 
for identifying a person. Experimental results are robust 
to pose variations on FERET dataset and two self-
collected conference socializing datasets. Kuo-Chin Fan 
and Tsung-Yung Hung [11] proposed a local pattern 
descriptor named Local Vector Pattern (LVP) for face 
recognition. The micro patterns are generated using 
high-order derivative space with pixel level 
computations. Performance of LPV is better compared 
with Local Binary Pattern (LBP), local tetra pattern, and 
local derivative pattern descriptors on FERET, CAS-
PEAL, CMU-PIE, Extended Yale B, and LFW face 
databases. 

Zhen Lei et al., [12] introduced a data-driven 
Discriminant Face Descriptor (DFD) using image filters, 
optimal neighborhood sampling and dominant patterns. 
It is able to extract discriminant features for the images 
of different persons compared to different images of 
same person. DFD is applied to heterogeneous face 
recognition problem also. Experiments on FERET, CAS-
PEAL-R1, LFW, and HFB face databases validate the 
ability of DFD. Zhenhua Guo et. al., [13] proposed a 
hybrid LBP scheme for texture classification using 
locally variant LBP features and globally rotation 
invariant matching. Principal orientations are estimated 
and aligned for texture image based on LBP distribution. 
Dissimilarity measure between images is performed 
based on LBP histograms. LBP variance (LBPV) texture 
descriptor is also developed for exploiting the local 
contrast information. In addition to this, the time required 
for matching is reduced by a feature size reduction 
method. Higher classification accuracy is obtained on 
Outex and Columbia-Utrecht (CUReT) texture database 
compared with traditional rotation invariant LBP 
methods. Jiansheng Chen, et al., [14] introduced a face 
image quality assessing framework. Rank based quality 
score is used in registration for face quality control and 
recognition is performed by selecting the high quality 
face images. The results on Chinese ID card photo 
database, FRGC, FERET, LFW and AFLW face 

databases has superior performance compared to 
conventional methods. 

 III.

 

Block Diagram of the Proposed 
Model

 
The details of input data, preprocessing, 

features extraction and matching are discussed in this 
section. Figure 1 shows the block diagram of proposed 
Face Recognition using Diagonal and Matrix Features 
(FR DMF) model.

 a)

 

Databases

 
i.

 

Yale database [15] consists of 15 subjects, each 
subject with 11 different images with a total of 165 
images in Graphics Interchange Format (GIF). The 
either variation in facial expressions such as neutral, 
happy, sleepy, surprised, sad, and wink or different 
configurations such

 

as left-light, center-light, right-
light, wearing glasses, without wearing glasses are 
considered. Dimension of each image captured has 
243*320 size and 24 bit pixel depth. All images have 
96 dpi horizontal and vertical resolutions. The GIF is 
converted to JPEG in the proposed work. 

 
ii.

 

Kinect face database [16] has 468 images with nine 
types of expressions under different occlusion and 
lighting variations. Nine images of 52 subjects are 
captured in two sessions, with in a fortnight 
consisting of 38 male and 14 female persons.  
Expressions such as neutral, smile, opening mouth, 
left profile, right profile and occlusion in eyes, 
mouth, paper, wearing glasses are considered. The 
images are acquired at one meter distance in 
EURECOM Institute laboratory. Each pixel is 
represented by 24 bit with 256*256 image size in 
Bitmap format.   

 
iii.

 

Indian face database [17] contains images of 39 
male and 22 female subjects for eleven different 
pose variations per person. Totally it has 671 
images are in frontal position with bright 
homogeneous background. Different poses include; 
looking front, looking left, looking right, looking up, 
looking up towards left, looking up towards right, 
and looking down. Neutral, smile, laughter, sad / 
disgust expressions are incorporated during image 
capturing. Each image has the spatial resolution of 
640x480 pixels, with 24 bits per pixel in JPEG format 
and 96 dots per inch.    

 
Figure 2 shows one image sample each of Yale, 

Kinect and Indian face database respectively.
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Table1: Roberts Operator 

 
 
  
 In the next step the whole image is divided into 
two parts in column wise. First 25 columns are searched 
in each row for the edges, as soon as it finds an edge, it 
stops searching and the corresponding coordinates are 
noted both in X and Y direction.

 
Similar steps are carried 

out for the remaining columns but in opposite direction. 
As the Roberts operator produces high at edges which 
is useful to refine the facial part in the input image 
through scanning. Based on the scanned information 
the all images are cropped to different sizes. Finally all 
images are resized to 50*50 uniformly to complete the 
preprocessing step as shown in Figure 3(c).

 
Only 

preprocessed test images are rotated with any one of 
different angles such as +/-10, +/-20, +/-30, +/-40 and 
+/-50

 
to observe the robustness of proposed method. 

                                (a)                          (b)                          (c) 
Fig. 2: Sample images of three databases (a) Yale, (b) Kinect, and (c) Indian database 

 

 

 

Fig. 1: Block diagram of the Proposed FR DMF model 
 

Database  Test image 

Preprocessing 
 

Result 
 

Matching 
 

+ + 

2 - Norm 
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b) Pre-processing
Figure 3 shows the result of preprocessing for 

input image 3 (a) The significance of preprocessing is to 
refine the input image for any noise associated and to 
remove any unwanted trivial information content, which 
do not contribute vital part of face image e.g. 
background. The preprocessing involves; (i) RGB to 
gray conversion (optional), (ii) Boundary detection using 
Roberts edge operator, (iii) Scanning; (iv) Cropping, and 
(v) resizing. The conversion of any type of image to gray 
form reduces the dimension of each image to one 
dimension with appreciable quality. Further it reduces 
the burden in number of computations. Using Roberts’s 
operator or mask the edges are emphasized and the 
two different forms of Roberts’s operators are given in 
Table 1. Edges are identified based on the maximum 
value of gradient between input image and the mask at 
any point. It is non symmetric and fails to detect edges 
at 450 multiples [18]. The output image after applying 
Roberts’s edge operator is shown in Figure 3 (b).



 

 

 

  

 

In a vector space containing real and complex 
numbers denoted by Km*n, where K is the field of 
numbers with m rows and n columns. Vector norm of a 
matrix A in K space is also named as induced norm and 
denoted as ||A||. The general definition of matrix norm 
is the maximum value of absolute sum of elements in 
specific dimension  [19].   Consider  an  input  matrix   A      

= �
1 2 −3
4 5 6
7 8 9

� 

 

  
 

which is the largest singular value of matrix A, where 
singular values are the square root of Eigen values of 
ATA.  The value of ||A||2 obtained for matrix A is 16.84 
and it is also named as Euclidean and spectral norm. 

Trace of a matrix is defined as the sum of 
diagonal elements in the matrix and which is similar to 
the sum of singular values of a matrix [21]. Finally, rank 
of a matrix is the number linearly independent columns 
or rows of a matrix. In our work, the rank [22] of 
segmented part of the image is considered. For the 
matrix A, trace is given by (1+5+9) = 15 and rank is 3. 
Table 2 infers the result of rotation with +/- 10 in these 
matrix parameters. Additionally it contains matrix 2-
norm, Infinite norm, Trace, Rank of the matrix and 
averaged value of all these features.  

On the other side, each original image pixel is 
computed by taking the difference between the 
maximum and minimum of pixel intensities within 3*3 
overlapping mask. Then the principal and secondary 
diagonal elements are averaged to get another one 

Fig. 4: Segmented image with each fragment size of 5*5 

                           (a)                             (b)                               (c) 

Fig. 3: Pre-processing result on a Kinect database image (a) Gray scale image, (b) 
Output of Edge detection, (c) Cropped image 
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c) Feature extraction
The aim of extracting features is to compress 

the preprocessed image such that it should retain 
original information. Features derived should have the 
distinct quality and uniquely represent the original 
image. In the proposed work, four simple matrix features 
are elicited and fused. The preprocessed image of Size 
50*50 is divided into ten equal non overlapping parts 
with 5*5 sizes each and is shown in Figure 4. On each 

part of the segmented image matrix 2-norm, infinite 
norm, trace and rank of the matrix are separately 
calculated. For each 5*5 segment of image four 
different matrix features are obtained, totally one 
hundred matrix 2-norm, infinite norm, trace and rank of 
the matrix features generated respectively. Finally these 
features are normalized and algebraically averaged to 
get final unique coefficients. Figure 4 is the segmented 
input image.

The 1- norm is the maximum value in each 
column sum, obtained for absolute value of elements 
column wise and 1-norm for matrix is given by ||A||1 = 
Maximum [(1+4+7),(2+5+8), (|-3|+6+9)] = 
Max[12,15,18] = 18. Similarly ∞ -norm is the maximum 
value in each row sum, obtained for absolute value of 
elements row wise and ∞ -norm [20] for matrix is given 
by ||A||∞ = Maximum [(1+2+|-3|), (4+5+6),
(7+8+9)] = Max[6,15,24] = 24. ||A||2 is the 2- norm 



 

 

hundred diagonal features. Table 3 depicts the process 
of obtaining diagonal features. The final one hundred 
features are obtained by fusing these diagonal features 
with the one hundred averaged matrix features.       

d) Matching 
One hundred fused features of each image are 

stored as database; these features are to be compared 

with the corresponding features of probe images. 
Euclidean Distance (ED) measure is used for the 
comparison of database and probe image features. The 
ED between any two vectors P and Q is given in 
Equation (1), where ‘i' vary from one to total number of 
elements in each vector.  

Table 2 : Matrix features comparison for a resized 5*5 image 

 

 

 

 

 

 

 

 

 

 

 

 

 Table 3 :

 

Result of masking with diagonal features

 

 

 

 

 

 

 

        

                                               

 
 

A reference parameter named threshold is 
considered to compare and produce the results. 
Threshold is varied from 0 to 1 insteps of 0.1 and 
compared with the computed values of ED. Matching 
has two stages; (i) Probe images are within database; If 
the value of ED is lesser than threshold value and the 
image corresponding to right person is matched, Then 
matched person count is incremented by one, which 
accounts to the computation of Recognition Rate (RR) 
of the system.  If ED value is less than the threshold, but 
not matching to right person, and then it leads to the 
calculation of mismatch count. Further, if ED value is 
greater than the threshold, it is considered as rejected 
the right person and is in the name of False Rejection 
Ratio (FRR).  (ii) Probe images are out of database; As 
the name says the test images are taken out of the 

database and the procedure explained for FRR 
computation is repeated. If ED value is less than the 
threshold, match count is incremented which should be 
understood as unknown person is falsely accepting. The 
decision is made as unknown person is rejected 
correctly, when the ED value is higher than the 
threshold.

 

IV.

 

Algorithm

 

Problem definition: The Face Recognition 
system with Diagonal and Matrix Features (FR DMF) 
model is used to identify a person. Proposed algorithm 
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of the FR DMF model is described in Table 4 with the 
following objectives: 

(i) To increase Recognition Rate (RR) or Total Success 
Rate (TSR) 

(ii) To limit the value of FRR and FAR.

   (1)D(Pi, Qi) = � ((p1 − q1)2 + (p2 − q2)2 +..



 

 

 
 

 
  

Table 4

 

:

 

Algorithm of Proposed

 

FR DMF

 

model

 

 

 

 

 

 

 

 

 

 

 

 

 

 
V.

 

Performance Evaluation

 

Performance of the proposed algorithm is 
tested on three publically available datasets such as 
Yale, Indian and Kinect face database. The objective is 
to test the algorithm for two parameter variations i.e. 
number of trained images and through image rotation. 
To make it clear the number of trained images used are 
limited to either one or two and only the test images are 
rotated in different angles viz. +/-10, +/-20, +/-30, +/-40 

and +/-50. Anticlockwise rotation is considered as 
positive and clockwise is negative. Results are extracted 
by fixing the number of trained images either one or two 
for all the image rotation angles.              

 

(i)

 

Yale database. The images of 13 persons are used 
for database creation. Tenth image of 13 persons is 
used for FRR is computation and FAR is computed by 
using 5th

 

image of remaining two persons. Performance 
is tested for single and double trained images case. The 
rotation invariance property is observed for +/-10, -20, 
+/-30, and +/-40

 

as in Table 5, where the maximum % 
RR is 53.8 for single trained image case. Similarly for 
two trained images it is exhibiting rotation invariance in 
00, 10, 20, 30 and 40

 

rotation angles, the maximum % RR 
of 92.3 is obtained for the same. Figure 5 shows the plot 
of Threshold in X-axis with FAR and FRR in Y-axis for (a) 
Single and (b) Double trained images with 10

 

and 00

 

rotation respectively. Figure 6 consolidates the 
maximum %

 

RR

 

rotated in different angles on Yale 
database for single and double trained images. An 
average %

 

RR of 52.2 and 90.7 is obtained respectively 
for single and double trained images for rotation angles 
mentioned in Figure 6. Table 6 compares the

 

maximum 
%

 

RR of the proposed method with other [23], [24], [25] 
techniques. It is observed that the proposed algorithm 
achieve better results than other methods.

 

(ii)

 

Kinect database.

 

The images of 52 persons used to 
test the algorithm, images of 29 persons are used as 
database, and remaining 23 persons are used for 
testing purpose. For FRR computation, an image of a 
person which is not in database is used i.e. each 
person`s 9th

 

image. FAR is computed by using 5th

 

image of 23 out of database persons. Performance is 
tested for single and double trained images rotated in 
+/-10, +/-20, +/-30, +/-40

 

and +/-50. The rotation 
invariance property is observed for 00

 

and +/-10 angles 
for single trained image case as depicted in Table 7 and 
the maximum %RR for single and two trained images 
are 55.1 and 93.1 respectively. Figure 7 shows the plot 
of Threshold in X-axis with FAR and FRR in Y-axis for (a) 
Single and (b) Double trained images with 00

 

rotation.  
Figure 8 consolidates the maximum %

 

RR

 

rotated in 
different angles on Kinect database for single and 
double trained images. An average %

 

RR of 50.3 and 
79.7 is obtained respectively for single and double 
trained images for rotation angles mentioned in Figure 
8. Table 8 compares the maximum %

 

RR of the 
proposed method with

 

the other [26], method.  It is 
observed that the proposed algorithm achieve better 
results than the method compared.

 
 
 

Input: Face Images of Database and for query.

 

Output: Identifying / discarding of a person.

 
 

1.

 

Preprocessing has following five steps 

 

(i)

 

RGB to gray conversion (optional)

 

(ii)

 

Edge detection using Roberts operator

 

(iii)

 

Image Scanning

 

(iv)

 

Image Cropping

 

(v)

 

Image Resizing to 50*50

  

2.

 

Only preprocessed test images are rotated in any one of +/-10, +/-20, +/-30, +/-40 and +/-50

 

3.

 

All images of 50*50 size is partitioned into 100 pieces with each piece has 5*5 size 

 

4.

 

For each piece of 5*5, matrix 2-norm, infinite norm, trace and rank are computed.

 

5.

 

For each 50*50 image, 100 coefficients are extracted using Matrix 2-norm, Infinite norm, 
Trace and Rank separately and averaged to yield one set of 100 features.

 

6.

 

Using a 3*3 mask for each image pixel (without preprocessing), the difference between 
maximum and minimum is computed and resized to 100*100.

 

7.

 

Principal and secondary diagonal elements, 100 each for the output of step 6 are added 
with 100 features of step 5 to get final features  

 

8.

 

Between the feature vectors of database and test images, Euclidean distance is 
computed.

 

9.

 

For the image with minimum Euclidean distance, matching is decided.
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Table  5 : Performance on Yale database for Single and Double Trained images 

 

 

 

 

 

 

 

 

 

 

Table 6 : Comparison of Maximum % RR with other methods on Yale database 

 

 

 

 

 

 (a)                                                                 (b)

Fig.  5 : Threshold versus FAR & FRR on Yale database for (a) One & (b) Two trained –images 

 

Fig.
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for Different Rotation Angles on Yale database
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0
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Recognition 

Rate

Rotation Angle

1-Trained image

2-Trained images

Threshold 

Single Trained Image Double Trained Images 

+/-10, -20 , +/- 30, +/- 40 
Rotation 00, 10, 20 , 30, 40 Rotation 

% FRR % FAR % RR % FRR % FAR % RR 
0.0 100 0 0 100 0 0 
0.1 100 0 0 100 0 0 
0.2 100 0 0 69.2 0 30.7 
0.3 61.5 0 30.7 30.7 0 69.2 
0.4 46.1 0 46.1 7.6 0 92.3 
0.5 38.4 0 46.1 0 0 92.3 
0.6 23 50 53.8 0 100 92.3 
0.7 0 100 53.8 0 100 92.3 
0.8 0 100 53.8 0 100 92.3 
0.9 0 100 53.8 0 100 92.3 
1.0 0 100 53.8 0 100 92.3 

Method
 

Maximum % RR
 ALBP +BCD [23]

 
71.9

 WM(2D)2PCA [24]
 

80.77
 GABOR +DTW [25]

 
90.67

 Proposed 
 
FR DMF  model

 
92.3
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(iii) Indian database of 50 persons are considered to test 
the algorithm, images of 23 persons are used as 
database, and remaining 27 persons are used for 
testing purpose. Other than the image of a person in 
database is used for FRR computation i.e. Each 
person`s 11th image and FAR is computed by using 5th 
image of 27 persons. Performance is tested for single 
and double trained images rotated in +/-10, +/-20, +/-
30, +/-40 and +/-50 on Indian database. From Table 9 
the maximum % RR for single and two trained images 
are 55.1 and 93.1 respectively with no rotation. Figure 9 

  

 
 

 

Table 7: Performance on Kinect database for Single and Double Trained images

 

 

 

 

 

 

 

 

 

Table 8 : Comparison of Maximum % RR with other method on Kinect database 
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Threshold versus FAR & FRR on Kinect database for (a) One & (b) Two trained images
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FRR
FAR

Threshold 
Single Trained Image Double Trained Images 

00 , +/- 10 Rotation 00 Rotation 

% FRR % FAR % RR % FRR % FAR % RR 
0.0 100 0 0 100 0 0 
0.1 100 0 0 100 0 0 
0.2 100 0 0 93.1 0 6.8 
0.3 89.6 0 10.3 48.2 0 51.7 
0.4 62 8.6 31 17.2 26 82.7 
0.5 37.9 47.8 37.9 6.8 86.9 89.6 
0.6 3.4 95.6 55.1 0 100 93.1 
0.7 0 100 55.1 0 100 93.1 
0.8 0 100 55.1 0 100 93.1 
0.9 0 100 55.1 0 100 93.1 
1.0 0 100 55.1 0 100 93.1 
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Method Maximum % RR
HOG – 100 Samples Case [26] 86 

Proposed FR DMF model 93.1

shows the plot of Threshold in X-axis with FAR and FRR 
in Y-axis for (a) Single and (b) Double trained images 
with 00 rotation.  Figure 10 consolidates the maximum %
RR rotated in different angles on Indian database for 
single and double trained images. An average % RR of 
76.5 and 78.2 is obtained respectively for single and 
double trained images for rotation angles depicted in 
Figure 10. Table 10 compares the maximum % RR of the 

observed that the proposed algorithm achieve better 
results than the method compared.

proposed method with the other [27], [28] method.  It is 
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for Different Rotation Angles on Kinect database
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Performance on Indian database for Single and Double Trained images

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Table 10
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Comparison of Maximum %

 

RR

 

with other method on Indian database
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Threshold versus FAR & FRR on Indian database for (a) One & (b) Two trained images
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The results are improved based on following 
Reasons; Robert’s operator used in preprocessing to 
detect edges is simple and efficient in extracting high 
frequency unique details of the image. The robustness 
of matrix 2-norm, infinite norm, trace and rank features 
for different rotations (from Table 2) contributes for 
improvement in performance. Fusion of matrix and 
diagonal features is also a key factor in boosting the 
recognition accuracy.   

VI. Conclusion 

Recognizing a person using fewer acquired 
images is a thrust area for research and rotation 
parameter attracts considerably in realtime applications. 
In this paper, the face recognition method proposed is 
simple and efficient using fewer database images. 
Image rotation is performed only on test images. 
Preprocessing uses an edge detection method for 
cropping facial part. All preprocessed images are 
divided into one hundred matrices of 5*5 size each. For 
each 5*5 part of image, matrix 2-norm, infinite norm, 
trace and rank are computed. These four matrix 
coefficients are respectively averaged to yield one 
hundred matrix features. In addition to this, all 
preprocessed images are transformed in spatial domain 
using a 3*3 mask. Another one hundred diagonal 
features are obtained by adding both principal and 
secondary diagonal elements of transformed matrix. 
Final features are computed by fusing matrix and 
diagonal features. Comparision of database and query 
image features is made using Euclidian distance 
measure. The results on Yale, Kinect, and Indian face 
databses are considerably improved over other existing 
methods.    
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papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

XI



 

 
 

 
 

The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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