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Abstract-

 

Gait is a biometric trait that has been used for user 
authentication or verification on the basis of various attributes 
of gait. Gait of an individual get affected due to variation in 
mood, emotions, age and weight, due to these variation a 
perfect model is not possible that can be developed so that 
these all factors can be eliminated. In the proposed work, 
CASIA dataset has been used as standard dataset. This 
dataset contains samples of 16 different individuals that have 
been taken at 0, 45, 90 degrees of angles.  Afterwards, 
silhouette images have been taken for feature extraction from 
the gait samples using variable2-dimenssiaonl principal 
component analysis with neural network classifier. 

 

 

Keywords:

 

gait recognition, VI-2DPCA, FAR, FRR.

 

I.

 

Introduction

 

a)

 

Gait Recognition

 

ait recognition is a developing biometric innova-

 

tion

 

which includes individuals being distingui-

 

shed absolutely through the investigation of the 
way they walk. While exploration is still in progress, it 
has pulled in enthusiasm as a technique for recogn-

 

izable proof on the grounds that it is non-obtrusive

 

and 
does not oblige the subject's collaboration. Step disti-

 

nguishment could likewise be utilized from a separation, 
making it appropriate to recognizing culprits at a wron-

 

gdoing scene. Yet stride distinguishment innovation is 
not restricted to security applications –analysts additi-

 

onally imagine medicinal applications for the innovation. 
For instance, perceiving changes in strolling examples 
right off the bat can help to recognize conditions, for 
example, Parkinson's infection and numerous sclerosis 
in their most punctual stages.

 

b)

 

Types of Gait Reorganization

 

i.

 

Automatic analysis of video imagery

 

This is the all the more generally examined and 
endeavored of the two. Feature examples of the subje-

 

ct's walk are taken and the directions of the joints and

 

edges over the long haul are examined. A

 

numerical 
model of the movement is made, and is therefore 
looked at against whatever other examples to focus their 
character.

 
 

ii.  Radar system 
This is utilized by cops to recognize speeding 

autos. The radar records the step cycle that the different 
body parts of the subject make as he or she strolls. This 
information is then contrasted with different examples to 
distinguish them. 

Endeavors are being made to make stride dis 
tinguishment as exact and usable as would be prudent, 
keeping in mind it might never be as solid as different 
biometrics, for example, unique mark or iris distingue- 
ishment, it is anticipated that walk distinguishment inno- 
vation will be discharged in a useful state inside the 
following five years, and will be utilized as a part of conj-
unction with different biometrics as a technique for ID 
and verification. 

c) Gait Cycle 
A Gait Cycle is the time period or succession of 

occasions or developments amid motion in which one 
foot contacts the ground to when that same foot again 
contacts the ground, and includes forward impetus of 
the inside of gravity of human body comprising 
exchange crooked snippets of distinctive fragments of 
the body with minimum consumption of vitality. A solitary 
step cycle is otherwise called a stride. 
i.  Phases of Gait Cycle 
• Stance Phase, the phase during which the foot 

remains in contact with the ground. 
• Swing Phase, the phase during which the foot is not 

in contact with the ground. 
A more detailed classification of gait recognizes 

six phase. 
1. Heel Strike  
2. Foot Flat  
3. Mid-Stance  
4. Heel-Off  
5. Toe-Off  
ii. Components of Gait Cycle 

Stance Phase: The stance stage is that piece of 
a walk cycle amid which the foot stays in contact with 
the ground. For investigating walk cycle one foot is 
taken as reference and the developments of the 
reference foot are contemplated. It constitutes of 60 
percent of the step cycle. In stance stage the reference 
foot experiences five developments. 

• Initial Contact (Heel Strike): In initial contact, the 
heel is the first bone of the reference foot to touch 
the ground. 

G
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Along with this, validation of the proposed work has 
been done using two performance evaluation parameters, 
namely, FAR and FRR through confusion matrix. 



• Loading Response(Foot Flat):In loading respo- nse 
phase, the weight is transferred onto the referenced 
leg. It is important for weight-bearing, shock-absor- 
ption and forward progression. 

• Mid Stance: It involves alignment and balancing of 
body weight on the reference foot. 

• Terminal Stance: In this phase the heel of reference 
foot rises while the its toe is still in contact with the 
ground. 

• Toe Off (Pre Swing): In this phase, the toe of refere- 
nce foot rises and swings in air. This is the begin- 
ning of the swing phase of the gait cycle. 

II. Problem Formulation 

From the last few decades, technology has 
been increased day by day but some problems are still 
there to be solved such as to recognize an individual by 
his/her walk perfectly.  

Nowadays, automated visual surveillance has 
been under a big interest. This is mainly due to the vital 
purpose to provide a safe environment. In result there is 
a rapid increase in synchronized closed-circuit television 
(CCTV) cameras, which require an intelligent approach. 
Thus, these ideal systems should be able to recognize 
the identity of the subject if they detect a suspicious 
behavior. Basically, such systems, having monitored the 
process, should be able to give a warning before the 
actual event happens, and be able to identify the sub- 
ject from the crowd immediately. The gait recognition is 
the most suitable biometric measure for these reasons. 
Also its unobtrusiveness feature that does not require 
observed subjects’ cooperation makes gait recognition 
more attractive to study for security reasons. Thus, the 
gait recognition will be a very useful and powerful tool to 
identify perpetrators. Apart from this, it is not limited to 
security applications, a lot of medical applications are 
based on this technique. For example, the main obje- 
ctive in medicine linked with gate is to identify walking 
conditions to treat pathologically abnormal patience, to 
identify different neuromuscular disorders, such as mul-
tiple sclerosis and Parkinson’s disease, in their early 
stage. Moreover, gait analysis is in wide use in sports 
biomechanics applications. It helps people involved in 
sports to improve performance and reduce injury risks 
by tracking the walking and running process and identi- 
fying posture or movement-related problems that might 
occur. Also, research on gait recognition is a very challe- 
nging task, as there are different gait covariates and 
variations that can affect the performance of data which 
depend upon some factors such as mood of a person, 
fast/slow walk, shoe type, tight/loose cloth etc. 

So, there is a need of automatic gait recognition 
system which will help to solve such issues.     

Hence, the motivation of this research work is to 
develop an automatic gait recognition system which will 
be based on vi-2DPCA and neural networks. 

III. Methodology 

In the process of Gait Recognition, different gait 
dataset has been used for Gait Recognition process. 
CASIA-A dataset has been used that contain 16 different 
persons samples with left and right gait samples with 
different angles that are 0°, 45° and 90°. 

In this research work, training and testing gait 
samples has been used for Gait Recognition. 

 
Step1. In this processing, different frames from video 
has been extracted and these frames have been used 
for silhouette conversion by removing back ground from 
the frames of the video and these frames have been 
used for silhouette conversion by removing back ground 
from the frames of the video. 
Step2. After silhouette conversion, the region area boun- 
daries have been computed from silhouette samples. 
Step3. After computing the left and right region from the 
gait sample, the Variable Two Dimensional Principal 
Component Analysis (V 2-DPCA) has been implemented 
so that feature matrix from a particular gait cycle can be 
computed.V2DPCA is used for feature calculation that 
uses a variable factor with Eigen values of the feature 
matrix where feature matrix has been computed for 
different gait cycles. 
Step4. Neural network classifier is used to Weightings 
are applied to the signals passing from one unit to 
another, and it is these weightings which are tuned in 
the training phase to adapt a neural network to the 
particular problem at hand. This is the learning phase. 
Neural networks have found application in a wide variety 
of problems. After loading the Training set and testing 
samples, processing of Training samples and Testing 
samples is performed. 

Gait Recognition using vi-2DPCA and Artificial 
Neural Networks with the existing system i.e. fuzzy logic 
based model, and then analyze parameter accuracy  for 
FAR & FRR parameters as a performance matrices for 
the performance evaluation.

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

2

Y
e
a
r

20
17

  
 (

)
E

Automatic Gait Recognition using Hybrid Neural Network

© 20 7   Global Journa ls Inc.  (US)1

Database
Feature

Query Image

Silhouette Conversion

Extract Feature using vi-2DPCA 

Neural Network Classifier

Recognized Images

Parameters Analysis



 
Finally, Recognized sample is obtained.

 
IV.

 

Results and Discussions 

 
Figure 5.1:

 

GUI for Accuracy Computation of Gait 
Recognition System

 
Figure 5.1

 

represents the Graphic User Interface 
designed to the accuracy computation of Gait Recog- 
nition System. The various buttons, axes and popup 
menus have been used for designing of the final work. 

 

Figure 5.2:

 

Training angel & testing angle

 

 

 
Figure 5.3: Accuracy computation for different training 

and testing features 

 Figure 5.3 represents the accuracy computa- 
tion for different training and testing features. In this the- 
sis work, the accuracy has been measured at 0º, 45º 
and 90º angles of gait. In the Gait Recognition, different 
angles data has been used for Gait Recognition. The 
samples have been used for training of Gait Recognition 
system and features have been computed. After this, 
testing samples of same angles has been used for Gait 
Recognition and the accuracy of final work has to be 
computed. 

 
Figure 5.4: Representation of Gait Cycle at 45º angle 

 

Figure 5.5: Representation of Gait Cycle at 90º angle 

All the above figures represent gait samples at 
0º, 45º and 90º. These samples have been taken at 
different time instances. The 4 samples are available for 
each degree angle. In the above figures, the gait cycle 
changes due to variation in the angles.  

Table 5.1 Parameters Table for Final System 

Gait 
angle

 FAR
 

FRR 
Accuracy 

rate of 
proposed 

system 

Accuracy 
rate of 
existing 
system 

0º 0% 2% 97.7 % 62.5 % 

45º 14% 4% 86 % 50 % 

90º
 

18%
 

20%
 

82%
 

62.5 %
 

© 2017   Global Journals Inc.  (US)
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Table 5.1 represents accuracy table for Gait 
Recognition System. On the basis of these parameters, 
performance of different approaches can be evaluated. 
These parameters are essential for performance 
evaluation of the final system. 

V. Conclusion 

In this paper, the gait of an individual is 
recognized through his walk with hybridization of 
techniques. Gait of an individual get affected due to 
variation in mood, emotions, age and weight, due to 
these variation a perfect model is not possible that can 
be developed so that these all factors can be 
eliminated. The present research works on the 
development of an automatic gait recognition system 
that can be used to provide better recognition accuracy 
under different circumstances. In the proposed work, 
CASIA dataset has been used as standard dataset. This 
dataset contains samples of 16 different individuals that 
have been taken at 0, 45, 90 degrees of angles.  
Afterwards, silhouette images have been taken for 
feature extraction from the gait samples. Gait samples 
have been loaded to the system and features have been 
computed using variable2-dimenssiaonl principal 
component analysis. These approaches compute the 
covariance matrix and mean matric from the image 
sample and the features have been computed from 
these gait sample. These features have been taken as 
input to the neural networks for recognition. In the neural 
network architecture, 5 hidden layers have been used 
for generation and movement of weight age to different 
samples. These neurons have been used to classify 
different samples in different classes so that recognition 
of gait samples can be easily done.  

 On the basis of these parameters and 
techniques it is concluded that this work has been 
proposed for future work. Hence, the automated gait 
recognition using hybrid neural network can be used as 
a biometric recognition applications. 
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Wireless Sensor Networks (WSNs) are charac-

 

terized by multi-hop wireless connectivity, frequently changing 
network topology and need for efficient routing protocols. The

 

purpose of this paper is to evaluate performance of routing 
protocol  DSDV in wireless sensor network (WSN) scales 
regarding the End-to-End delay and throughput PDR with  
mobility factor .Routing protocols are a critical aspect to 
performance in mobile wireless networks and play crucial role 
in determining network performance in terms of packet 
delivery fraction, end-to-end delay and packet loss. 
Destination-sequenced distance vector (DSDV) protocol is a 
proactive protocol depending on routing tables which

 

are 
maintained at each node. The routing protocol should detect 
and maintain optimal route(s) between source and destination 
nodes. In this paper, we present application of DSDV in WSN 
as extend to our pervious study

 

to the design and impleme-

 

ntation the details of the DSDV routing protocol in MANET 
using the ns-2 network simulator. also, the performance of 
DSDV protocol in sensor network of randomly distributed 
mobile nodes with mobile source and sink nodes is 
investigated for MAC IEEE802.15.4 network by ns-2 simulator.

 
 

 

I.

 

INTRODUCTION

 

ireless Sensor Network (WSN) thus consists of 
tiny sensor nodes communicating with each 
other, and deployed from small to large scales. 

The existing wireless technology is based at the point-to

 

-point technology. This kind of network is used in areas

 

such as environmental monitoring or in rescue operatio

 

ns. Wireless systems, both mobile and fixed, have beco-

 

me an indispensable part of communication infrastruc-

 

ture.

 

Their applications range from simple wireless low 
data rate transmitting sensors to high data rate real-time 
systems such as those used for monitoring large retail 
outlets[1].

 

The destination-sequenced distance vector (DS

 

DV) routing protocol is a proactive routing protocol which 
adds a new attribute, sequence number, to each route 
table entry at each node. Routing table is maintained at 

each node and with this table; node transmits the packets 
to other nodes in the network. This protocol was motiva-

 
ted for the use of data exchange along changing and 
arbitrary paths of interconnection which may not be close 
to any base station. The motivation for choosing a DSDV 
routing protocol for our research comes from the fact that 
many routing protocols are based on DSDV such as 
AODV [3]. In addition, several routing protocols have 
been proposed [4], [5], [6], [7], [8], [9], [10], [11], [12] to 
improve the performance of DSDV. DSDV routing 
protocols are considered more reliable and robust. 
Furthermore, in DSDV protocol, whenever a link failure is 
detected in a primary route, the source node can select 
the best route. This mechanism enhances route availabi-

 
lity and consequently reduces control overhead, saves 
energy, enhances data transmission rate, and increases 
the network throughput .

 
For these reasons, proactive DSDV routing proto-

 
col is useful for the use to many applications in MANETs 
of data exchange along changing and arbitrary paths of 
interconnection without need to any base station and 
achieve high quality of service (QoS) in terms of packet 
delivery ratio and end-to-end (E2E) delay to support 
multimedia applications over MANETs, such as real-time 
traffic as visitor tracking sensor,

 

load balancing. Some 
real time applications required DSDV protocol behavior 
such as Follow me, Multimedia guide book, Visitor trac-

 
king, Sensor network IEEE 802.15.4 LR-WPAN.

 
The primary objective of this article are: Firstly, 

evaluating the performance of

 

DSDV in WSN as extend to 
our pervious study  that it analyses  performance , design 
and implementation in details of the DSDV routing 
protocol in MANET as in [2] using the ns-2 network 
simulator. Where what are we presenting in this paper it 
was not applied in [2]. So, The performance metrics 
evaluated in terms diffe-  rent network metrics such as, 
number of nodes and network dynamicity in terms of 
node speed and pause time. Secondly, the application of 
DSDV we envisaged is called the monitor sensor system

 
–

 

involved tracking the approximate location of several 
mobile nodes in a small building, and feed information on 

W
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location and direction of each node to a single central 
sink. It was required that the user at the central sink 
receive alerts if any mobile node approached restricted 
areas within the building. However, the DSDV protocol is a 

Abstract-

Keywords: DSDV; MANET, IEEE802, packet delivery, end-
to-end delay, packet loss, scalability, WSN wireless 
sensor network, NS2.34, LR-WPAN.



 
  

 

proactive protocol, and for this reason, the DSDV routing 
protocol was used to communicate nodes location 
information to the sink node. Thirdly, the application’s 
performance achieved by analyzes and evaluate of DSDV 
protocol in terms of throughput, delay and packet delivery 
ratio. The problems that DSDV faced in this application 
presented. 

 

The rest of the paper is organized as follows: 
Section 2 begins with knowledge information about some 
the applications of DSDV in different approach. Section 3 
presents the following

 

methodology and procedures of 
previous and current our study. Section 4 discusses of 
tools and the simulation environment. Section 5 describes 
Network Topology and Device Architecture in a LR-WPAN 
and scenarios. Section 6 and Section 7 describes the 
simulation parameter used to analysis and running of 
program in ns2. Section 8 discuss the results, evaluates 
the performance of DSDV protocol. The paper is conclu-

 

ded along with future works directions in section 9.

 

II.

 

APPLICATION OF DSDV PROTOCOL IN WSN

 

Potential WSN applications include security, 
traffic control, industrial and manufacturing automation, 
medical or animal monitoring [13]. The WSN nodes can 
also be used to monitor dangerous or inaccessible 
environments, such as volcanoes, toxic regions, the 
deep ocean or the lunar surface. These small nodes can 
be fixed, mobile or move together with the observed 
phenomenon (e.g. sensing animal movements or 
hurricanes).

 

The purpose of this paper is to evaluate DSDV 
routing protocol in wireless sensor network (WSN) as 
Wireless Personal Area Networks (WPAN) scales 
regarding the packet delivery ratio , the average end-to 
end delay and throughput and other parameter is will 
presented as list as will we see. However, many Ad hoc 
routing protocols are proposed for WSNs due to their 
quick and economically less demanding deployment. 
DSDV and AODV are good examples of Ad hoc 
protocols that are proposed and implemented in WSNs 
[14].

 

a)

 

Applications DSDV routing protocol in MANET 

 

There are however sensor applications that are 
designed with mobile ad-hoc routing protocols. Destina-

 

tion Sequenced Distance Vector (DSDV) is a candidate 
routing algorithm for many sensor applications like

 

the 
“Follow me” application that guides visitors to the 
location of a building or an application to assist workers 
in finding conference rooms [15].

 

 
 

multimedia information via Bluetooth to the user’s 
mobile device. If the Ethernet is substituted with

 

a 

wireless 802.11b network then the application can be 
deployed to outdoor archaeological and tourist sites, 
especially when the sites are expanding for areas of 
many km2.

 

  

The application we envisaged-called the Visitor 
Tracking System-involved tracking the approximate loca-

 

tion of several mobile nodes in a small building

 

personal 
area, and feed information on location and direction of 
each node to a single central sinks. It was required that 
the user

 

at the central sink receive alerts if any mobile 
node approached restricted areas within the building, 
from [17].

 

c)

 

Sensor network IEEE.802.15.4 RL-WPAN

 

The IEEE 802.15.4 standard [18] defines the 
physical layer (PHY) and medium access control (MAC) 
sub-layer specifications for Low Rate -

 

Wireless Personal 
Area Networks (LR-WPANs), low power consumption and 
low cost applications. The standard MAC protocol supp-

 

orts two operational modes, either beacon enabled or 
non beacon-enabled. When using a beacon, the transmit-

 

ssion is based on super frames slotted CSMA-CA. For 
the non beacon mode, the messages will be directly tran-

 

smitted in an unspotted CSMA-CA, from [19]. The IEEE 
802.15.4 standard is being designed to be used in a wide 
variety of applications which require simple wireless 
communications over short-range distances with limited 
power and relaxed throughput needs. IEEE 802.15.4 
facilitates Wireless Sensor Networks (WSNs) with the goal 
of reducing the installation cost of sensors and actuators 
while enabling

 

sensor-rich environments.

 

III.

 

METHODOLOGY

 

To achieve primary objectives, the following 
tasks must be done: Firstly, get a general understanding 
of MANETs, simulation environment that could be used 
for analyzing, evaluating and implementing MANETs’ 
protocols, understanding DSDV source code to know 
how DSDV protocol mechanism. Then, analyze the pro-

 

tocol theoretically and through simulation based on abo-

 

ve mentioned performance and network metrics. The

 

research methodology used is simulation-based proto-

 

typing. That is, designed and implemented the routing 
protocol that extends the well-studied DSDV protocol. 
Then evaluation of protocol in life as WSN application. 
We revise the protocol based on these performance 
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Both applications could be also used in outdoor 
sites such as archaeological sites, where no infrastru-
cture exists. Another application of DSDV protocol is the 
Multimedia Guidebook [16], which is based on sensors 
communicating through an Ethernet to provide 

metrics to produce the final protocol DSDV. As in Fig 1, 
shows the research methodology used in this research 
and it taken from initial previous our study by Gawiy in 
[2].

Simulation in general and the NS2 simulator in 
particular are widely used to evaluate network protocols. 
They have significant advantages over other methodlo-
gies such as direct experiments and mathematical mod-
eling. A computer simulation is an application designed 
to mimic a real-life situation .

Application and Performance Analysis of DSDV Routing Protocol in Ad-Hoc Wireless Sensor Network 
with Help of NS2 Knowledge

b) DSDV applications in Visitor Tracking System (VTS)

© 20 7   Global Journa ls Inc.  (US)1



 
  

 

  

 
  

 

One of the advantages of simulators is that they 
are able to provide our

 

with practical feedback when 
designning real world systems. Consequently, we as 
designners can determine the correctness and 
efficiency of a design before the system is actually con-

 

structed. The simulators permit our to study a problem 
at several different levels of abstraction. By approaching 
a system at a high level of abstraction, we can under-

 

stand the behavior and interactions of all components of 

this protocol, and is therefore better equipped to counter 
the system’s complexity.

 

One of the disadvantages of 
using a

 

network simulator for testing a distributed appli-

 

cation system from the fact that there is no real network 
involved in the simulation

 

[2].

  

Indeed industry standard tools like NS2 have 
emerged to meet this need. This study follows this 
practice.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

IV. SIMULATION ENVIRONMENT 

NS2.34 network simulator [20] is used to 
evaluate the proposed DSDV. The simulation scenario 
topology consisting of number of nodes and their 
connectivity and was created by topology generators 
GT-ITM [21]. 

 The goal of our simulations in this paper is study 
and evaluation and measure the ability of DSDV routing 
protocol to react to multi-hop ad-hoc network topology 
changes with. IEEE 802.15.4 standard and comparison of 
performance metric based on following network metrics, 
number of nodes, pause time of mobile nodes movement, 
speed of nodes mobility. To run the simulation experiments, 
our basic methodology is to define a set of movement 
scenarios and communication patterns and apply them to 
MANET. In fact, testing with each data packet originated by 
a sender mobile node, whether the DSDV routing protocol 
is able to route and deliver it to the destination node.

 

a)

 

Working environment 

 



 

Operating System: Ubuntu10.10 (Linux).

 



 

Patch used: Mannasim [24] Patch with ns-allinone-
2.34[20] for WSN simulation. 

 



 

NS version: ns-allinone-2.34.

 



 

Various packages and scripts: NAM 1.14, Awk 3.1.6, 
tcl8.4.18, Tracgraph 2.02,gnuplot 4.0.

 

 
 

© 2017  Global Journ als Inc.  (US)
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Figure 1: The analysis study and implementation study of DSDV in brief

Application and Performance Analysis of DSDV Routing Protocol in Ad-Hoc Wireless Sensor Network 
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V.

 

NETWORK TOPOLOGY AND DEVICE 

ARCHITECTURE

 

Devices in a LR-WPAN scenario can be of 3 
types, PAN Coordinator, full function device (FFD) or a 
reduced function device (RFD) [22]. Devices that 
participate are FFD or RFD. Each RFD can only 
associate with a single FFD at an instance whereas 
FFDs can communicate with other FFDs or RFDs. A 
FFD contains the complete set of MAC services and is 
able to operate as a network coordinator or a network 
device. On the contrary, a RFD is simply a network 
device with a reduced set of MAC services and usually 
used for simple applications. In fig. 2 with this topology, 
communication is established between devices by a 
single mobile controller known as the PAN coordinator 
(this is nod 12 shown in scenario fig 2). The PAN 
coordinator (which

 

is a FFD) acts as a hub that forms 
direct links to other devices. These devices, consisting 
of FFDs or RFDs, from around the PAN coordinator and 
act as data terminal locations (sensors). This topology 
simplifies routing and reduces direct links at the 
expense of data traffic latency. 

 

In the scenario showed as in fig. 3, each node 
connected with the central coordinator considered 
secondary Coordinator for node farther out as well as 
this node if it succeeds in sync link with the secondary 
coordinator is like the farthest coordinator of the central 
coordinator. If node works in contact, they transmit 
information owned by other nodes and so are transfers 
information between the wish to reach even the central 
coordinator, which is regarded as the sink or destination 
for the entire network and the rest of the nodes is the 
source for the transfer of information

 

 

 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

8

Y
e
a
r

20
17

  
 (

)
E

Figure 2: Initial modes movements before the nodes associates with its coordinator at time 2 sec

Because DSDV protocol is proactive any it 
cares greatly providing availability and keep topology of 

network exposed to all node.  All node  have information 
about the location nodes other  in network so this proto-
col does not require a delay is needed to rediscover the 
path to the target as long as it always update routing 
table .for This that DSDV useful so in such applications.
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The implementation of non beacon-enabled 
mode in mobile ad-hoc sensor networks is not suitable 
because the non beacon enabled mode does not send 
a beacon periodically, thus the node (node 11 as in fig 
4) will assume it’s association is always preserved 
although it may have moved away from the coordinator 
and lost the link. If this happens, the moving node stops 

its attempt to associate with other coordinators because 
it does not consider itself an orphan node. Thus, it will 
be difficult for the nearest coordinator to detect this 
node. In this network the DSDV protocol in very good 
way periodically

 

or incremental updates messages is 
transmitting between the nodes to maintain network 
topology as it theses the node moving in network area. 

 

The flow of node association and synchroni-

 

zation is given

 

in Fig. 5. The node starts association with

 

an active scan procedure that scans all listed channels 
by sending beacon requests to all nearby coordinators. 

All the information received in a beacon frame will be 
recorded in a PAN descriptor.

 

The results of the channel scan will be used to 
choose a suitable PAN. The node then sends a request 
to associate with the chosen coordinator. The node 
updates its current channel and PAN id while waiting for 
an acknowledgement from the coordinator. Upon 
receiving an acknowledgement, the node then waits for 
the association results. The coordinator will determine 
whether the current resources are available on the PAN 
in order to allow the node to associate. If sufficient 
resources are available, the coordinator then allocates a 
short address to the node and sends an association 
response command containing a new address and a 
status indicating a successful association[19]. If there 
are not sufficient resources, the node will receive an 
association response command with a failure status.
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Figure 4: Fast moving lost synchronization

VI. PERFORMANCE  ANALYSIS

In practice, node movements in the PAN will re-
sult in the network having to re-learn new routes. Several 
experiments are conducted to analyze and evaluation 
the behavioral response of DSDV in the Mac/IEEE 802.
15.4 network. The DSDV protocol presents a stability at 
the power consumption as it has a mechanism of findi-
ng a valid route be using a technical which exchanges
routing messages between nearby mobile nodes. Essen
tially, the influence of mobility, dropped packets by node 
and network loading on the network will be considered. 
In particular, the network’s packet delivery ratio, delay 
and data throughput performance are measured with 
specific transmission rates. The performances resulting 
from the metrics are presented with moving scenarios. 
To increase then confidence level of the results, a set of 
simulation parameters are performed with various ran-
dom seeds for the data transmission.

Figure 3: Movement after the node associates with its coordinator
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Figure 5:

 

Flow of node association and synchronization(19)
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VII. SIMULATION SETUP AND PARAMETERS

Depending on the WSN operating requirements 
nd environment, there has to be compromises between 
the node transmission range, operational lifespan and 
device cost. The transmission range can be determined 

from two-ray ground reflection models which relates the 
maximum range to the antenna gain, transmit power 
and receiver sensitivity. The data traffic type is CBR with 
the application agent sending at a rate of 4 data packets 
per second continuously. The nodes 

Node 

Scan all the listed 
channel (Active 

scan)

Send beacon 
request command

Information 
received records in 

PAN descriptor

Scan results

Updates current 
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id 

Send association 
request to 
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used in the simulation will movement and placed at 
random position generated by setdest in ns-2. 

The centre node is designated the PAN 
coordinator with all other nodes randomly transmitting 
data packets to the PAN coordinator. The speed and 
heading of each node will vary according to the 
generated movement scenario with a maximum 
simulation runs of one hour. The simulations are  During the simulation, certain behaviors are 
exhibited by

 
the nodes if communication cannot be 

established with the coordinator. When a node losses 
synchronization, orphan-scanning is performed to relo- 
cate the coordinator. When coordinator relocation is 
successful, communication will resume. If relocation of 
the coordinator fails, node will subsequently perform 
active channel scan to send association request to the 
PAN coordinator. Upon successful association, the node 
begins to transmit beacons and start data transmission. 
Else, non-beacon mode is enabled for that node. 

Table 1:
 
Simulation Parameter
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Parameter                                                        Value

Topology Random

Number of Nodes 25

PAN coordinator location random

Area of simulation 500 m*500 m, wide

Simulation time 3600 second

No. of sink (destination) One (Node   12 )

No. of sources 20 sources (Node 0 to20 
except node 12) 

Speed Varying from 0.006m/s 
0.47m/s(ocean env)

Pause Time 300 second

Traffic Type Constant Bit Rate (CBR)

Data packet length 70 bytes

Connection Rate 0.05 to 4 packets per second

Routing protocol DSDV

Radio-propagation model TwoRayGround

Interface queue type DropTail/PriQueue

Maximum packet in Queue 150

Network interface type  Phy/WirelessPhy/802_15_4

MAC type Mac/802_15_4

Antenna type OmniAntenn

Transmitting Power(pt_) 0.001 Watts

receiver threshold 
(RXThresh_)

3.981e-13 Watts

capture power 
threshold(CPThresh_)

10 dB

carrier sensing threshold( 
CSThresh_)

3.981e-13 Watts

Operating Freq(freq_) 2.4e+9 GHz

System loss factor(L_) 1.0

Bandwidth      10 Mbps

VIII. SIMULATION RESULTS AND DISCUSSION

a) The packet delivery ratio
In DSDV, if it is not possible for the packets to 

be delivered, DSDV tries to drop them which means a 
lesser PDF as well as less delay Furthermore, DSDV is a 

table-driven protocol and updates its table periodi- cally 
which leads to an increase in the routing load in the 
network and less PDF in movement with high spe- ed,
but in this simulation and as we seed in previous 
scenarios that DSDV protocol with low speed net work 
perform high throuput and PDF nearly to 100%. As oc-
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increases by approximately 98% at time between 5.5   to 
70.46 sec. then pdr take in constant from at time bet-

 

ween 80 to 125.11,so pdr at time  125.11sec  become 
99 % .
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Figure 6: Packet delivery ratio vs simulation time

Figure 7: Ave End 2 End Delay vs Movement in Time

b) End-to-End delay
These graphical results from fig. 7 are measu-

rement of Delay extremely powerful. It shows that End-
to-End delay in IEEE 802.15.4 with DSDV is lowest as 
compared with the other routing protocols we are see 
them in several researches as in [23] . 

This shows that for delay-sensitive applica-
tions, DSDV protocol with IEEE 802.15.4 standards is 
remarkably well suitable. This attribute can be explain-
ned by the fact that DSDV is a proactive routing proto-
col and in these types of protocols the path to a desti-
nation is immediately available. In other words, there is 

ean environment speed of sensor node slow ly movi- ng 
has 0.47 m/sec based ocean speed, then DSDV 
algorithm has better packet delivery rate as in fig 6. In 
contrast, pdf in DSDV is 50 % at time 5.47 sec and 

no delay caused by routing discovery. Furthermore, 
DSDV routing protocol tries to drop the packets, if it is 
not possible to deliver them which means less delay. 

c) The Throughput
The network throughput in general, increases 

steadily over the entire simulation time. DSDV attains the 
highest throughput and shows efficient behavior in all 
mobility scenarios. The reasons for this good throughput 
include: firstly, when the first data packet arrives, it is 
kept until the best route is found for a particular 
destination. Secondly, a decision may delay to a 
decision may delay to advertise the routes which are 
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Table 2:

 

QoS parameter results of DSDV on IEEE.802.15.

 

NO.

 

Parameter

 

value

 

1.

 

No. of CBR Packets Generated

 

86314 packets

 

2.

 

No. of CBR Packets sent

 

83166 packets

 

3.

 

No. of CBR Packets received

 

84821 packets

 

4.

 

No. of routing packets

 

3104 packets

 

5.

 

Total No. of MAC Packets sent

 

36056 packets

 

6.

 

Total No. of Fwd packets

 

398 packets

 

7.

 

Total No. of Dropped (packets

 

259748 packets

 

8.

 

Packet Delivery Ratio (PDR %)

 

99.989996 %

 

9.

 

Network Throughput

 

1.536942 kbits/sec

 

10.

 

Average node Throughput

 

38.423553 kbits/sec

 

11.

 

Normalized routing load

 

3.659471 packets %

 

12.

 

Average

 

end to end delay

 

13.065065 ms
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Figure 8: Results of Network Throughput with Node Movement of Time

about to change soon, thus damping fluctuations of the 
route tables. The re-broadcasts of the routes with the 
same sequence number are minimized by delaying the 
advertisement of unsterilized routes. This enhances the 

accuracy of valid routes resulting in the increased 
throughput of DSDV in 4 packet/sec of mobility rate, as 
depicted in  Fig.8

IX. CONCLUSION AND FUTURE WOKE

Since The IEEE 802.15.4 standard is being 
designed to be used in a wide variety of applications 
which require low send rates over short-range distances 
with limited power and relaxed throughput needs. This 
consider problem for routing protocols when need to 
transmitting of large routing packet especially in network 
that contain large number of mobile hosts. thus , 
Because full dump packets that generated by DSDV to 
routes update and by progress of simulation time in 
pervious sensor scenario then routing tables at each 
node become large to maintain all topology of network 
and this require large bandwidth to exchange these 
packets . As resulting of that much dropped packet will 
occur because The IEEE 802.15.4 not enabled large 
packets transmission. 

To this cause PDF of DSDV with progress of 
simulation time take in decrease. So, the problems in 
this protocol will taken consideration and The 
performance comparison with other routing protocols 
can be done in different classes of parameters and 
operating conditions, which will be useful for actual 
deployment of sensor network in particular application 
of industrial control.and improvement of DSDV protocol 
to achieve high QoS in terms of packet delivery ratio and 
end-to-end delay to support multimedia applications by 
this protocol over WSNs.

© 2017  Global Journ als Inc.  (US)
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The Components that can Build Flexible & Efficient Software 
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Abstract- SDN (Software Defined Network) is a new networking approach towards current networking 
industry. S.D.N has attarcted the researchers attention, because there is wide scope of innovation 
and research. The main concept behind the SDN networks is the separation of controller from data 
plane. This natural feature makes SDN adaptive of being flexible and scalable. We are mentioning 
some of the important components those are needed to make current SDN networks even better and 
efficient that can be managed easily and updated whenever needed, without any interruption of 
services. Also we have discussed how we can manage the data plane, control plane and how we can 
identify where fault has occurred.  

Keywords: SDN, hypervisor, virtualization, openflow, programmable data plane.    

GJCST-E Classification:  C.2.1,  C.2.2 

 

TheComponentsthatcanBuildFlexibleEfficientSoftwareDefinedNetwork                                                                       
 
 
 
 
 
 

Strictly as per the compliance and regulations of:
 

 

      
Global Journal of Computer Science and Technology: E
Network, Web & Security 

Type: Double Blind Peer Reviewed International Research Journal
Publisher: Global Journals Inc. (USA)
Online ISSN: 0975-4172 & Print ISSN: 0975-4350

Volume 17 Issue 1 Version 1.0 Year 2017

Himachal Pradesh University



The Components that can Build Flexible & 
Efficient Software Defined Network

Deepak Kumar α & Manu Sood σ 

    
  

  
  

 

  

 

 
  

 
I.

 

INTRODUCTION

 
n a Software-Defined Networks

 

(SDN) the controller 
resides in the control plane that controls the hetero-

 

geneous forwarding devices. The main concept 
behind the SDN is the Data Plane and Control Plane 
separation, virtualization and programmatic control. 
Controller can change the functionality of the forwarding 
devices through command by changing the rules and 
policies. The main purpose of the SDN is to satisfy the 
changing needs of

 

enterprises and users. In

 

SDN

 

net

 

work administrator can change the flow of packets thro-

 

ugh centralized controller without configuring the forwar-

 

ding devices (switches, routers) manually. Whenever 
packet came across switch (in data plane) the rules and 
policies installed in the firmware guide the switch where 
to forward the packet. The communication between the 
controller and data plane takes place through south 
bound interface usually known as Open

 

Flow. The 
architecture of SDN is as shown in Figure1. There are 
three layers; the 1st

 

layer is called as application layer 
(management plane). The 2nd

 

layer is called as control 
layer (control plane) where controller resides. The contr-
oller can be any of the NOX [1], POX [2], FLOODLIGHT 
[3], BEACON

 

[4] etc. The 3rd layer

 

is known as the 
infrastructure layer (data plane). 

 

Open

 

low

 

[5]

 

is a protocol that actually enables 
the separation of control plane from data plane. To be 
more specific it is not the controller that controls the 
data plane, it the application that uses the controller to 
manage the switches in data plane.

 

SDN is much 
flexible compared to the traditional networks the only 

risk is that it can be failed any time. The recent techni-
ques are not that much sufficient to tell about how 
network would behave when controller will fail. There 
must be a network management service that can 
manage various network management applications to 
run independently, while monitoring and maintaining  
the performance as well as network safety. Various 
aspects of the network are captured by network state 
like which link is active and how switches are forwarding 
traffic. Different views can be seen through network 
state. Observed state that maintains the updated view of 
the actual state of the network, applications can read 
this state and changes in propose state are based on 
their own goals.  

Also there is a need of system that can 
consistently update the network and dynamically sche- 
dules these updates based on the runtime difference in 
the update speed of various switches in Software Defi- 
ned Networks (S.D.N). With the advent of S.D.N that 
provides the excellent opportunity to developers for 
developing basic abstractions for the management of 
network updates. Instability in networks are generally 
due to changes in the configuration that leads to unavai- 
lability of the network, performance problems and secu- 
rity issues. Sometimes intermediate configuration also 
behaves incorrectly during the update process even if 
the initial and final configurations are correct. S.D.N 
programs must be updated consistently as we update 
software, whether the reason is to migrate to new 
controller, bugs repairing and address performance 
issues.  

Operators of S.D.N performs network updates 
by stopping the old controller and starting the new 
controller, this process cleanup the preinstalled entries 
of flow table that can creates problems including loss of 
packet, or increase in latency etc. There must be a 
mechanism that ensures to maintained the well defined 
behaviour of the network even if the change of 
configuration took place. The interaction between the 
today's datacenter and application running on them 
takes place in a complex way, making network 
operators to run various traffic management services to 
maintain the working of network. Also solution regarding 
traffic management are often limited because of the 
divide between the network and hosts. The network 
devices only deals with knowledge regarding layer of 
networks where as the hosts have the view how 
applications interacts with the network.  

I
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Keywords: SDN, hypervisor, virtualization, openflow, 
programmable data plane.

Abstract- SDN (Software Defined Network) is a new networking 
approach towards current networking industry. S.D.N has atta-
rcted the researchers attention, because there is wide scope 
of innovation and research. The main concept behind the SDN 
networks is the separation of controller from data plane. This 
natural feature makes SDN adaptive of being flexible and 
scalable. We are mentioning some of the important compo-
nents those are needed to make current SDN networks even 
better and efficient that can be managed easily and updated 
whenever needed, without any interruption of services. Also we 
have discussed how we can manage the data plane, control 
plane and how we can identify where fault has occurred.



So there must be a system that may have 
unified view of the both host and network so that 
maintenance of both takes place in easy way. Another 
important thing we need to be considered is packet 
tracing. If there is any problem regarding handling of 
packet, we should trace back the packet to find out the 
root cause. This helps in debugging the networks, 
testing of network performances etc. Earlier mechanism 
were required of modification of switches that  

 
Figure 1: SDN Architecture 

results in more overhead. S.D.N makes this happen to 
calculate the transformations that leads us to packet 
observations. In order to measure the flow of traffic 
across network paths is difficult for many management 
services including traffic engineering (TE) [6], diagno-

 sing network congestion. There must be a query based 
language for the traffic monitoring. Also there is a need 
of protocol independent programming language. In next 
sections we are discussing few components that can 
make SDN much robust and efficient, like data plane 
performance monitoring, network

 
performance diagno-

 sis, 
 
hypervisor for efficient network, protocol indepen-

 dent language for switches, packet trace back, To find 
the shortest path for the forwarding of packets between 
switches.

 
II.

 
DATA PERFORMANCE MONITORING

 
Data plane is generally local to each of the hard

 ware devices like switches, routers, or the card on the 
router, and arrival packet speed determines how to 
operate them. Data plane is made up of various hard

 ware devices of network that provides connectivity. 
These hardware devices are routers, Ethernet switches 
and firewalls. The configuration to hardware devices are 
provided by control plane through control interface 
(Open

 
Flow) and the configuration across these devices 

can be updated whenever needed. In order to optimize
 the network configuration request is made by hardware 

devices to the controller (control plane). As many 
applications

 
moving to the cloud

 
day by day, so cloud 

operators need to diagnose performance problems 
consistently.

 Till now Offline processing of logs is very slow 
and

 

inefficient. We need a system to analyze

 

TCP perfo-

rmance in terms of real time across the end-host wor-

 
king over hypervisor or connected to NIC

 

[7], switch etc. 
It should determines whether the connection is affected 
at

 

the sender's end or due to the congestion across 
network or problem is at

 

the receivers end because of 
limited

 

buffer

 

capacity. With the increase of edge devi-

 
ces that

 

offers adjustable

 

processing

 

of packet at high 
speed on

 

hardware

 

devices in data plane,

 

that makes

 
possible to monitor TCP performance. 

 
P4

 

[8]

 

which is a protocol independent langu-

 
age that help us in management of the traffic. In order to 
minimize the state requirements of the data-plane, there 
is a need of detection of all connections,

 

after that all 
connections are diagnosed in order to find fault across 
them. In Figure 2 as shown there is a need of inbuilt 
diagnose or trouble-shooter in the controller so that it 
can consistently look for problems across the network 
elements and manage them as soon as possible  in ord-

 
er provide the robust and flexible network. Red arrows 
showing programs written in protocol independent lang-

 
uage i.e. P4 can be implemented in data plane through 
controller by programmatic control. Whereas blue arro-

 
ws showing the TCP traffic

 

across the hardware devices 
like switches can be monitored ( TCP traffic information 
can be sent to control plane through data plane). Here 
switch1 and switch2 are the edge devices Here switch1 
and switch2 are the edge devices which can be 
monitored through controller to captures the TCP traffic. 

 

 

Figure 2:

 

TCP Statistics gathering from edge devices of 
data plane by control plane

 
Diagnosis and troubleshooting will also helps to 

identify where the actual problem occurs: is it across 
sender or it is at receivers end or it is due to the network 
congestion. In order to make this happen, there is a 
need of protocol independent language like P4 through 
which we can write programs and be implemented 
through controller. can make performance of the 
network even

 

more better, if we use the network 
elements (switches, router etc. ) that supports the 
protocol independent languages.
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III. NETWORK PERFORMANCE DIAGNOSIS

Control plane or the controller provides the 
global view of the network, enabling the network 
administrator to update the rule, policies or protocol 
across the hardware devices lying in data plane at any 
time whenever need to be updated. S.D.N platform 

The Components that can Build Flexible & Efficient Software Defined Network
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provides controller the capability to intelligently control 
the network elements; like we can change the topology 
across network device if any intruder try to interrupt the 
flow of packet, in that case controller can intelligently 
sense that someone across the hardware device trying 
to steal information

 

or interrupting the service e.g. in 
figure 3 as shown, when intruder ( yellow triangle) tries 
to access across switch3

 

then switch3 report to 
controller through data plane. Controller than change 
the topology of underlying switches, as initially flow of 
packet takes place from switch1 to switch5 through path 
switch1-switch3-switch4-switch5 ( blue dotted line) but 
due to intruder interruption across switch3, controller 
update the new topology across the switches, so now 
flow of packet between switch1 and switch5 is takes 
place through path switch1-switch2-switch4-switch5 
(green dotted lines). This functionality of handling 
hardware resources through programmatic control 
makes S.D.N suitable choice for current networking 
environment. 

 

In order to make S.D.N more efficient there is 
need of handling many things like, what if controller fails, 
in that case the whole network will suffer.

 

 

Figure 3:

 

Intruder handling through control plane

 

The solution of this problem is that, there should 
be more than one controller in the control plane. So that 
if one fails other controller will control the flow of packet 
through programmatic control across switches. By 
doing so network will behave normally as there was no 
problem. Having more than one controllers also have 
other advantages, like while upgrading the controller, 
during that time if any fault occur in data plane then 
other controller will handles all the faults or provide 
services to the network elements, only limitation of 
having more than controller

 

the cost. For an efficient 
network the switch should be intelligent, so that they 
may be able to configure the shortest path to reach the 
destination.

 

IV.

 

HYPERVISOR FOR EFFICIENT NETWORK

 

A hypervisor commonly also known as virtually 
machine monitor (VMM) is a software program that is 

 

part  of virtualization technology. Hypervisor

 

[9]

 

mainly is

  

lates controllers ( network operating system) or vari-

 

ous 
business applications from the underlying hardware 
devices in data plane. As we have discussed in section 
3. 

 

A centralized

 

controller in S.D.N react to net-

 

work condition those are changed by upgrading the 
rules and policies across the hardware devices in the 
data plane. Every software need upgrades to fix errors, 
to add new features. Similarly for upgrading the contro-

 

ller, it need to be stopped, while during this transition, 
network will fail.  So the idea of multiple controllers 
came. This idea helped to manage the network even 
when the one of controller fails, because other contro-

 

llers are capable enough to handle any interrupt or fault 
along any hardware resources.

 

One another important point came, if controller1 
installed the rule and policies across hardware devices 
and got failed, in that case will other controller like 
controller2 and controller3 will support the polices or 
rules installed by controller1.

 

For this thing to happen all 
of controllers (as in our example: controller1,controller

 

2 
and controller3) must linked or coordinate with each 
other. 

 

 

  

The thing that help the controller to coordinate 
with each other is called hypervisor. As hypervisor is a 
natural platform to support multiple operating system 
providing hardware devices the illusion of having only 
the one controller and is providing services to the
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individual hardware device (whether it is router, switch or 
access-point).

V. PROTOCOL INDEPENDENT HIGH LEVEL 

LANGUAGE

The heading One of the high level language 
suitable for the programmed packet handler which is
protocol independent is P4 [10], One of the high level 
language suitable for the programmed packet handler 
which is protocol independent is P4, P4 stands for 

Figure 4: Role of hypervisor

Programming Protocol-Independent Packet Processors. 
P4 works in collaboration with the Open Flow protocol.

The Components that can Build Flexible & Efficient Software Defined Network



 
 

 
 

 
   

  

  

Open

 

Flow is the protocol which is responsible for the 
decoupling of control plane from data plane, enabling 
us to write the program in P4 and implement it in data 
plane through programmatic control by centralized 
intelligent controller. The advantage of having the 
protocol independent language is that hardware devices 
are not specific to the particular network protocols. Also 
this provides programmers with capability to describe 
the packet processing functionality that is independent 
of the type of underlying hardware devices.

 

VI.

 

PACKET TRACE BACK

 

The main goal of the paper trace back is to 
determine how the packet has reached to its current 
location and also the path through which it

 

has reached. 
Packet trace back [11]has the many of the advantages 
like; to determine the security of the network, perfor-

 

mance monitoring and debugging of the network. DDOS 
attack might be first detected, and then we can trace it 
back and shut off the link through which it is entering. 
One more example is; if network administrator identifies 
that some flow have poor performance, through packet 
trace back can depict which nodes needs to be exami-

 

ned for congestion. Also the path followed by packet 
helps in debugging for errors. Figure 5 shows that inflow 
of packet takes place across switch D and all packet are 
outflow through switch A e.g. Suppose a packet-P who-

 

se first bit of the source IP address is 1, leaving switch A 
through port 1 and the aim is to trace back its path 
through the network system. Packet arriving on switch D 
at port id 3 is forward to switch B 

 

 

Figure 5:

 

Packet Tracing

 

only if the first bit of the source IP is 1,otherwise 
forwarded to the switch C. As this switches B and C also 
forwards the packet to switch A, e.g. if switch C receives 
a packet with IP whose first bit is 1, then that packet 
would be dropped.

 

Therefore by doing so we can 
determine that packet-P have not followed the path

 

through switch C but have traversed the path through 
switch D-switch B-

 

switch A.

 

VII.

 

CONCLUSION AND FUTURE SCOPE

 

Till now we have discussed various factors that 
can help us to build flexible and robust network. So all of 

these are the approaches that we have

 

to be conside-

 

red. By considering these we can overcome and handle 
various faults.

 

The switches must be intelligent enough 
to decide where to forward the packet in the case when 
controller is not responding. The main purpose of doing 
is that the traffic must remains in the data plane. The use 
of multiple controller is prime factor for making S.D.N 
networks much more flexible. The only portion where the 
S.D.N networks lacks is the security. There are various 
other approaches needs which can make current 
network even much secure.

 

Also if we use of the Big Data concept, that can 
help S.D.N to be more scalable. As this is a new trend in 
Networking technology so the chances of research are 
much more, because S.D.N in itself

 

is very broad 
concept.
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Abstract-

 

Networks intrusion detection systems allow to detect 
attacks which cannot be detected by firewalls. The false posi-

 
tive and false negative problem tend to make IDS inefficient. 
To improve those systems’ performances, it is necessary to 
select the most relevant that will lead to characterize a normal 
profile or an attack. We have proposed in this paper a new 
intrusion detection system architecture and a scheme to 
flexibly select groups of attributes using neural networks in 
order to improve results that we

 

have got with our architecture. 
The selection approach is based on a contribution criteria that 
we have defined in function of precision measures of type HVS 
(Heuristic for Variable Selection).The selected subset depends 
on a threshold that we make vary in function of a defined 
criteria. He have done a comparative study of this approach 
and the one without attributes selection. A comparative study 
has also been done with others works. The NSL-KDD dataset 
has been used to train, teste and evaluate our scheme. Our 
Works shows satisfactory results.

 
Keywords:

 

NIDS, neural network, features selection, MLP, 
NSL-KDD data set.

 I.

 

Introduction

 nterconnecting systems via computer networks has 
been a necessity seen the 21st century. These net

 
works are subjects to many

 

attacks. Intrusion 
detection systems are a security mechanism that allows 
to detect attacks which has not been identified by the 
firewall. An intrusion being each action that can threaten 
confidentiality, integrity and resources availability in an 
information system.

 
The intrusion detections systems that use neural 

networks as classification scheme has been widely stu-

 
died by many authors [1]. Most of the solution proposed 
in the literature have the problem of pertinence and relia-

 
bility. One of the problems major of the NIDS with neu-

 
ronal networks is that the performance is governed by 
an only big system which takes care to detect either the 
types, or the categories of attacks. In this work, we have 
proposed a modular architecture and we have presen-

 
ted the efficiency. In this paper, we will explore the path 
of selecting attributes in order to improve the efficiency 
of this architecture that means to obtain a good 
approximation function, an acceptable false positive and 
negative rate and a recognition rate that is not far from 
the ideal one. It consists on displaying relevant attributes 
for each normal packet and for each type of attack.

 
The Learning quality of a scheme based on 

neural networks is linked to the quality of data that we 

submit to the classifier [2]. Data submitted to the 
classifier can influence it in many manners [3, 4]: -the 
recognition rate -The time required for the learning stage 
to obtain a satisfying recognition rate -The number of 
sample data necessary to obtain a satisfying recognition 
rate -The identification of relevant attributes - Reduce the 
complexity of the classifier and the execution time. 
Relevant attributes selection can lead to build a normal 
profile of a user or a particular type of attack. Input data 
characterization has a significant impact on many 
aspects of the classifier. 

The follow-up of our work is organized as 
following: in section 2, we present the basics elements 
of attributes selection; in section 3, we will briefly present 
neural networks and their importance compared to other 
classifiers. In section 4 we will show some works related 
to attributes selection; in section 5 we will describe our 
attributes selection approach and algorithm, in section 
6, we will present the dataset used and the prepro- 
cessing done, then in section 7 we’ll present the results 
obtained and their analysis. We will end this work with a 
conclusion and prospects in section 8. 

II. Attributes Selection 

Relevant attributes selection is a difficult prob- 
lem. Attributes selections consist on identifying a subset 
of attributes that allows to better the performances of 
detection system. It helps to remove non relevant attri- 
butes, redundant or noised ones. We will in the following 
subsection present the elements that help to implement 
an efficient selection process. 

a) Basics Elements of Selection  
According to [5], the main procedure follows 

these four steps: 
a- Generation procedure: allows to explore the search 
space in order to find relevant subsets. [6] regroups 
them in three categories:- complete generation that 
consists on exhaustively search in the whole dataset, 
which is done in O(2N). – Sequential generation which 
consists on incrementally generate the relevant subset 
on the whole dataset. –Heuristic generation which is 
similar to the complete generation with a predefined 
maximum number of iterations. 
The optimal subset is evaluated using an evaluation 
criteria [7]. 
b- Evaluation: It takes as input a subset of attributes and 
outputs a numeric value. It allows to evaluate the 

I 
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examined subset. The aim of the search algorithm is to 
maximize the evaluation function. [5, 8] consider many 
types of evaluation functions: The distance measure, the 
information measure, the dependency measure, the 
classifier recognition rate, the consistency criteria, and 
the precision measure. 
c- Stopping criteria: It allows to know when the learning 
algorithm should stop since the optimum number of 
variables is unknown in advance. 
d- Validation method: allows to make sure that the 
selected attributes subset is valid, to determine the 
number of relevant attributes, to choose different 
parameters and to test global performances of the 
system [8]. 
b) Selection Method Based On Neural Networks 

Three main approach has been proposed in the 
literature to implement this procedure [4, 5]. We have 
the filter approach, the wrappers approach and the 
embedded approach. The filter approach selects attri- 
butes regardless of the classifier. The wrapper approach 
uses the classifier to validate the subset of relevant attri- 
butes. It uses for this purpose two strategies: the for 
ward selection which consists to gradually add attribu- 
tes and the backward selection which consists to gradu- 
ally remove the attributes. The embedded approach 
makes attributes selection in parallel to the classification 
process. 

III. Neural Networks 
Neural networks are strongly linked networks 

made of elementary processors functioning in parallel 
and linked by weighs. These connections weighs chair 
the network functioning. Each elementary processor 
computes a unique output based on information taken 
as inputs. Neural networks has many advantages in 
implementing an intrusion detection system. They are 
really efficient and fast in the classification task. They are 
able to learn and easily identify new threats which are 
submitted to them. Neural networks are able to handle 
incomplete data, imprecise and from various sources. 
The natural speed of neural networks help to reduce 
damages when a threat is detected [10]. Neural 
networks usage helps to extract nonlinear relationships 
that exist between different fields of a packet and to 
timely-detect complex attacks [11]. Neural networks, 
after having correctly learnt, have a good generalization 
ability, which means that they are able to compute with 
precision corresponding outputs even for data which 
have not been learnt. The flexibility that offer neural 
networks is also one of the asset of intrusion detection 
[9].  

 
 

IV.

 

Some Works Related to Attributes 
Selection

 

Relevant variables selection help to improve the 
classifier efficiency. [12] are the first to use neural 

networks for selecting attributes with the KDD dataset. 
They select relevant attributes by attack categories and 
use only one precision criteria from [13]. [14] uses 
selective analysis in their work to select relevant varia-

 

bles. They then use this set to classify attacks. [15] Uses 
information gain to determine the attributes which allow 
to better distinguish each type of attack. [16] Proposes 
a combination of approaches for network intrusion 
detection. They use for this purpose the genetic algori-

 

thm for attributes selection and SVM (Support Vector 
Machine) for classification. [17] Proposes a new selec-

 

tion method based on the total mean of each field’s 
class. The selected subset is evaluated using the deci-

 

sion tree classifier.

 

 

  

 

Attributes selection help to find out among a set 
of attributes, the most relevant and those which help to 
better the efficiency and the performance of the 
classifier for a given problem.

 

Each selection depending 
on the system architecture, we will first present the 
architecture of our solution proposed in [22]. Then we will 
present in this section the approach that we use and the 
selection algorithm that we have designed.

 

a)

 

Proposed Architecture 

 

The architecture that we have used in our works 
is the one shown in [22],on which performances have 
been studied. As shown in Figure 1, it is a modular 
architecture organised in four stages. We have called 
this architecture MAMBiM: Multiple Attack Multiple 
Binary MLP.
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V. Architecture, Approach and 
Selection Algorithm



Figure 1: Four-level instruction detection architecture (MAMBiM) 

In this four-level architecture, the first level helps 
to preprocess data. The second one discriminate nor- 

mal packets from abnormal ones. If the packet analyzed 
is abnormal, the nit it is thrown to other models (third 
level) to determine the type of attack. Element A (fourth 
level) in this architecture stands as a referee which will 
decide which type of attack it is. Each module is a 
neural network with one entry stage, one hidden stage 
and one output stage. 

To better the results obtained with our archite- 

cture in [22],we have chosen the heuristic approach bas- 

ed on neural network to select relevant attributes. 

b) Selection Approach Used 

Evaluation criteria that we have used are 
presented in [2]. The generation procedure is a heuri- 

stic. The approach that we use is the one based on 
using neural model to select relevant attributes. We have 
proposed a relevance measure inspired from entropy. 
This measure is presented in (a). We will also present 
the measure having zero order given in [2] to evaluate 
the efficiency of our precision measure. This measure is 
described in diagram (b). The contribution formula that 
we propose in our work to evaluate an attribute contribu- 

tion compared to the others is described in (c). Our 
approach implies a comparative study of the archite- 

cture performances in accordance with different preci- 

sion measures chosen. 
 
 

 

 

 

   

   

 
 

   

   
  

 

 

  
 
 

 
 

 

 
 

  

𝑃𝑃𝑖𝑖 = ���
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
𝑘𝑘=1

�log�
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
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��� ∗
�𝑤𝑤𝑖𝑖 �

∑ |𝑤𝑤𝑙𝑙 |ℎ
𝑙𝑙=1
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𝑖𝑖=1

(a)

𝑃𝑃𝑖𝑖 = ��
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
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(b)

𝐶𝐶𝑖𝑖 =
𝑃𝑃𝑖𝑖

∑ �𝑝𝑝𝑖𝑖 �𝑛𝑛
𝑖𝑖=1

(c)
The measure presented by YACOUP in (b) 

neglect the information quantity factor contained in 

log �
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
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Our measure has two parts: - the 

part �
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
𝑘𝑘=1

log �
�𝑤𝑤𝑖𝑖𝑖𝑖 �

∑ �𝑤𝑤𝑘𝑘𝑖𝑖 �𝑛𝑛
𝑘𝑘=1

�� determines the influence 

of input neurons weighs on the hidden layer. ; - the last 

part
�𝑤𝑤𝑖𝑖 �

∑ |𝑤𝑤𝑙𝑙 |ℎ
𝑙𝑙=1

determines the influence of output neurons 

on the target. 𝑃𝑃𝑖𝑖 determines the influence of the variable 
i on the final decision.
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•

 

Evaluate the pertinence of each attribute using 
formulas (a) or (b)

 

;

 

•

 

Evaluate the contribution of each variable using 
formula (c)

 

;

 

•

 

Choose a contribution criteria of our choice

 

: a 
threshold Ɵ

 

;

 

•

 

select the variable which satisfy the threshold 
(𝐶𝐶𝑖𝑖 ≥ Ɵ) as relevant, we obtain a set E’ with size N-
P, P being the number of variables that do not 
satisfy the condition

 

;

 

•

 

Dynamically look for the number of neurons from 
hidden layer, which gives

 

the best performance with 
this set of chosen variables

 

;

 

•

 

Evaluate the network using this set and compare the 
performances with performances of networks with 
no variables selection;

 

•

 

Repeat until the choice of the threshold (3) matches 
with the performance targeted in terms pf false 
positive, false negative and recognition rate.

 

VI.

 

Test Dataset and Preprocessing

 

Since 1999, KDD Cup 99 is used as sample 
dataset in behavioural intrusion detection systems. Each 
packet from the KDD Cup 99 dataset is made of 41 
fields and is labeled as a normal or an abnormal packet 
with types of attacks. Amidst these fields, 37 are of type 
numeric and 4 are of type non numeric. KDD99 combine 
37 types of attacks. These attacks are subdivided in four 
major classes: DOS, U2R, R2L and Probes [19, 20].

 

•

 

DOS

 

(Denial of service attacks): they are attacks 
that target to threaten availability of services by 
overloading computers resources, servers or target 
networks. These attacks succeeded in networks 
have as consequence to freeze network

 

traffic.

 

•

 

Probes: attack which aims to gather information on 
the target that can help an attacker to trigger an 
attack. There exist many types of probes attacks: 
some abuse legitimate users and others use 
engineering techniques to gather information. 

 

•

 

R2L (Remote to Local): attack which aims to bypass 
or usurp authentication credentials to execute 
commands. Most of these attacks derive from social 
engineering [18].

 

•

 

U2R (User to Root): This attack comes from inside. 
The attacker usurp the super administrator

 

password and thus the other users’ passwords. 
Most of these attacks come from buffer overloading 
caused by programming errors [19].

 

KDD99 dataset contains many redundant 
packets in training data, as in test data [20]. Redundant 
data are able to give more importance to a type of 
attack than it merits.  [20] propose NSL-KDD which is an 
excellent dataset for comparing network IDS. Our 
experimentation has been done with NSL-KDD, the type 
of attack and the number in the training and test 
datasets are proposed in table 4

 

in appendix. The fields 
in the packets are described in table 5 in appendix.  

 

a)

 

Preprocessing

 

Pre-processing focus on non-numeric fields. 
Non numeric fields are: type of protocol (TCP, UDP, 
ICMP), type of service (AOL, auth, bgp, Z39_50), flag 
(OTH, REJ, RSTO, RSTOS0, RSTR, S0, S1, S2, S3, SF, 
SH) and the packet’s class (Normal or Abnormal). For 
type of protocol, we assign the following numeric values: 
TCP=1, UDP=2 and ICMP=3. We assign 1 to normal 
packets and 0 to abnormal packets. For field type of 
service and flag, we can assign numeric values in their 
total number ascendant or descendant order. [21] has 
shown the limits of such an approach. He propose to 
assign random values to those fields. In our work we 
have assigned random values from 1 to 10 to fields of 
type flag, and random values from 1 to 65 to fields of 
type of services.

 

b)

 

Normalization

 

It consist on transforming data to make them 
vary between 0 and 1, in order to make them 
homogeneous and thus simplify network learning. We 
will in this paper use the Min-Max normalization. Let 
be

 

𝑚𝑚𝑖𝑖𝑛𝑛𝑥𝑥

 

and

 

𝑚𝑚𝑚𝑚𝑛𝑛𝑥𝑥

 

respectively the minimum and the 
maximum of values of attribute

 

𝑋𝑋

 

of value𝑉𝑉, the 
normalized value is

 

𝑽𝑽’= 𝒗𝒗−𝒎𝒎𝒎𝒎𝒎𝒎𝒙𝒙
𝒎𝒎𝒎𝒎𝒎𝒎𝒙𝒙−𝒎𝒎𝒎𝒎𝒎𝒎𝒙𝒙

.  For each attribute of 

data vector, compute its normalized value and replace it 
with the normalized value.

 

   

 

 

 

  

 
 
 

 

 
 

  

We will then make a comparative study of 
performances compared to the model which has been 
trained by the set of attributes from the variables space.
The selection approach that we will use is a wrappers 
approach from blocks variables downward strategy. It is 
illustrated in figure 1. And this is based on criteria (c). 

c) Our Selection Algorihm
We do mention here that the error retro propa-

gation algorithm which is used to train the neural net
work.

The principle of our selection method is descri-
bed in the following steps:

• Learn the network with the set of variables (of size 
N)from the space of variables using the errors retro 
propagation algorithm ;
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To evaluate our models, we will use many 
indicators: recognition rat (TR), false positive recognition 
rate (TFP), detection rate (TR) and false negative rate 
(TFN). This rate is computed as following:

𝑻𝑻𝑻𝑻 = 𝑵𝑵𝑵𝑵+𝑨𝑨𝑨𝑨
𝑵𝑵𝑵𝑵+𝑨𝑨𝑨𝑨+𝑨𝑨𝑵𝑵+𝑵𝑵𝑨𝑨

∗ 𝟏𝟏00,

𝑻𝑻𝑻𝑻𝑻𝑻 = 𝑵𝑵𝑨𝑨
𝑵𝑵𝑨𝑨+𝑨𝑨𝑨𝑨

∗ 𝟏𝟏𝟏𝟏𝟏𝟏,
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VII. Experiment Results Analysisand 



 

 

 
 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ATTACKS Ɵ NV VARIABLES SELECTED TR% TFP% TFN%

Warezmaster

0 41 11111111111111111111111111111111111111111 100 0 0
1 32 11110111111110011111111110100011110111110 100 0 0
2 22 01110101111110001010101110000000110011110 100 0 0
3 11 00010100001110000000001010000000000011110 100 0 0

Nmap
0 41 11111111111111111111111111111111111111111 95,9 4,25 4,78
1 38 11111111111110111011111111111111111111100 100 0 0

portsweep

0 41 11111111111111111111111111111111111111111 99,9 0,55 0,15

1 31 11111111111110111111111110110100000111110 98,0 4,3 0

2 19 11110110101000101011110110000000001010100 97,5 5,3 0,4

3 12 11100000100000101010100110000000001010000 98,0 1,8 2,08

satan

0 41 11111111111111111111111111111111111111111 96,9 4,4 2,7
1 25 10001001011111100010011111111000100111111 95,3 6,2 3,2
2 18 10001000011111000010000111110000100001111 91,2 10,8 7,4
3 14 00001000011111000010000111110000100001111 90,9 11,8 7,0

pod

0 41 11111111111111111111111111111111111111111 96,5 4,4 2,4
1 30 11001001101111111111111011111100100011111 98,8 0 2,2
2 11 11001000000100110010000011000100100000000 100 0 0

rootkit

0 41 11111111111111111111111111111111111111111 80 33,3 0
1 17 10000000000110110010000111111010000101011 100 0 0
2 11 10000000000110110010000001101000000000011 80 0 25
3

For the attacks presented, we observe how the
recognition rate gets better as we remove non relevant 
attributes. This allows us to present new descriptors for 

each type of attack. This work allows us to better the 
results we have presented in [22].

NN: normal packet detected as normal; 
NA: normal packet detected as abnormal; 
AN: abnormal packet detected as Normal; 
AA: abnormal packet detected as abnormal. (a).We have only presented some types of attacks. After 

that, we have presented the results per type of attack 
with our performance measure and we have compared 
with YACOUP measure.

For experiments, 80% of data has been used for 
training purposes, in which 20% are reserved for 
evaluation and 20% of data are used for testing. The set 

of data that we submit to each network is reduced 
compared to initial data.

a) Results analysis with a dynamic threshold
Here we present results obtained. The fields of 

packets from dataset are presented in appendix in 
table 5. This first table presents results with criteria 

© 2017   Global Journals Inc.  (US)
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𝑻𝑻𝑻𝑻𝑵𝑵 = 𝑨𝑨𝑵𝑵
𝑨𝑨𝑵𝑵+𝑵𝑵𝑵𝑵

∗ 𝟏𝟏𝟏𝟏𝟏𝟏, with:

Category Type of attack
DJIONANG YACOUP 

Number VA TR (%) Number VA TR (%)

R2L

ftp_write 39 100 37 100
guess_passwd 31 93,02 28 93,02

phf 40 100 34 100
warezmaster 11 100 11 100

i. Comparative study of our criteria with Yacoup one

A New Networks Intrusion Detection Architecture based on Neural Networks

Table 1: Results analysis

Table 2: Comparative study of our criteria with Yacoup one



 
 
 
 
 
 
 

 

ii.

 

Comparative study with other works

 

 

We propose in the following table a compara-

 

tive

 

study of our work with works done by three authors 

 

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

U2R

buffer_overflow 40 84,62 30 100
loadmodule 40 100 5 100
perl 41 66,67 30 66,67
rootkit 7 80 17 100
warezclient 41 97,63 34 96,84

Category Type of attack
DJIONANG SIVA GOLOKO

Without selection 
% [22]

With Selection% % %

R2L

ftp_write 60 40 33,3 100
guess_passwd 93,01 94 100 100

imap 83,33 84 100 9,09
multihop 33,3 66,7 22.2 0
phf 100 100 100 100
warezmaster 100 100 95.2 94,12

PROBES

ipsweep 99,35 100 97.1 93,93
nmap 95,48 100 100 48,29
portsweep 99,67 100 100 47,98
satan 96,48 100 99.8 96,45
back 70,52 68,30 99.4 100
land 100 100 100 0

DOS

neptune 99,96 93,96 100 80,6

pod 96,51 100 100 0

smurf 99,7 99,7 100 100
teardrop 98,96 100 66,7 100

PROBES

ipsweep 24 99,1 24 99,1
nmap 18 86,90 26 97,04
portsweep 31 99,18 31 97,7
satan 30 95,52 25 95,32
back 41 70,52 40 68,30
land 41 100 38 100

DOS

neptune 21 99,62 15 99,10

pod 30 98,84 21 97,67
smurf 41 99,7 41 99,7
teardrop 41 99,7 41 99,7
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U2R

buffer_overflow 100 100 68,2 0
loadmodule 100 100 100 0
perl 33,3 66,7 100 0
rootkit 80 100 23,1 100
warezclient 96,84 97,63 - 100

A New Networks Intrusion Detection Architecture based on Neural Networks
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Taking in consideration this table, we can see 
that our criteria give better results compared to Yacoup 
criteria. In contrast, the number of variables necessary 
to obtain this result is broadly greater than the number 
of variables generated with Yacoup criteria. We have by 
this work displayed descriptors for each type of attack 
with neural network model. We notice that when the 
number of variables decreases in the neural network 

on designing NIDS with explicative variables selection. 
Our results are presented in two columns: the first deals 
with a learning scheme without selection whereas the 
second deals with our work based selection. The non-
convincing results have been better with dynamic 
selection. The previous table present a comparative 
study of the two criteria.

model, the learning rate also decreases for some type of 
attack.

Table 3: Comparative study with other works



The results clearly show that our results are 
clearly better than works of the authors who have dealt 
with intrusion detection by type of attack. 

VIII. Conclusion 

We have in this paper, proposed a modular 
architecture for network intrusion systems based on 
neural networks and proposed an algorithm for selecting 
attributes that allows us to propose descriptors for each 
type of attack. These new descriptors have helped us to 
better predict different types of attack. In terms of pers- 
pectives, we plan to propose a NIDS which timely 
detects networks attack. 
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Category Type of attack Training Test Category
Type of 
attack

Training Test

Normal Normal 67 343 9711

DOS

neptune 41214 4657

R2L

ftp_write 8 3 pod 201 41
guess_passwd 53 1231 processtable 0 685
httptunnel 0 133 smurf 2646 665
imap 11 1 teardrop 892 12
multihop 7 18 udpstorm 0 2
named 0 17

U2R

buffer_overflow 30 20
phf 4 2 loadmodule 9 2
sendmail 0 14 perl 3 2
snmpgetattack 0 178 ps 0 15
snmpguess 0 331 rootkit 10 13
warezmaster 20 944 sqlattack 0 2
worm 0 2 xterm 0 13
xlock 0 9
xsnoop 0 4

Probes

ipsweep 3599 141
mscan 0 996
nmap 1493 13
portsweep 2931 157
saint 0 319
satan 3633 735

DOS

apache2 0 734
back 956 359
land 18 7
mailbomb 0 293

N° Attribute Description Type
1 Duration Duration of connection cont
2 Protocol type Connection protocol (tcp ou udp) disc
3 Service Destination service (telnet, ftp) disc
4 Flag Status flag of connection disc
5 Source bytes Byte send from source to destination cont
6 Destination bytes Bytes send from destination to source cont
7 Land 1  if  connection  is  from/to  the same  host/port; 0  otherwise disc
8 Wrong fragment Number of wrong  fragments cont
9 Urgent Number of urgent  packets cont

10 Hot Number  of "hot"  indicators cont
11 failed logins Number  of failed  logins cont
12 Logged in 1  if  successfully  logged  in;  0 otherwise disc
13 Number of “compromised” 

conditions
Number  of  "compromised'' conditions cont

14 Root shell 1  if  root  shell  is  obtained;  0 otherwise cont
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15 “Su root” command attempted 1  if  "su  root''  command attempted;  0  otherwise cont
16 Number of “root” accesses Number of "root''  accesses cont
17 Number of file creations Number of file  creation  operations cont

List of Attributes with Description And Type

Different Attributes of Nsl-Kdd Dataset

Type of Attack Per Category

Categories of Attacks In Nls-Kdd99 Dataset
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18 Number of shells prompts Number  of shell prompts cont
19 Number of operations on access files Number  of operations  on  access control files cont
20 Number of outbound commands Number  of outbound  commands in an ftp  session cont
21 Is host login 1  if  the  login  belongs  to the  "hot'' list;  0  otherwise disc
22 Is guest login 1  if  the  login  is  a  "guest''  login;  otherwise disc
23 Count Number  of connections to  the  same host  as the  current connection  

in the past  two  seconds
cont

24 Service count Number  of connections to  the  same service as the  current 
connection  in the  past  two  seconds

cont

25 Syn error rate % of connections  that  have “SYN'' errors cont
26 Service Syn error rate % of connections  that  have “SYN'' errors cont
27 Rej error rate % of connections  that  have  “REJ'' errors cont
28 Service Rej error rate % of connections  that  have  “REJ'' errors cont
29 Same service rate % of  connections  to  the  same service cont
30 Different service rate % of  connections  to  different services cont
31 Service different host rate % of connections to different  hosts cont
32 Same destination host count count  of  connections  having  the same  destination  host cont
33 Same destination host and service 

count
count  of  connections  having the same  destination  host  and  using  
the same  service

cont

34 Same destination host and service 
rate

% of connections  having the  same destination  host  and  using  the  
same service

cont

35 Different services on current host % of  different  services  on  the current host cont
36 Connect to current host with same 

source error
% of connections to the  current host having the  same  src  port cont

37 Connect to same service from diff. 
host

% of  connections  to  the  same service coming from  different  hosts cont

38 Connect to current host with S0 error % of connections to the  current host that  have an S0 error cont
39 Connect to current host and 

specified service that have an S0 
error

% of connections to the  current host and  specified service  that  have  
an S0 error

continu

40 Connect to current host with RST 
error

% of connections to the  current host that  have an RST error continu

41 Connect to current host and 
specified service with RST error

% of connections to the  current host and  specified service  that  have  
an RST error

continu
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 In addition to above, if one is single author, then entitled to 40% discount on publishing 
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MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
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1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.

   

XIV
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 
 

 
 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
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