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P vs NP: P is Equal to NP: Desired Proof 
 By Zulfia A. Chotchaeva 

 Moscow State University                                                                                    
Abstract- Computations and computational complexity are fundamental for mathematics and all computer 
science, including web load time, cryptography (cryptocurrency mining), cybersecurity, artificial 
intelligence, game theory, multimedia processing, computational physics, biology (for instance, in protein 
structure prediction), chemistry, and the P vs. NP problem that has been singled out as one of the most 
challenging open problems in computer science and has great importance as this would essentially solve 
all the algorithmic problems that we have today if the problem is solved, but the existing complexity is 
deprecated and does not solve complex computations of tasks that appear in the new digital age as 
efficiently as it needs. Therefore, we need to realize a new complexity to solve these tasks more rapidly 
and easily. This paper presents proof of the equality of P and NP complexity classes when the NP 
problem is not harder to compute than to verify in polynomial time if we forget recursion that takes 
exponential running time and goes to regress only (every problem in NP can be solved in exponential 
time, and so it is recursive, this is a key concept that exists, but recursion does not solve the NP problems 
efficiently). The paper’s goal is to prove the existence of an algorithm solving the NP task in polynomial 
running time. We get the desired reduction of the exponential problem to the polynomial problem that 
takes O(log n) complexity.  

Keywords: P vs. NP, P=NP, computational complexity, NP-complete problems, exponential running time. 
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Abstract-

I. Introduction

Computations and computational complexity are 
fundamental for mathematics and all computer science, 
including web load time, cryptography (cryptocurrency 
mining), cybersecurity, artificial intelligence, game theory, 
multimedia processing, computational physics, biology (for 
instance, in protein structure prediction), chemistry, and the P 
vs. NP problem that has been singled out as one of the most 
challenging open problems in computer science and has 
great importance as this would essentially solve all the 
algorithmic problems that we have today if the problem is 
solved, but the existing complexity is deprecated and does not 
solve complex computations of tasks that appear in the new 
digital age as efficiently as it needs. Therefore, we need to 
realize a new complexity to solve these tasks more rapidly and 
easily. This paper presents proof of the equality of P and NP 
complexity classes when the NP problem is not harder to 
compute than to verify in polynomial time if we forget recursion 
that takes exponential running time and goes to regress only 
(every problem in NP can be solved in exponential time, and 
so it is recursive, this is a key concept that exists, but recursion 
does not solve the NP problems efficiently). The paper’s goal 
is to prove the existence of an algorithm solving the NP task in 
polynomial running time. We get the desired reduction of the 
exponential problem to the polynomial problem that takes 
O(log n) complexity.
Keywords: P vs. NP, P=NP, computational complexity, 
NP-complete problems, exponential running time.

Another mention of the underlying problem 
occurred in a … letter written by Kurt Gödel to John von 
Neumann. Gödel asked whether theorem-proving (now 
known to be co-NP-complete) could be solved in 
quadratic or linear time, and pointed out one of the most 
important consequences – that if so, then the discovery 
of mathematical proofs could be automated (Wikipedia, 
2021).

he P vs. NP problem remains one of the most 
important problems in computational complexity. 
Until now, the answer to that problem is mainly 

“no”. And this is accepted by the majority of the 
scientific world. What is the P versus NP problem, and 
why should we care? The question is represented as 
P=?NP. P-class problems take polynomial time to solve

T

a problem (less time), NP-class problems take “non-
deterministic” polynomial time to quickly check a 
problem (more time), therefore, P problems are easier to 
solve while NP problems are harder. NP-complete 
problems are the hardest and take more time than P-
class problems. If P=NP, we could find solutions to 
search problems as easily as checking since a solution 
for any NP-class problem can be recast into a solution 
for any other problem of this class. Thus, finding the 
efficient algorithm would prove that P=NP and 
revolutionize (completely turn) many fields in 
mathematics and computer science. “The development 
of mathematics in the direction of greater exactness has 
– as well known – led to large tracts of it becoming 
formalized so that proofs can be carried out according 
to the few mechanical rules (Gȍdel, 1931).” “Perhaps in 
most cases where we seek in vain the answer to the 
question, the cause of the failure, lies in the fact that 
problems are simpler and easier than the one in hand 
have been either not at all or incompletely solved 
(Hilbert, 2000).” “Do NP-complete languages exist? It 
may not be clear that NP should process a language 
that is as hard as any other language in the class. 
However, this does turn out to be the case (Arora and 
Barak, 2009).” All previous attempts to solve the 
problem did not lead to the desired solution. But we 
declare that the desired solution exists. The paper will 
get easy proof of the equality of complexity classes P 
and NP through (with) the new computational 
complexity that takes polynomial running time and 
completely rearranges these complexity classes (we will 
get an exponential-time reduction to polynomial time 
using a sorted array). The paper intends to prove that 
the use of logarithmic looping of matrices through a 
sequence of matrix loops replaces recursive iterating 
that takes O(2ⁿ) with a completely new and another 
method (approach) that is more efficient and faster than 
existing and takes O(log n) complexity instead of O(2ⁿ) 
when we solve the NP task. (Notice, we will not compare 
this work and its methods (operators) with what has 
been done before, because it is so different from 
everything that already exists that it simply makes it 
impossible, for instance, like the Boolean satisfiability 
problem (SAT), the Cook-Levin theorem, the Curry-
Howard isomorphism, the Davis-Putnam algorithm, the 
Davis-Putnam-Logemann-Loveland procedure, the 
Karp-Lipton theorem, and others that are conversions of 
the listed, that is, have nothing in common what lies at 
the basis of these approaches, except for the fractional 
differentiation, but it does not rely on old, previously 

Author: Moscow State University*, Krasniy Kurgan 369387, Russia. 
e-mail: lesya.chotchaeva8@gmail.com
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II. Literature Review 

a) Background 

 

 
“The precise statement of the P versus NP 

problem was introduced in 1971 by Stephen Cook in his 
seminal paper “The complexity of theorem-proving 
procedures”. …Although the P versus NP problem was 
formally defined in 1971, there were previous inklings of 
the problems involved, the difficulty of proof, and the 
potential consequences…The relation between the 
complexity classes P and NP are studied in 
computational complexity theory, the part of the theory 
of computation dealing with the resources required 
during computation to solve a given problem. The most 
common resources are time (how many steps it takes to 
solve a problem) and space…the class P consists of all 
those decision problems that can be solved on a 
deterministic sequential machine in an amount of time 
that is polynomial in the size of the input; the class NP 
consists of all those decision problems whose positive 
solutions can be verified in polynomial time … on a non-
deterministic machine. …To attack the P=NP question, 
the concept of NP-completeness is very useful. … NP-
complete problems are a set of problems to each of 
which any other NP-problem can be reduced in 
polynomial time and whose solution may still be verified 
in polynomial time. … Based on the definition alone, it is 
not obvious that NP-complete problems exist… The first 
natural problem proven to be NP-complete was the 
Boolean satisfiability problem, also known as SAT… 
However, after this problem was proved to be NP- 
complete, proof by reduction provided a simpler way to 

show that many other problems are also NP-complete, 
including the game Sudoku…a polynomial-time to 
Sudoku leads, by a series of mechanical 
transformations, to a polynomial-time solution of 
satisfiability, which in turn can be used to solve any 
other NP problem in polynomial time… In 1975, R. E. 
Ladner showed that if P≠NP, then there exist problems 
in NP that are neither in P or NP-complete. Such 
problems are called NP-intermediate problems. The 
graph isomorphism problem, the discrete logarithm 
problem, and the integer factorization problem are 
examples of problems believed to be NP- intermediate. 
…P means "easy" and "not in P" means "hard", an 
assumption known as Cobham’s thesis. It is a common 
and reasonably accurate assumption in complexity 
theory; …There are algorithms for many NP-complete 
problems, such as the knapsack problem, the traveling 
salesman problem, Boolean satisfiability problem that 
can solve to optimality many real-world instances in 
reasonable time…Decades of searching have not 
yielded a fast solution to any of these problems, so most 
scientists suspect that none of these problems can be 
solved quickly. This, however, has never been proven 
(Wikipedia, 2021)”. 

III. Methodology 

a) Definition of the Task 
Any NP class problem can be solved by 

exhaustive search of all instances, i.e., by brute force 
search that requires exponential execution time, this is 
unacceptable in practice, therefore, we need to solve 
the NP problems in polynomial time, and if one of these 
NP problems is solved in polynomial time, then the 
others will also be solved in polynomial time. To solve 
the task where the worst-case run-time on an input of 
size n is O(nⁿ) that have the highest growth rate, i.e., is 
greater than exponential and factorial time complexities 
that take O(2ⁿ) and O(!), we need to transform this task 
from infinitely exponential complexity class to polynomial 
complexity class using logarithmic looping of nⁿ if the 
value of nⁿ is explicit, but even then, when this task is 
solved, it will have no practical use as it leads to infinity 
only. Therefore, we need to solve the task of exponential 
time complexity that takes O(2ⁿ) to get the P vs. NP 
problem solution. 

Exponential runtime complexity O(2ⁿ) is often 
seen in recursive functions that make 2 recursive calls 
that mean that growth doubles with each addition to the 
input data set (every problem in NP is recursive, and 
every recursive problem is recursively enumerable). Let 
us take, for example, a set with n elements, where we 
need to find (generate) all subsets of this set (the set 
theory is commonly used as a foundational system for 
the whole of mathematics and has various applications 
in computer science; its implications for the concept of 
infinity and its multiple applications have made set 

© 2021 Global Journals

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
I 
Is
su

e 
III

 V
er
sio

n 
I 

  
  
 

  

2

  
 

(
)

Y
e
a
r

20
21

G
P vs NP: P is Equal to NP: Desired Proof

known algorithms, methods, principles, concepts, or 
models, this light tutorial is completely new and will 
easily refute the unsolvability, or intractability, of the P 
vs. NP problem. More precisely, to change the NP, we 
needed to change the P, i.e., we use a polynomial-time
reduction that is the perfect way to provide (get) the 
reducibility and computability of NP that make the 
problem of NP the problem of P.)

The P versus NP problem is a major unsolved 
problem in computer science. P-complexity is a 
deterministic polynomial, we consider this complexity 
class as O(𝑛𝑛𝑐𝑐), where the base is variable, and the 
exponent of the base is constant; and NP-complexity is 
a nondeterministic polynomial, we consider this 
complexity class as O(cⁿ), where the base is constant, 
and the exponent of the base is variable. The polynomial 
and exponential time complexities are the most 
prominently considered and define the complexity of an 
algorithm. The question is - whether every problem 
whose solution can be quickly verified in polynomial 
running time can be solved quickly in polynomial 
running time too? If NP-complete problems were 
efficiently solvable, it could advance considerably the 
solution of other complex problems.



 

 

We take S={a₀, a₁, a₂}. 

Subsets of a given set: 

0   000  { } the empty subset  

1   001  {a₀} 
2   010  {a₁} 
3   011  {a₀, a₁} 
4   100  {a₂} 
5   101  {a₀, a₂} 
6   110  {a₁, a₂} 
7   111  {a₀, a₁, a₂} 

S= {1, 2, 3, 4, 5}. 

What is the number of all possible and proper 
subsets of a given set with these 5 elements? There are 
2ⁿ subsets and 2ⁿ-1 proper subsets that means that the 
number of all subsets of a set is 2⁵ and the number of 
proper subsets is 2⁵-1. To determine the Big-O runtime 
complexity, we do not need to look at how many 
recursive calls are made (iterating over all possible 
subsets of a set) since we will not deal with Fibonacci 
trees, it will be used only the task of the recursive 
Fibonacci number calculation that is O(2ⁿ), as the 
certain patterns in the recurrence relation lead to 
exponential results too (exponential time grows much 
faster than polynomial time). Therefore, we will get this 
using a new time complexity that works without a return 
(we capture one of the NP tasks in a sequence of matrix 
loops that runs in polynomial time and hack its secret 
arrangement without recursion). You need to read the 
paper at https://doi.org/10.3844/jcssp.2020.1610.1624 
that is published recently and gets O(log n) complexity 
instead of O(n²) before continuing this reading since we 
will use this O(log n) complexity to solve this exponential 
task in polynomial running time (read this paper instead 
of the Methodology section, you can start reading at 

once from the end to clarify faster how it works, more 
exactly, see Lemma 21 and then other lemmas). 

Let’s continue if you have read. We will solve 
this NP problem using the new matrix model of 
computation concept and prove that this is a perfect 
path for its solution. 

  

 
 

 
 

 
 
 
 
 

 

 

 

 
 
 
 
 
and finally, we have 
 
 
 
  where the total a=LE=2⁵= (2∙2)∙(2∙2)∙2=(4∙4)∙2=16∙2=32=a₃.

 
 Remark 1.0.

 
There is a reference map of these matrices 

that is:
 

 
 

 

Loop1,2,3= (
2 2
8 8

) , (2 2
8 8

) , (
2
8

),

        Loop2,3=(
4 4
6 6

) , (
2
8

),

     Loop3,0=(
16 2
84 98

),

(
𝐿 𝐸
𝐼 𝑇

),

© 2021 Global Journals
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P vs NP: P is Equal to NP: Desired Proof

As a result, we get exponential running time that will 
rising meteorically if we will add n elements to this set. 
And the third way, let us consider a set with 5 elements:

Lemma 1.0. The use of the NP task 2𝑛𝑛
partitioning into 22 particles is a key for this NP task 
solution.

Proof. We need to generate a set of matrices to 
find the number of all subsets of this set with five 
elements that is S=⦃1, 2, 3, 4, 5⦄ (see above), where are 
2⁵ subsets that are equal to 2²∙2²∙2¹. Each of these 2² 
particles gives one complete matrix. The matrices look 
like these matrix loops:

theory a field of major interest; current research into the 
set theory covers a vast array of topics, ranging from the 
real number line structure to the study of the 
consistency; many mathematical concepts can be 
defined precisely using only set theory concepts). There 
are three ways to find the number of subsets of a set S= 

expression of the trend we see would be 
2⁰+2¹+2²+23+2𝑛𝑛−¹=2ⁿ-1 that takes exponential 
running time. The second way is to translate between 
the binary representation of the rank and the subset 
when 1 means the corresponding element is in the 
subset, and 0 means the element is not in the subset, 
see below:

where we have inserted these previous 22 particles of 
our partitioned task that is 2⁵=2²∙2²∙21 in an array as one 
of the options of this array to find the number of all 
possible subsets of a given above set, and the set of 
these matrices represents this decomposition of 
2⁵=2²∙2²∙2¹, and each of them works to find these 2² 
particles, note that matrix Loop1,2,3 is not complete 
since the number of elements of the given set is odd, 
therefore, Loop 1,2,3 not works completely and carried 

over this incomplete matrix that is(2
8)to the following 

loops; we are moving ahead only (without using 
backtracking to find all subsets), i.e., we do not need to 
iterate recursively (return), we take the result obtained by 
the first matrix loop and drag it to another matrix loop till
we get to finish (terminate), and as we move ahead 
through the matrix loops, we cut the work at least in half 
and are closer to finding the last result, that is how we 
proceed, and further, we receive this:

In the first loop, L=E=2, I=T=sbasis-
L=sbasis-E=8, sbasis=10, LE=4=a₁, in the second 
loop, L=E=4=a₁, I=T=sbasis-L=sbasis-E=6, 

{a₀, a₁, …, a𝑛𝑛-1}. The Tower of Hanoi is O(2ⁿ), as the 



 

 

 

 
  

 
  

 
  

 
 

 
  

 

 
 

 

 

 
  

 
 

 
  

  

 

 

 
 
 
 

 
 
 
 

 
  
 
 
 

 
 

 

 

     
 

     
 

 

 
  

 
 

 
 

 

 

 

 
  

T(n)=(E:2-(E:2:(sbasis:(I-L))))∙sbasis

that provides the following

• Loop1,2,3 gives a₁=20:2-(20:2:(100:(80-20)))=4=2² 
- for Loop1,2 that goes to (4∙4)∙2

• Loop2,3 gives a₂=40:2-(40:2:(100:(60-40)))=16=4² 
- for Loop2 that goes to 16∙2

• Loop3,0 gives a₃=200:2-(200:2:(10000:(8400-
1600)))=32=16∙2 - for Loop3

That means that the number of all subsets of a 
set is 32, including the empty subset, and the number of 
proper subsets is 32-1=31.

Remark 2.0. Keep in mind that we not only do 
not return to the matrix loop, where we already have 
received the result, we find the value of (a)=LE only for 
one complete matrix of each matrix loop since all 
complete matrices of each matrix loop are the same 
(they are copies).

Remark 3.0. Compare these steps with the following:

S={1, 2, 3, 4, 5}.
Subsets of a given above set:

{ }, {1}, {2}, {3}, {4}, {5}, {12}, {13}, {14}, {15}, {23}, {24}, {25}, {34}, {35}, {45}, {123}, {124}, {125},

{134}, {135}, {145}, {234}, {235}, {245}, {345}, {1234}, {1235}, {1245}, {1345}, {2345}, {{12345}.

Imagine how many returns (repeating moves) you will need to make to find all subsets of a set when the 
number of elements in a set is 20, 30, 80, etc.

Let’s go further.

Proof. Suppose we need to find all subsets of a set with eight elements that is S={1, 2, 3, 4, 5, 6, 7, 8}, where are 2⁸
subsets. The number of elements in this set is even, therefore, all matrices of the matrix Loop1,2.3.4 are complete. 
Further we have:

then

and finally,

That is, there are 256 subsets in a given set.

Remark 1.1. Let us take a look at a visual model of this task that gives the scheme below. We have the following:

The number of all subsets of a set that is 2⁸ is equal to 256.

𝐿𝑜𝑜𝑝1,2,3,4 = (
2 2
8 8

) , (
2 2
8 8

) , (
2 2
8 8

) , (
2 2
8 8

),

𝐿𝑜𝑜𝑝3,4 = (
4 4
6 6

) , (
4 4
6 6

), 

𝐿𝑜𝑜𝑝4,0 = (
16 16
84 84

).

(2∙2) (2∙2) (2∙2) (2∙2) ─ Loop1,2,3,4, where L=E=2, I=8=sbasis-2, a₁=2∙2=4

(4 ∙ 4)   (4  ∙   4)    ─ Loop3,4, where L=E=4, I=6=sbasis-4, a₂=𝑎1
2=4∙4=16

   (16      ∙    16)     ─ Loop4,0, where L=E=16, I=84=sbasis-16, a₃=𝑎2
2=16∙16=256

               256
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Lemma 2.0. The partitioning of the NP task 2𝑛𝑛 into 22 particles remains a key for this NP task solution when the 
exponent of 2𝑛𝑛 grows.

sbasis=10, LE=16=a₂, in the third loop, L=16=a₂, 
E=2, I=sbasis-L=84, T=sbasis-E=92, sbasis=100, 
LE=32=a₃. We are interested only in the (a) options 
values, as all these elements of a given set are inserted 
on a position of (a)=LE options in this array after 
partitioning them into 2² equal particles, therefore, it is 
not necessary to determine the values of T elements, 
they can be dropped since these values will not be used 
in the main algorithm below. We use this algorithm for 
these 2² particle’s logarithmic looping:



  
  
 

 
 
 
 

 
  

  

 
 
 

  
  

  

 
 
 
 
 

 

  
 

 
 
 

 

  
   

   
 
 

 

   
 

  
  

 
 

 

 
 

 

  

 

 
   

   
  
 

Theorem 1.0.
Regardless of how large the exponent of 2ⁿ is, a 

sequence of matrix loops runs in polynomial time 
solving this exponential-time task, that means that an 
upper bound on the worst-case running time of this 2ⁿ
task is O(log n).

Corollary 1.0. We get a sequence of matrix 
loops that runs in polynomial time when we define the 
value of 2ⁿ.

Proof
Let’s go further and take a set with 30 elements, 

where we need to find all possible subsets of this set. 
The number of all subsets of this set is 2  , and we 
have the following:

then

and then

further,

and,

and, finally,

  

    𝐿𝑜𝑜𝑝1, … ,15 = (
2 2
8 8

)
15 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

,

𝐿𝑜𝑜𝑝7,5, … ,15 = (
4 4
6 6

)
7 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
4
6

),  

𝐿𝑜𝑜𝑝3,75, … ,15 = (
16 16
84 84

)
3 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
16
84

) , (
4
6

),

𝐿𝑜𝑜𝑝1,875, … ,15 = (256 256
744 744

)
1 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (256
744

) , (
16
84

), (4
6

),

𝐿𝑜𝑜𝑝1,875, … ,15 = (
65536 256
34464 𝑑𝑟𝑜𝑝𝑝𝑒𝑑

) , (
16 4
84 96

),

𝐿𝑜𝑜𝑝15, 0 = (
16777216 64
83222784 𝑑𝑟𝑜𝑝𝑝𝑒𝑑

).

that takes O(log n) complexity.

Corollary 2.0. A sequence of matrix loops runs in polynomial running time when the exponent of 2ⁿ increases and 
becomes larger.

Proof
As we need to estimate the asymptotic complexity of this 2 task, let us consider, for instance, a set with 89 

elements, where the number of all possible subsets is 2⁸⁹. We need to partition the 2⁸⁹ into 2² particles, where are 44 
complete and 1 incomplete matrices in the initial matrix loop (note that all incomplete matrices are carried to the 
following matrix loops until there are no complete matrices, then they are sequentially enclosed in additional matrix 
loops on the position of the (a) options in matrices), and we have the following:

then

𝐿𝑜𝑜𝑝1, … , 44,5 = (
2 2
8 8

)
44 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
2
8

),

𝐿𝑜𝑜𝑝22,25, … ,44,5 = (
4 4
6 6

)
22 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
2
8

), 

             a=LE=(E:2-(E:2:(sbasis:(I-L))))∙sbasis
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30

𝑛𝑛

That is, there are 1 073 741 824 subsets in this set with 30 elements. We use this algorithm below for matrices of 
each matrix loop:



 
  
 
 
 

 
 
 
 

 
  
 
 
 
 

 
 
 
 
 

 
  

  
 
  

 
  

  

  
 

 

  

 

  

 

 

  

  

 

  

  

  

  

 

 

  
 

 

 
 

 
  

 
 

 
 
 

and

we have

and then,

and finally,

This matrix looping gives a sequence that runs in polynomial time.

The number of all subsets of this set with 89 elements is 618970019642690137449562112.

Corollary 3.0. The sequence of matrix loops runs in polynomial time when the exponent of 2ⁿ becomes extremely 
large.

𝐿𝑜𝑜𝑝11,125, … ,44,5 = (
16 16
84 84

)
11 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
2
8

),

𝐿𝑜𝑜𝑝5,5625, … ,44,5 = (
256 256
744 744

)
5 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
256
744

) , (
2
8

), 

𝐿𝑜𝑜𝑝2,78125, … ,44,5 = (
65536 65536
34464 34464

)
2 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
65536
34464

) , (
256
744

) , (
2
8

),

              𝐿𝑜𝑜𝑝1,390625, … ,44,5 = (
4294967296 4294967296
5705032704 5705032704

)
1 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
16777216 2
83222784 8

), 

              𝐿𝑜𝑜𝑝44,5, 0 = (
18446744073709551616 33554432
81553255926290448384 𝑑𝑟𝑜𝑝𝑝𝑒𝑑

).

further,
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Loop1, …,44,5 gives the value of the (𝑎𝑎1) option for all complete matrices of this matrix loop, that is (2 ∙ 2), and goes 
to the following matrix loop as the value of (L ∙ E)=(4 ∙ 4), and defines the number of all complete and incomplete 
matrices for the following matrix loop that is the Loop22,25, …,44,5 this number is (44,5:2)=22,25.

• 𝑎𝑎1=(2:2-(2:2:(10:(8-2))))∙10=4

• 𝑎𝑎2=(4:2-(4:2:(10:(6-4))))∙10=16

Loop11,125, …,44,5 gives the value of the (𝑎𝑎3) option for all complete matrices of this matrix loop, that is (16 ∙ 16), 
and goes to the following matrix loop as the value of (L ∙ E)=(256 ∙ 256), and defines the number of all complete and 
incomplete matrices of the Loop5,5625, …, 44,5, i.e., (11,125:2)=5,5625, etc.

• 𝑎𝑎3=(16:2-(16:2:(100:(84-16))))∙100=256

• 𝑎𝑎4=(256:2-(256:2:(1000:(744-256))))∙1000=65536

• 𝑎𝑎5=(65536:2-(65536:2:(100000:(34464-65536))))∙100000=4294967296

• 𝑎𝑎6=(4294967296:2-(4294967296:2:(10000000000:(5705032704-4294967296))))∙sbasis=2147483648-(21474836
48:(10000000000:1410065408)))∙10000000000=18446744073709551616

Loop22,25, …,44,5 gives the value of the (𝑎𝑎2) option for all complete matrices of this matrix loop, that is (4 ∙ 4), and 
goes to the following matrix loop as the value of (L ∙ E)=(16 ∙ 16), and defines the number of all complete and 
incomplete matrices for the following matrix loop that is the Loop11,125, …,44,5, i.e., (22,25:2)=11,125.

• 𝑎𝑎7=(33554432:2-(33554432:2:(100000000000000000000:(81553255926290448384-18446744073709551616))))∙ 
sbasis=(16777216-(16777216:(100000000000000000000:63106511852580896768)))∙100000000000000000000
=618970019642690137449562112=2⁸⁹



  
 

 
  
 

  
 
  

  
  

  
 
 
 

 
  
 
  

  
 
 

 
 

  
  

  
 

 
  

  
  
 
 

 
  

 
  

 
  

  
  

  
 

  
  
 
  

  
 
  

 
 

 
 

   

Proof
Let us consider a set where the number of elements of this set is much larger than in previous sets. We take 

the set with 4117 elements, the number of all subsets of this set is  2     , and we have the following sequence of 
matrix loops:

where we get the value of a₁=(L ∙ E)= 2 ∙ 2=4, (see the reference map of these matrices above), then,

where we get the value of a₂=a₁ ∙ a₁=16, further,

and this matrix loop gives the value of a₃=a₂ ∙ a₂=256, and then,

then we get the value of a₄=a₃ ∙ a₃=65536, further,

and we have the value of                            a₅=a₄ ∙ a₄=4294967296, and further,

and we get the value of a₆=a₅ ∙a₅=18446744073709551616, then,

and we have the value of a₇=a₆ ∙a₆=340282366920938463463374607431768211456, further,

𝐿𝑜𝑜𝑝1, … , 2058,5 = (
2 2
8 8

)
2058 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
2
8

),

𝐿𝑜𝑜𝑝1029,25, … ,2058,5 = (
4 4
6 6

)
1029 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
2
8

),

𝐿𝑜𝑜𝑝514,625, … ,2058,5 = (
16 16
84 84

)
514 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
16
84

) , (
2
8

),

𝐿𝑜𝑝𝑝257,3125, … ,2058,5 = (256 256
744 744

)
257 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝128,65625, … ,2058,5 = (65536 65536
34464 34464

)
128 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (65536
34464

) , (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝64,328125, … ,2058,5 = (
4294967296 4294967296
5705032704 5705032704

)
64 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (65536
34464

) , (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝32,1640625, … ,2058,5 =

= (18446744073709551616 18446744073709551616
81553255926290448384 81553255926290448384

)
32 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (65536
34464

) , (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝16,08203125, … ,2058,5 =

= (340282366920938463463374607431768211456 340282366920938463463374607431768211456
659717633079061536536625392568231788544 659717633079061536536625392568231788544

)
16 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

,

(65536
34464

) , (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝8,041015625, … ,2058,5 =

= (
115792089237316195423570985008687907853269984665640564039457584007913129639936 1 …
884207910762683804576429014991312092146730015334359435960542415992086870360064 8 …

)
8 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
65536
34464

) , (
16
84

) , (
2
8

),
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4117

then we get a₈=a₇ ∙ a₇=115792089237316195423570985008687907853269984665640564039457584007913129639936, and,



 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
   

 

 

 

 
  

 
 
 

 

  
  

 

 

 
 
 

  
  
  
  
  
  
  
 

 
 
 

  
 

 
 
 
 

 
 

  
  

 
 
 

 
  

 

where we have a₉=a₈ ∙ a₈=134078079299425970995740249…006084096, note that the value of L element is 
always equal to E element and the value of I element is always equal to T element if these elements are the elements 
of one of the complete matrices of each matrix loop, further,

and then we have a₁₁=a₁₀ ∙ a₁₀, and,

and finally, we get the value of a₁₂=a₁₁ ∙ a₁₁, where L=a₁₁, E=L=a₁₁, I=sbasis-L=sbasis-a₁₁, T=I=sbasis-a₁₁, then,

Asymptotic analysis of the runtime of an 
algorithm that we use to find the value of (a) option for 
each complete matrix of these matrix loops is presented 
below.

Run-time analysis: Prove that (E:2-(E:2:(sbasis:                        
(I-L))))∙sbasis= O(log n). Let T(n) be the execution time 
for the input of size n, where  , there exist positive 
constants and lower order terms that are not considered 
and can be omitted, then:

• T(n)=T₁(n)+T₂(n)+T₃(n)+T₄(n)+T₅(n)+T₆(n)=f(n)
• T₁(n)=sbasis-L=I⇒O(n)

• T₂(n)=I-L⇒O(n)

• T₃(n)=sbasis:(I-L)⇒O(n)

• T₄(n)=E:2:(sbasis:(I-L))⇒O(n)
• T₅(n)=E:2-(E:2:(sbasis:(I-L)))⇒O(n)

• T₆(n)=(E:2-(E:2:(sbasis:(I-L))))∙sbasis⇒can 
omitted (dropped)

𝐿𝑜𝑜𝑝4,0205078125, … ,2058,5 =

(
13407807929942597099574024998205846127479365820592393377723561443721764030073546976801874298166903427690031858186486050853753882811946569946433649006084096 1 …
86592192070057402900425975001794153872520634179407606622276438556278235969926453023198125701833096572309968141813513949146246117188053430053566350993915904 8 …

)
4 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

,

(
65536
34464

) , (
16
84

) , (
2
8

),

and further, we get a₁₀=a₉ ∙ a₉=179769313486231590772930…224137216, the value of a₁₀ is long enough to write it in full like the following values of a, then,

𝐿𝑜𝑜𝑝2,01025390625 … ,2058 ,5 = (
1797693134862315907729305190789024733617976978942306572734300811577326758055009631327084773224075360211201138798713933576587897688144166224928474306394741243777678934248654852763022196012460941194530829520850057688381506823424628814739131105408272371 63350510684586298239947245938479716304835356329624224137216 1 …
820230686513768409227069480921097526638202302105769342726569918842267324194499036867291522677592463978879886120128606642341210231185583377507152569360525875622232106575134514723697780398753905880546917 047914994231161849317657537118526086889459172762836649489315413701760052754061520283695164643670375775862784 8 …

)
2 𝑐𝑜𝑚𝑝 𝑙𝑒𝑡𝑒

, (
65536
34464

) , (
16
84

) , (
2
8

),

  𝐿𝑜𝑜𝑝1,005126953125 = (
𝑎11 𝑎11

𝑠𝑏𝑎𝑠𝑖𝑠 − 𝑎11 𝑠𝑏𝑎𝑠𝑖𝑠 − 𝑎11
)

1 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒

, (
65536
34464

) , (
16
84

) , (
2
8

),

𝐿𝑜𝑜𝑝2058,5, 0 = (
𝑎12 = 𝑎₁₁  ∙   𝑎₁₁ = (𝑎₁₁)2 (65536 ∙ 16 ∙ 2)

𝑠𝑏𝑎𝑠𝑖𝑠 − 𝑎12 𝑑𝑟𝑜𝑝𝑝𝑒𝑑
).

Let f and g be functions from positive numbers 
to positive numbers, where f(n)=(E:2-(E:2:(sbasis:(I-
L))))∙sbasis=O(n) and g(n)=O(log n). Prove the claim 
that f(n) is O(g(n)) if there exist positive constants c>0 
and n₀>0 such that:

To prove big-O, we choose values for c and n₀
and prove n>1 implies f(n)≤c*g(n):

1. Choose n₀=1,
2. Assuming n>1, find/derive a c such that:

  f(n)≤c*g(n) for all n≥n₀.

that proves that n>1 implies (n)≤c*gn. This means that 
function (n) does not grow faster than (n), or that 
function (n) is an upper bound for (n) for all sufficiently 
large 𝑛𝑛→ ∞. 

An algorithm asymptotic running time is O(log n).

Notice. The value of sbasis is always equal to 
10 , therefore, we consider this value as an easy 
constant factor, and the I element is the 10’s 
complement of the L element, therefore, it runs very 
quickly when we define the value of (sbasis-L).

Comparing the asymptotic running time:

An algorithm that runs in O(n) time is better than 
one that runs in O(2 ), and O(log n) is better than O(n).

Theorem 2.0.
It is enough to decompose nⁿ into the set of n² 

particles (fractions) to find the value of any nⁿ since 
there is an easy algorithm that solves the exponential-
time task as the task that runs in polynomial time, i.e., 
we will turn (transform) NP to P using O{log n) 
complexity that will provide an easy solution for every n² 
particle of this set.

Proof

    𝑓(𝑛)

𝑔(𝑛)
≤𝑐𝑔(𝑛)

𝑔(𝑛)
=c 

𝑙𝑖𝑚
𝑛→∞

, 

f
f g
g f
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be 

𝑛𝑛

𝑛𝑛

We have the value of 𝑎𝑎𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙 that is equal to the value of (a₁₂ ∙ 65536 ∙ 16 ∙ 2) = 2⁴¹¹⁷, where 65536, 16 and 2 
are the values from those incomplete matrices that were carried over all loops and the value of T element is 
dropped, we use this algorithm a=(E:2- (E:2:(sbasis:(I-L)))) to find these long values of all (a) options, and thus, 
regardless of how large the exponent of 2ⁿ is, a sequence of such matrix loops runs in polynomial time.

• T(n)=(E:2-(E:2:(sbasis:(I-L))))sbasis

As any nⁿ can be easily decomposed 
(partitioned) into n². n²∙… ∙ n²∙ n¹ if the exponent of nⁿ is 
an odd number, and into n²∙ n²∙ … n²∙ n² if the exponent 
of nⁿ is an even number, that we can find in logarithmic 
time using O(log n) complexity, hence we can find nⁿ in 
polynomial time, that means that P=NP. For example, it 



 

 
 

 

 
 

 

 

 

 
 

 

 

 

 
 

 
 
 
 
 

  
 

 
 
 

 
 
 
 
 

 
 
 
 
 

 

 
 
 
 

 

 

  
 
 
 
 

  
 
 
 
 
 

 
 

  

  

 

and let, for instance, n₁=3 and n₂=2, then n₃=sbasis-
n₁=7 and n₄=sbasis-n₂=8, the values of the n₃ and n₄
elements of an array are the complements of the n₁ and 
n₂ elements, the sbasis=10, suppose we need to find 
the exponential values of these elements, when n₁ⁿ= 3⁵
and n₂ⁿ= 7⁵, the bases and the exponents of the nⁿ
elements are taken arbitrarily, and the current sbasis is 
successive, then:

and further, we decompose this array into this matrix of 
n² particles:

To solve these matrix loops, we will also use this 
algorithm:

a=n₁ⁿ∙n₂ⁿ=(n₂ⁿ:2-(n₂ⁿ:2:(sbasis:(n₃ⁿ-n₁ⁿ))))∙sbasis,

The reference matrix for nⁿ looks like this:

for nⁿ, where the exponent of this nⁿ is an odd, and

for nⁿ, where the exponent of this nⁿ is an even. These all 
are easy to check using any random instance of nⁿ.

IV. Results and Discussion

The major result of this paper is that 
O(2ⁿ)=O(log n), that means that P=NP. Easy to solve 
(to find), easy to check (to verify), don’t you think? This 
is a study that changes our understanding of a topic. 
We had to go beyond the rules for this. And it is easier 
than you think. There is no decision problem (a yes-no 
question) for the NP problem anymore, and we do not 
need the certificate for this, since we have simplified and 

Given a set (an array) of positive integers in matrix form:

(
𝑛1

𝑛 𝑛2
𝑛

𝑛3
𝑛 𝑛4

𝑛),

(3⁵ 2⁵
7⁵ 8⁵

),

  (3² ∙ 3² ∙ 3¹ 2² ∙ 2² ∙ 2¹
7² ∙ 7² ∙ 7¹ 8² ∙ 8² ∙ 8¹

).

  (3 3
7 7

) ∙ (
3 3
7 7

) ∙ (
3
7

) and (2 2
8 8

) ∙  (2 2
8 8

) ∙ (
2
8

).

(
𝑛₁² ∙ 𝑛₁² ∙ … ∙  𝑛₁² ∙ 𝑛₁ 𝑛₂2 ∙ 𝑛₂2 ∙ … ∙  𝑛₂² ∙ 𝑛₂

𝑛₃² ∙ 𝑛₃² ∙ … ∙  𝑛₃² ∙ 𝑛₃ 𝑛₄² ∙ 𝑛₄² ∙ … ∙  𝑛₄² ∙ 𝑛₄
)

(
𝑛₁2 ∙ 𝑛₁2 ∙ … ∙ 𝑛₁² ∙ 𝑛₁² 𝑛₂2 ∙ 𝑛₂2 ∙ … ∙ 𝑛₂² ∙ 𝑛₂²

𝑛₃2 ∙ 𝑛₃2 ∙ … ∙ 𝑛₃² ∙ 𝑛₃² 𝑛₄2 ∙ 𝑛₄2 ∙ … ∙ 𝑛₄² ∙ 𝑛₄²
)

eliminated all that was complicated multiple times over 
by various wrong theories and their numerous 
modifications, we no longer even need the SAT. The NP 
tasks do not require making two recursive calls when 
growth doubles with each addition to the input data set, 
we have a new path to solve this problem in polynomial 
running time using a sequence of matrix loops that uses 
a sorted array and takes O(log n) complexity. We get the 
desired reduction of the exponential problem to the 
polynomial problem. There are some known definitions 
of the P vs. NP problem that will be read in a new way in 
the future: ‘The P versus NP problem is to determine 
whether every language accepted by some 
nondeterministic algorithm in polynomial time is also 
accepted by some (deterministic) algorithm in 
polynomial time (Cook, 2000).” ‘P versus NP – a gift to 
mathematics from computer science (Smale, 2000).” “It 
is interesting to recall that the motivation for the 
development of the theory of computation, on which 
theoretical computer science is based, came from 
purely mathematical considerations. The paradox is 
emerging from Cantor’s set theory emphasized the need 
to clarify the foundations of mathematics and, under 
Hilbert’s leadership, concentrated attention on axiomatic 
proof systems. The quest to understand the power and 
limitations of axiomatizable systems led directly to the 
questions about all possible formal mechanical ways of 
deriving proofs (sequences with desired properties). In 
modern terms, it led to the search for what is and is not 
effectively computable (Hartmanis, 1989).” “The hope 
that mathematical methods employed in the 
investigation of formal logic would lead to purely 
computational methods for obtaining mathematical 
theorems goes back to Leibniz… (Davis & 
Putnam,1959).” “Your definition of experiments by using 
point-sets is perfectly satisfactory to me, I thought, 
however, that it might be good to say explicitly that a 
computation may be part of an “observation” 
(Neumann, 2005).” “The most comprehensive formal 
systems yet set up are, on the one hand, … and, on the 
other, the axiom system for set theory…These two 
systems are so extensive that all methods of proof used 
in mathematics today have been formalized in them 
(Gȍdel, 1931).” “Occasionally it happens that we seek 
the solution under insufficient hypotheses or in an 
incorrectly sense (Hilbert, 2000).” “The principal 
technique used for demonstrating that two problems are 
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We got the decomposition of this nⁿ task into n² particles 
that transforms the exponential time to a polynomial that 
uses the new O(log n) complexity for O(n²), i.e., for 
these n² particles solving. Further, we make matrix loops 
for each of these 𝑛𝑛2 particles that look like this:

is obvious, as we are aware, that 3⁵=3²∙3²∙3¹, or 
5⁶=5²∙5²∙5², etc. The constant factors of this new 
algorithm will remain sustainable (steady) and scalable 
when nⁿ grows and goes to infinity. Let us consider the 
following:



 

 

 

 

 

  

 

 

related is that of “reducing” one to the other, by giving a 
constructive transformation that maps any instance of 
the first problem into an equivalent instance of the 
second (Garey, 1979).” “…any recognition problem 
solved by a polynomial time-bounded nondeterministic 
Turing machine can be reduced to the problem of 
determining whether a given proposition formula is a 
tautology (Cook, 1971).” “The class of languages 
recognizable by string recognition algorithms which 
operate in polynomial time is also invariant under a wide 
range of changes in the class of algorithms (Karp, 
1972).” ‘Due to the fact that no NP-complete problem 
can be solved in polynomial time… (Crescenzi & Kann, 
1994).” “I offer a personal perspective on what it’s 
about, why it’s reasonable to conjecture that P≠NP is 
both true and provable… (Aaronson, 2011).” “…we can 
avoid brute - force search in many problems and obtain
polynomial-time solutions. However, attempts to avoid 
brute force in certain other problems, including many 
interesting and useful ones, haven't been successful, 
and polynomial-time algorithms that solve them aren't 
known to exist (Sipser, 2012)." "As we solve larger and 
more complex problems with greater computational 
power and cleverer algorithms, the problem we cannot 
tackle begin to stand out (Fortnow, 2009).” “In recent 
years, the reducibility of computation in real 
environments to the standard Turing model has been 
brought increasingly into question (Cooper, 2004).” “The 
subject my talk is perhaps most directly indicated by 
simply asking two questions: first, is it harder to multiply 
than to add? and second, why? I grant I have put first of 
these questions rather loosely; nevertheless, I think the 
answer ought to be: yes. It is the second, which asks for 
a justification of this answer which provides the 
challenge (Cobham, 1965).” “Most of the computational 
problems that arise in practice turn out to be complete 
for one of a handful of complexity classes, even under 
very restrictive notions of reducibility (Agrawal, Allender, 
Impagliazzo, Pitassi, & Rudich, 2001).” “At present, 
when faced with a seemingly hard problem in NP, we 
can only hope to prove that it is not in P assuming that 
NP is different from P. (Goldreich, 2008).” “…an 
algorithm is any well-designed computational procedure 
that takes some value, or set of values, as input and 
procedures some value, or set of values, as output. An 
algorithm is thus a sequence of computational steps 
that transform the input into the output (Cormen, 
Lieserson, & Rivast, 2009).” “It is well known that every 
set in P has small circuits. Adelman was recently proved 
the stronger result that every set accepted in polynomial 
time by a randomized Turing machine has small circuits 
(Lipton & Karp, 1980).” ‘I see complexity as the intricate 
and exquisite interplay between computation 
(complexity classes) and applications (that is, problem) 
(Papadimitriou, 1994).” “We do not know of polynomial-
time algorithms for these problems, and we cannot 
prove that polynomial-time algorithms exist…These are 

the NP-complete problems… (Kleinberg & Tardos, 
2006).” “…there is a strictly ascending sequence with a 
minimal pair of upper bounds to the sequence…if 
P≠NP then there are members of NP-P that are not 
polynomial complete (Ladner, 1975).” “…minimal 
propositional logic corresponds to dependent simply 
typed-calculus… (Sorensen & Urzyczyn, 1998).” 
‘Practical problems requiring polynomial time are almost 
solvable in an amount of time that we can tolerate, while 
those that require exponential time generally cannot be 
solved except for small instances (Hopcroft, Motwani, & 
Ullman, 2001).” “Some success was had by causing the 
machine to systematically eliminate the redundancy; but 
the problem of total length increasing rapidly still 
remained when more complicated problems were 
attempted (Davis, Logemann, & Loveland, 1961).” 
“Gȍdel and others went on to show that various other 
mathematically interesting statements, besides the 
consistency statement, are undecidable by P, assuming 
it to be consistent… (Boolos, Burgess, & Jeffrey, 2007).” 
“There has been much work in getting the number of 
variables needed for an undecidability result to be small 
(Gasarch, 2021).”

V. Conclusion

It is possible to solve the exponential-time task 
in polynomial time if we forget recursion that takes O(2ⁿ) 
complexity and goes to regress only. As you see, it is 
clear that the new notion of the decision procedure for 
the NP problem exists. We have a completely new 
definition of the certificate for this NP problem that can 
not only be checked in polynomial time but also solved 
in polynomial time. And there is no case when this new 
uniform procedure is not valid, the algorithm terminates 
with a correct answer on any input instance of 2ⁿ and 
does not involve seeking forever (without Halting 
problem, without approximation), i.e., this new certificate 
is consistent, therefore, we solve this NP task rapidly, 
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accurately, and easily using this unthinkably easy 
computational tactic above.
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Statistical Literacy among Practicing Clinicians 
from India: A Brief Survey 

 

Abstract- Objectives: To understand statistical literacy among 
practicing clinicians as well as to take suggestions on its 
implementation in medical curriculum. 

Methods: A web based online survey was conducted among 
practising clinicians of India. The questionnaire consisted of 30 
questions in three parts. Part A included questions on general 
information (5 questions), Part B included questions on 
application of statistical concepts (20 questions), and Part C 
asked for opinions on integration of biostatistics in medical 
curriculum (5 questions). Part B questions were rated on a 5-
point Likert scale in which 1 indicated no confidence and 5 
indicated complete confidence.  

Results: A total of 416 clinicians responded to the 
questionnaire. Complete confidence in the use of SPSS 
software was seen in 15.8% whereas 26.7% had no 
confidence in it. The highest confidence was seen in statistical 
equations like graphical representation of data (44.7%), and 
sensitivity and specificity (45.2%) whereas lowest confidence 
was seen in COX proportional hazard regression (12.9%) and 
ROC curves (11.7%). Out of 416 clinicians, 136 (32.4%) had 
done training in statistics at undergraduate level, 128 (30.5%) 
did self-learning and 152 (37.1%) had received no formal 
training. All the responders agreed that biostatistics should be 
included in medical curriculum. Seventy-five percent clinicians 
believed that under graduation is the apt time to learn medical 
statistics while 20.2% wanted to learn at postgraduate level.  

Conclusions: This study found considerably low levels of 
statistical literacy among practising clinicians. However, they 
are keenly interested towards its integration in undergraduate 
medical curriculum. 
Keywords: statistical knowledge, medical curriculum, 
evidence-based medicine, critical appraisal, medical 
students. 

I. Introduction 

s a fourth year medical student, I found difficulty in 
interpretating the results of research articles. I 
took assistance from my parents (who happen to 

be well known clinicians in their respective fields) but 
unfortunately they were also ignorant about the details of 
the statistics used. I searched our syllabus of medical 
education till final year and found no defined syllabus for 
medical statistics. I studied about the scenario of 
medical statistics in medical curriculum and its 
outcomes, and this led me to formulate this study. 
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In the era of evidence-based medicine, it is very 
pertinent for clinicians to critically appraise the published 
literature in terms of design, conduct and analysis of the
study so as to logically interpret the results (McColl, 
1998 &Morris, 2002) This requires a fundamental 
knowledge of biostatistics which is lacking to a variable 
extent in practicing physicians as seen in several 
surveys conducted in 1980s (Weiss, 1980 &Wuff, 1987). 
The problem has become more apparent in recent times 
because of the use of complicated statistical method, 
which has interpretation of results in only 21% of the 
published articles (Horton et al., 2005). It has been 
already suggested by Palmer that 21st century doctors 
will need an armoury of critical appraisal skills to assess 
the research data (Palmer, 2002). Keeping this 
background in mind, we conducted a survey with the 
main objective to assess the knowledge of the basic 
methods of research and data analysis among medical 
doctors in India and to get suggestions from practicing 
doctors as to how and when statistics should be 
integrated to medical curriculum.

II. Materials and Methods

A web based online survey using Google web-
application was conducted between October to 
December 2020 among practising clinicians of various 
fields in government and private sector in India. The 
survey was floated on social media (WhatsApp) among 
various groups and they were informed that the results 
of the survey might be used for analysis and medical 
publication. The participation was voluntary with no 
compulsion and was not limited to any institution or 
geographic area. The respondents’ anonymity was 
ensured. 

The questionnaire consisted of 30 questions in 
three parts. Part A included questions on general 
information and demographics (5 questions), Part B
included questions on detailed knowledge and 
application of statistical concepts in medical research 
(20 questions), and Part C asked for opinions on 
integration of biostatistics in medical curriculum (5 
questions). Fourteen questions in part B were rated on a 
5-point Likert scale in which 1 indicated no confidence 
and 5 indicated complete confidence. 

Ankush Jindal α, Dr. Manishi Bansal σ & Dr. Anupam Jindal ρ
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III. Statistical Analysis 

The data collected was transferred to MS Excel 
data sheet. Data analysis was performed using SPSS 
(Statistical Package for the Social Sciences) version 
22.0developed by IBM Corporation. Qualitative data was 
expressed using frequency and percentage. 
Quantitative data was explained using descriptive 
statistics. To compare the relation of different statistical 
concepts with variables, Chi-square test was used. P 
value of 0.05 was considered as statistically significant. 

IV. Results 

A total of 416 clinicians responded to the 
questionnaire over a period of three months. The results 
of different sections of the questionnaire are as follows- 

Part A 
Out of 416 clinicians, 272 (65.3%) were men 

and 144 (34.6%) were women with age varying from 25 
years to 71 years. The mean age was 46.7 years and 
224 (53.8%) clinicians were in the age group 45-55 
years. Clinicians practicing oncology were 128 (30.7%), 
followed by paediatrics (7.69%), critical care and 
medicine (6.7% each) and rest were from gynaecology, 
neurosurgery, cardiology, and other clinical and non-
clinical specialities [Table 1]. Most of the consultants 
were from private sector (57.1%) and 21.9% each from 
institutional and government sector. Years of practice 
ranged from 1 to 48 years with an average of 18.4 year 
and 14.4% had more than 20 years of practice in their 
respective fields. 

Table 1: Clinical specialties for survey respondents 

Clinical Specialty Number Percentage (%) 

Oncology 128 30.7 

Pediatrics 32 7.7 

Anesthesia 28 6.7 

Medicine 28 6.7 

Gynecology 20 4.8 

Neurosurgery 20 4.8 

Cardiology 20 4.8 

Orthopedics 20 4.8 

Pathology 16 3.8 

ENT 16 3.8 

Ophthalmology 16 3.8 

Nephrology 12 2.8 

General surgery 12 2.8 

Radiodiagnosis 8 1.9 

Dermatology 8 1.9 

Others 32 7.7 

Part B 

284 clinicians (68.3%) have done clinical 
research while 132 (31.7%) have never been involved in 
any clinical research so far. The number pf publications 
by the clinicians ranged from none to 184 in number 
with an average of 19.4 publications. When asked about 
the general understanding of all the statistical terms 
when reading a research article, only 10.3% were 
completely confident in their understanding whereas 
4.8% were not at all confident (Table 2). The majority 
(42%) rated average confidence. However, 43.3% felt 
the relevance of biostatistics in medical curriculum 
(Likert scale 5). Only 17.3% clinicians (with complete 
confidence) indicated that they use statistical 
information in forming opinions or when taking decisions 
in medical care whereas 44.2% had more than average 
confidence on this question (Likert 4). Majority of the 

respondents (91.5%, Likert 4 and 5)
 
agreed that to be 

an intelligent reader, it is necessary to know something 
about statistics.

 

Knowledge of fourteen statistical concepts was 
assessed on a Likert scale of 1 to 5 [table 2]. The results 
were as follows-

 
understanding P value with complete 

confidence in
 
32.7% and more than average confidence 

in 31.7%. Confidence interval was completely 
understood in 25.2% and more than average in 33%. For 
standard deviation, 35.9% and 36.9% were completely 
confident and more than average confident respectively. 
Complete confidence in understanding of graphical 
presentation of data was seen in 44.7% of clinicians, 
survival analysis in 30.8% whereas it was only 11.7% for 
ROC curves(lowest respondents) and 13.3% for cluster 
analysis. Complete confidence in the use of software 
like SPSS was seen in 15.8% and near complete 
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confidence in 23.8% of the responders whereas 26.7% 
had no confidence at all in its use. Sensitivity and 
specificity in a data could be interpretated completely in 
highest number of respondents (45.2%), laws of 
probability in 21.4 % and summarizing and analysing 
missing data in 15.5%. Regression analysis was 
completely interpretated in only 15.8% whereas 20.8% 

had no knowledge about it. COX proportional hazard 
regression was seen with complete confidence in 12.9% 
and no confidence in 28.7% of the responders.  More 
than average confidence in chi-square test (29.7%) and 
9.9 % had no confidence at all. Most of the statistical 
concepts were rated as average confidence (Likert  
scale 3). 

Table 2: Knowledge on statistical concepts among clinicians 

Questions 
Lowest 

confidence 
n (%) 

Little more 
confidence 

n (%) 

Average 
confidence 

n (%) 

More than 
average 

confidence 
n (%) 

Highest 
confidence 

n (%) 

When reading a research article 
do you understand all the 

statistical terms mentioned 
(n = 416) 

20 (4.8) 71 (17.0) 175 (42.0) 107 (25.7) 43 (10.3) 

How do you perceive the 
relevance of biostatistics in 

medical curriculum 
(n = 416) 

4 (1) 8 (1.9) 60 (14.4) 164 (39.4) 180 (43.3) 

I often use statistical information 
for forming opinions or making a 

decision in medical care 
(n = 416) 

12 (2.9) 40 (9.6) 108 (26) 184 (44.2) 72 (17.3) 

To be an intelligent reader is it 
necessary to know statistics? 

(n = 416) 
4 (1) 12 (2.9) 36 (8.7) 164 (39.4) 200 (48.1) 

p- value (n = 416) 24 (5.8) 48 (11.1) 76 (18.3) 132 (31.7) 136 (32.7) 

Confidence interval (n =412) 36 (8.7) 52 (12.6) 84 (20.4) 136 (33) 104 (25.2) 

Standard deviation (n=412) 16 (3.9) 20 (4.9) 76 (18.4) 152 (36.9) 148 (35.9) 

Graphical presentation of data 
(n=412) 

12 (2.9) 8 (1.9) 32 (7.8) 176 (42.7) 184 (44.7) 

Survival analysis (n=416) 40 (9.6) 32 (7.7) 80 (19.2) 136 (32.7) 128 (30.8) 

ROC curve (n=412) 64 (15.5) 68 (16.5) 112 (27.2) 120 (29.1) 48 (11.7) 

Cluster analysis (n=408) 68 (16.7) 80 (19.6) 92 (22.5) 112 (27.5) 56 (13.7) 

Use of software like SPSS 
(n=404) 

108 (26.7) 44 (10.9) 92 (22.8) 96 (23.8) 64 (15.8) 

Sensitivity and Specificity (n=416) 12 (2.9) 28 (6.7) 56 (13.5) 132 (31.7) 188 (45.2) 

Laws of probability (n=412) 28 (6.8) 52 (12.6) 108 (26.2) 136 (33) 88 (21.4) 

Summarizing and analyzing 
missing data (n=412) 

52 (12.6) 76 (18.4) 108 (26.2) 112 (27.2) 64 (15.5) 

Regression analysis (n=404) 84 (20.8) 80 (19.8) 112 (27.7) 64 (15.8) 64 (15.8) 

COX proportional hazard 
regression (n=404) 

116 (28.7) 68 (16.8) 80 (19.8) 88 (21.8) 52 (12.9) 

Chi-square test (n=404) 40 (9.9) 64 (15.8) 96 (23.8) 120 (29.7) 84 (20.8) 



Part C 
When asked about any previous training done 

in medical statistics, 136 (32.4%) responded that they 
did it as part of undergraduate curriculum, 128 (30.5%) 
did self-learning and 152 (37.1%) had received no 
formal training in statistics [Figure 1]. All the responders 
agreed that biostatistics should be included in medical 

curriculum and 92.3% were interested to learn more 
about it if given a chance. Seventy-five percent clinicians 
believed that MBBS is the apt time to learn medical 
statistics while 20.2% wanted to learn during junior 
residency [Figure 2]. A varied number of suggestions 
were given when asked about how to improve 
biostatistics training among doctors. 

 

Figure 1: Any previous training/course attended on medical statistics? 

 

Figure 2: When should medical statistics be taught? 

V. Discussion 

Medical statistics (Biostatistics) has played an 
integral role in modern medicine. Statisticians help 
researchers design studies, analyse data from medical 
experiments, help interpret the results of the analyses, 
and collaborate in writing articles to describe the results 
of medical research (Google Scholar). However, 
statistics is full of concepts and technical terms which 
may be difficult to understand and this presents an 
important barrier to knowledge use. Also anecdotal 
experience supports that statistics is not the most liked 
subject in the undergraduate medical curriculum 
(Altman et al., 1991 & Freeman, 2008). To bridge this 
gap we need to integrate biostatistics in medical 
curriculum either at graduate or post graduate level 
(Editorial, Lancet, 2007). 

We developed a basic survey questionnaire to 
assess the knowledge of statistics among practicing 

clinicians and reflect the statistical methods and results 
most represented in contemporary research studies. 
Our results suggest that only a limited number of 
clinicians were completely confident in using statistical 
equations and mostly scaled on average or below 
average on a Likert scale. This correlates well with the 
lesser confidence in the use of SPSS software (26.7% 
had lowest confidence and only 15.8% were completely 
confident). The highest confidence was seen in 
statistical equations like graphical representation of data 
(44.7%), and sensitivity and specificity (45.2%) which is 
the basic statistical concept whereas the lowest 
confidence was seen in COX proportional hazard 
regression (12.9%) and ROC curves (11.7%) which are 
relatively difficult concepts. The poor knowledge of 
statistical terms in our study reveals insufficient training 
of the clinicians in the past. Nearly 37.1% had received 
no formal training in statistics as opposed to a study by 
Windish et al where more than 68% of respondents had 
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some training in biostatistics (Windish et al., 2007). 
Another reason might be the lesser involvement of 
clinicians in research activities which was 31.7% in our 
study, this number is far more than a study by Susan et 
al where10 % had never been involved in any health 
research (Miles et al.,2010). This may be due to fact that 
our cohort is diverse with respect to age, clinical 
experience and type of practice (government or private).  

We found that a better knowledge of 
biostatistics in clinicians was associated with their prior 
training in statistics (either part of medical curriculum or 
self-learning), more years of clinical experience and 
more number of publications, although no statistical 
correlation could be found. Similar finding was seen in 
astudy by Novack et al (Novack et al., 2006). 
Respondents with higher confidence in their statistical 
knowledge performed better on the questions pertaining 
to statistical concepts in part B, also seen in Windish 
study (Windish et al., 2007). 

Our findings suggest that all the doctors 
recognised the value of undergraduate training in 
statistics and majority (92.3%) have the desire to learn 
even now, which indicates the relevance of the topic. 
Similar results were seen in a study by Windish in which 
95% responders agreed that to be an intelligent reader it 
is necessary to know statistics (Windish et al., 2007). 
More than 58% responders in their study indicated that 
they use statistical information in forming opinions and 
in our study it was seen in 61.5% responders (Likert 4 
and 5). 

Seventy five of the participants believed that 
medical statistics should be incorporated into 
undergraduate medical curriculum. This is very well 
established in various studies worldwide that the 
foundation years are the best to introduce any new 
syllabus for better understanding of the subject (McColl, 
1998 & Miles, 2010). The clinicians offered informative 
suggestions as to how undergraduate statistical training 
can be improved. First of all, medical statistics can be 
introduced along with epidemiology early in the 
undergraduate training. The main aim of the course is to 
understand the conceptual basis and usage of common 
statistical methods, and their application in clinical 
medicine (Swift et al., 2009). The teaching needs to 
ensure that medical students appreciate the relevance 
of learning a new skill. Secondly, it should be more 
interactive and practical oriented. The biostatistics 
course can be divided into small group tutorial based 
sessions based on one or more problems which 
contains both statistical and epidemiological data (Astin 
et al., 2002). The emphasis is on enabling students to 
critically appraise research and other evidence. In a 
study by Parkes, critical appraisal teaching resulted in a 
significant improvement in critical appraisal knowledge 
as compared to 6% improvement in control group 
(Parkes et al., 2002). Students can be provided with 
access to a computer assisted learning package which 

they can access freely. Finally the course can be 
concluded with a short examination on statistical 
methods. Later in the fourth year, some advanced topics 
such as meta-analysis and a project in which students 
can critically appraise research papers can be included 
in the curriculum. Furthermore, previously learned 
statistical concepts should be regularly reinforced 
throughout career with clinically integrated interactive 
teaching. This was seen in a survey Looney et al in 
which it was found that more than 90% of medical 
schools focussed their biostatical teaching in preclinical 
years without later reinforcement (Looney et al., 1998). 
On the contrary, few clinicians believed that medical 
students are already overburdened with their syllabus 
and there should not be extra subjects besides the 
existing ones. This implies that post graduation is better 
time for teaching other subjects as this time is ideal as 
they are more focussed on their clinical work and writing 
thesis. However interested students can learn it during 
vacation time or from online courses but first the 
students should be appraised of the need of such topic. 

Our study has limitations, firstly the study cohort 
diversity. There is a diverse group of practising clinicians 
in terms of age, various specialties involved with 
different level of experience and type of practice. 
Secondly, our survey was purposely kept brief thus 
limiting our ability to assess understanding of all 
biostatistical concepts in detail. Nonetheless, our study 
is the first of its kind involving a large number of 
clinicians from India and it helps in providing useful 
information about the basic statistical knowledge among 
the practicing clinicians. 

VI. Conclusions 

The results of this study suggest that 
knowledge of statistical software and statistical 
concepts is lacking to various extent among practicing 
clinicians of India. However, they are keenly interested to 
learn more about it even at any stage of their career. 
There is more favour towards integration of statistical 
literacy in undergraduate curriculum so as to form a firm 
base in those years. It involves learning of new skills, 
almost a new language, and thus a more interactive 
form of teaching is necessary in which problems and 
methods can be discussed (Barleyy et al., 2016). Small 
group teaching sessions are therefore more appropriate 
for this. It is pertinent to not only make the teaching 
explicitly relevant to future practice but also implies the 
need for more robust training in biostatics among 
medical graduates.  
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A Proposed Method to Identify the Occurrence 
of Diabetes in Human Body using Machine 

Learning Technique 
Tanvir Rahman 

Abstract- Advanced machine-learning techniques are often 
used for reasoning-based diagnosis and advanced prediction 
system within the healthcare industry. The methods and 
algorithms are based on the historical clinical data and fact-
based Medicare evaluation. Diabetes is a global problem. 
Each year people are developing diabetes and due to 
diabetes, a lot of people are going for organ amputation. 
According to the World Health Organization (WHO), there is a 
sharp rise in number of people developing diabetes. In 1980, it 
was estimated that 180 million people with diabetes 
worldwide. This number has risen from 108 million to 422 
million in 2014. WHO also reported that 1.6 million deaths in 
2016 due to diabetes. Diabetes occurs due to insufficient 
production of insulin from pancreas. Several research show 
that unhealthy diet, smoking, less exercise, Body Mass Index 
(BMI) are the primary cause of diabetes. This paper shows the 
use of machine learning that can identify a patient of being 
diabetic or non-diabetic based on previous clinical data. In this 
article, a method is shown to analyze and compare the 
relationship between different clinical parameters such as age, 
BMI, Diet-chart, systolic Blood Pressure etc. After evaluating all 
the factors this research work successfully combined all the 
related factors in a single mathematical equation which is very 
effective to analyze the risk percentage and risk evaluation 
based on given input parameters by the participants or users. 

I. Introduction 

a) Background 
enerally, Diabetes Mellitus (DM) develops in the 
body silently when there are higher or 
uncontrolled blood glucose level exists in the 

blood-plasma cell for a long time. Food is the prime 
source of calorie and food is prime the energy generator 
of the body. Generally, the foods are taken in regular 
basic contain a lot of glucose or glucose substance. 
Glucose is the primary and basic unit of energy 
circulation and energy regulation. Glucose is divided 
into several substances and then the small cell units are 
oxidized with the sufficient amount of oxygen. Then, the 
small subsequent oxygen particles are transmitted 
through blood circulation and produce sufficient amount 
of energy and nutrition for all the organs of the body. 
Insulin is a pancreas produced Hormone which is the 
key component to synthesis Glucose and divide 
Glucose into millions of active particles. For a healthy 
and   active   person   sufficient   amount   of   Insulin   is 

Author: Lecturer, Department of Computer Science, Stamford University 
Bangladesh. e-mail: tanvir.stamford.cse@gmail.com 

produced and emitted from Pancreas. That is why for a 
general Non-diabetic patient , Insulin production rate is 
equal to the glucose Intake of the body .So, For a Non 
diabetic-patient the all the amount glucose casted from 
daily food intake ,is sufficiently divided into molecules 
and produces energy and rest of the unused energy is 
stored as Fat in the body. In the common scenario, no 
extra glucose particles are available in the blood 
plasma. According to several health study, a person is 
considered to be a Type-1 diabetic patient when his/her 
pancreas fails to generate sufficient amount of insulin to 
react with glucose. 

The normal range of glucose level is reference 
value is 3.9 to 5.4 mmol/l (70 to 99 mg/dl) [1] for normal 
patients at fasting phase and according to American 
Diabetes Association the reference value at fasting time 
in the period of Diagnosis of diabetes is considered as 
7.0 mmol/l (126 mg/dl) or above [1] and the reference 
value for non-diabetic patients is under 7.8 mmol/L and 
preferred value for Type-2 diabetes is under 8.5 mmol/L 
at Random diabetes testing phase (1.5 hour after food) 
[1][2][5]. 

Scientists have found a significant link between 
This high blood sugar and several other diseases like 
catastrophic damage of several nerves, kidney and 
Renal failure, heart and vein damages, eye-sight. An 
uncontrolled diabetes level for a long time period can 
also lead a patient to dead. The growth rate of diabetes 
patients is enormous around the globe. From a report 
published in 2013, the International Diabetes Federation 
(IDF) predicted the probable diabetes patients around 
the world. It claimed that estimated about 382 million or 
more people worldwide are carrying excessive amount 
of glucose in blood and probably had been suffered 
from diabetes, and the report also predicted that within 
the year of 2035, it enormous number of diabetes 
patients can even exceed to 592 million. From the report 
of various heath surveys it is estimated about the 
consequent percentage of total 8.5% of the population 
of South-east Asian region have diabetes where about 
half of the population of victims even do not aware  of 
that they are carrying diabetes silently in the body .The 
growth rate of diabetes patients is alarming in several 
middle income and emerging countries and Asian 
countries are the major contributor for devasting growth 
rate of diabetes[2]. 

G 
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From the analysis of several health studies, it is 
known that the advance and predefined adequate 
proper knowledge about the consequences of diabetes 
and better and more compact prediction solution may 
be very effective to fight against diabetes in more 
convenient way and help to raise awareness among 
people. 

World Health Organization (WHO) published a 
static based analysis and research-based report to 
focus and intensify the real diabetes scenario of 
Bangladesh. From the recent meta- analysis conducted 
by WHO reviewers showed that the recent threating 
pervasiveness of diabetes among Bangladeshi civilian 
had increased in an alarming rate, the report focused on 
dramatic increment sequence of growth rate from in 
1995 to 2010[3]. In 1995 the rate was only 4% which 
increased 9% in 2006 and until the year of 2010. 

According to the analysis and prediction of the 
International Diabetes Federation based on the analysis 
of several case-studies , the organization predict that 
the devastating rate will grow further and will be 
increased about 13% by the year of 2030[3]. 

By reviewing the previous documentations and 
reviewing several journals, it was confirmed that there is 
a serious limitation in the field of diabetes research and 
predictive system because there are no available 

suitable documentations or studies dedicated for this 
specific region. The prime drawback of Previous studies 
were that the previous models were not designed 
properly and combination of attributes were not properly 
designed. Again, the previous studies were bounded to 
specific region or focused on specific sex or gender. 

The prime emphasis of the study is to obtain a 
full set of co-relating factors which are the prime 
responsible attributes for diabetes and to establish a 
predictive model to predict and identify diabetes at an 
early age. This model is best specially optimized for the 
south Asian counties like Bangladesh because to 
conduct this study a lot of matters and factors regarding 
for the specific region were taken on consideration 
based on need and expert opinion. 

Therefore, there was a serious need for a 
specific model. According to expert opinion and WHO’s 
Report guideline, the primary goal was to identify each 
individual, household and related fixed or specified 
community factors associated with the conditions. WHO 
found and expressed a significant connectivity or 
relationship with diabetes and age. In most common 
term, older /middle aged people have the more chance 
to get attached by diabetes because age is one of the 
prime differentiators for diabetes. 

 

Fig. 1.1: Diabetes ratio around the world 

From the result of previous study, it was 
confirmed that most of the diabetic affected population 
likely (40%) are enough educated, have sufficient 
knowledge about diabetes and they belong to middle 
class income level, where almost 13% participants were 
from lower income family. From the previous study, it 
was known that about 40% of total diabetes population 
were receiving regular medical check-up and proper 
healthcare system. 

Diabetes is known as a silent carrier and it is a 
carrier of several deadly diseases which can cause long 

term health hazards. To maintain a good health score, it 
is needed to identify diabetes at primary stage and 
maintain a proper diet and exercise chart. Again, the 
devastating growth rate of diabetes in this region, is very 
harmful for the human resource management for the 
country as diabetes patients become unable to overtake 
heavy and handy task[7][9]. 

So, the method of prediction of diabetes at an 
early stage is very important and beneficial for the 
community. There is no available preventive methods of 
totally cure the diabetes and root out the disease from 
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the body, but there is a well-defined solution to control 
the glycemic index and sugar of the body. 

Again, By using several data-mining techniques, 
it is possible to predict the disease far early and assist 
doctors and healthcare providers to reach in a better 
diseases management procedure. Analysists and 
researchers Patient will also get food and exercise 
recommendation through this system. 

b) Problem Definition 
Diabetes is a wide spread disease and it has 

some common symptoms and attributes. Family history, 
Age, Sex, BMI, blood pressure etc were taken into 
consideration to make a proper evaluation of model. The 
normal measurement level of diabetes is fall between to 
6.0 mmol/L during the time of fasting and it will cross the 
level of 7.8 mmol/L after 2 hours meal. 

Diabetes has 2 different types which include 
type 1 diabetes and type 2 diabetes. Diabetes has some 
specific symptoms. These symptoms appear to the 
people, especially those with patients with type 2 
diabetes, some of these symptoms may appear lately. 
For the type 1 diabetes patients the symptoms may 
appear quickly and more severe [4]. 

Some common symbol of type 1 and type 2 
diabetes are [4]: 

• Increased amount of extreme thirst 
• Increased amount of hunger [7][12]. 
• Sudden weight loss 
• Frequently a chemical substance named ketones is 

found in the urine 
• More Frequent and unexplained urination [5] 
• Decrement of vision gradually 
• Get attacked by more and Frequent common 

infections, like skin infections and infection in 
several sensitive organs [8]. 

From the result of various surveys and analysis, 
it was confirmed that Type 1 diabetes can develop in the 
body at any indigenous period or age, though it often 
found in childhood stage. where Type 2 diabetes is 
more widely spread to the middle-aged person and 
common in people older than 40 [4], though type-2 
diabetes can also appear at an early age. Diabetic 
diseases is classified into four category. Therefore, 
patient can have these type of diabetes. These are given 
below: 

Type 1 diabetes 

The prime cause of type 1 diabetes is still 
unknown today. As per scientific documentations, 
combination of genetic susceptibility and environmental 
factors are considered as the primary reason of Type-1 
diabetes .In this type, the immune system of the body 
surprisingly misunderstands and destroys the insulin-
producing cells in the pancreas. This action is 
hazardous for metabolic system because in this case 
there is only a little or no insulin found in the body which 

is insignificant for metabolism. As a result, metabolism 
and energy transmission to the body cell is hampered 
and extensive level of sugar found in bloodstream [4]. 

Type 2 diabetes 
As per scientific documentations, in type 2 

diabetes, body cells become resistant to the action of 
insulin. one the other hand, the organ named pancreas 
cannot produce sufficient insulin for the body [4]. For a 
type-2 Diabetes, adequate exercise and proper diet plan 
is needed to manage the proper blood sugar level. 
Again, for some specific case, doctors recommend 
insulin to some specific patients. Doctors and health 
scientists around the world indicated that genetic 
factors, nature and environment plays an important role 
for creating diabetes. Overweight and diabetes Type-2 
has also strong relation. 

Gestational diabetes 
During the period of pregnancy, the placenta 

produces some dedicated hormones. These specified 
hormones act against insulin [4]. Generally, in all the 
cases and types of diabetes, patients pancreas releases 
extra-more insulin to control and manage the diabetes. 
But in some cases pancreas cannot emit extra insulin 
which causes gestational diabetes [4]. 

c) Overview of the thesis 
The responsible reacting factors were marked 

and identified based on several important factors and 
co-related relationship. The findings and the results of 
Several statics and previous studies were extensively 
used to make the proper evolution of the model. Then 
important information and findings from the results of 
previous successful case studies were identified and 
sorted for future use. Attributes were selected with 
extensive care and based on their contributions for 
developing diabetes in body. The expert opinions and 
doctors advice enlisted in several health journals were 
taken into consideration to select the proper attributes. 
Again, participants were classified and divided into 
several groups and different categories based on 
research demand. Several statistical evolution and 
informative data were the prime source of data and 
patients real time data depending on the Complete list 
of foods and different meal plan [0]. Based on the 
collected samples and evaluations of different attributes 
of each and individual patients, the desired calorie need 
was taken into consideration based on patients need 
and health need. If the diabetes patients follow the 
recommended diet chart and adequate exercise then it 
will be beneficial to control diabetes. 

d) Scope of the thesis 
The thesis was done based on the evolution of 

several related attributes and their contribution towards 
the thesis. The findings and recommendations of thesis 
will pave the way to find out a more prominent and 
trustworthy solution for the diabetes patients to 
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digenesis the disease far earlier than it appear and it will 
recommend a optimum lifestyle needed for the diabetes 
patients. The lifestyle, food habit, exercise time and 
taken insulin can be stored in a database for further 
analysis. Again, based on the comprehensive analysis 
and extensive data analysis, prediction of risk factor of 
diabetes can be calculated by using our developed 
model. Risk factors and the probability of patient’s get 
attacked by diabetes can be predicted accurately to 
fight against diabetes in more convenient way. 

e) Objective of the thesis 
The primary goal of thesis is to identify the risk 

of diabetes at an early age to create awareness among 
the future diabetes patients and to manage the diabetes 
in much more pre-planned and organized way to fight 
against diabetes. As diabetes is a permanent diseases 
and there is no available solution to up-root diabetes 
from the body. The proper and well defined safety 
regulations can be ensured by regular assessments. 
Diabetic patient’s recommended and optimum lifestyle 
was also suggested in this evaluation. It will also pave 
the way to reach in a compact solution by predicting 
diabetes earlier and upcoming diabetes victims will 
become more conscious about their habit and lifestyle 
to minimize the risk and to manage a better health 
index. 

f) Organization of the thesis 
Despite of the advancement of medical 

science, there is no permanent cure Diabetes and it is 
growing at an alarming rate which is cautious for the 
economical development of the country. Most of the 
times, the patient’s health condition becomes worse of 
Diabetic Patients because they are often ignorant of risk 
factor and do not maintain a proper diet chart. So, the 
advance prediction of risk factor of diabetes can be life 
saving for the ignorant patients. 

In the previous study, Many scientists used 
various kinds of machine learning techniques. 
Researchers around the world experimented and used 
several different types of classification algorithms. 
Several statistical techniques and mechanisms were 
used to predict diabetes in advance. Again, Doctors and 
Health experts also analyzed the performance of 
different algorithms and cross-validated the model. The 
previous approaches paved the way to reach in a 
compact solution. 

In this paper, a custom designed well defined 
model along with a refined formula was proposed to 
identify diabetes at an early age and manage the proper 
health index in much more convenient way. 

A well structured and efficient dataset was 
collected from the combination of various medium like 
Internet open data sources, survey results and 
questionnaires and all the data was stored in a 
integrated database to use it for further validation and 
future development of the model. 

Extensive Synthetic and analysis of collected 
dataset was done based on the combination of various 
attribute. In this research, it was the primary goal to find 
out a proper relationship status and proportional or 
inverse-proportional relationship between the each and 
every reacting attributes. Then, the scientific evaluation 
and proper cross-validation process were done to 
recheck highest accuracy of the model. 

II. Literature Review 

a) Correlative Factors on Type 2 Diabetes Prevention 
Efforts of the Senior High School Students in 
Makassar 

This study has found out the most common and 
successfully indicated related probable factors 
responsible for diabetes. The primary goal of the paper 
was to analyze associated factors and clauses related 
to DM specially for the level of teenage student in the 
city of Masakkar, Indonesia. In this study, the primary 
dataset was collected from high school students and 
age between 11-16 year students were highlighted and 
focused to determine the diabetes Meletus’s impacts 
and related reasons to analyze the risks and the threads 
of diabetes for the teenager and to prevent it at an early 
stage. Data was collected in various methods like 
questionnaire, survey etc. The study is based on 
Indonesia, where DM prevalence is estimated increase 
from 8.4 million to 21.3 million between 2000 and 2030. 
The devastating growth rate diabetes affected patients 
is hazardous and it is indicating a highly health disaster. 
By analyzing the datasheet thoroughly, it was found that 
only 6 respondents (24.0%) had parent with lower or 
less standard education level where majority of 
respondents 189 in numbers had parent with high 
education level, consciousness in prevention efforts on 
Diabetes. In this paper Researchers noticed a common 
fact that among the participants of the study, those 
parent have higher or sufficient level of education, their 
children are more aware about the risk factors and  they 
are adopting better prevention efforts to protect and 
fight against Diabetes. This study suggest that those 
people with low education level had “1.27 times” at risk 
of suffering DM than people with high education level 
From this survey, it was established that high incidence 
number of DM type 2 because of low of parental 
education level on prevention of DM type 2 incidence. 
Again, By analyzing the datasets, case studies and 
reports of several health sheets, it was seen that 
parental support plays vital role to maintain the good- 
heath index (standard) and it is a key promotor for  
creating prevention effort against Type-2 Diabetes 
among the teenager group. The result of the several 
data analysis and data sorting techniques showed a 
significant relationship between parental support with 
prevention efforts of DM type 2 among senior high 
school students. The study strongly found a link of The 
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peer support and DM type 2 diabetes. The prime clause 
of the peer support was referred as providing relevant 
information, preventive measures on DM type 2. 

In this paper, Authors observed and noted a 
significant relationship between hereditary parental 
educational awareness and health consciousness level, 
the strong relation of benefits perceived, barriers 
perceived, knowledge, peer support and social 
awareness and proper informational advantage can 
create a huge improvements and significant progress of 
prevention of DM at an early age 

b) Designing Technological Interventions for Patients 
with Discordant Chronic Comorbidities and Type-2 
Diabetes 

  In this present decade it is often found that 
Patients with Discordant-Chronic Comorbidities (DCCs) 
are likely to attacked by multiple complex DCCs with a 
set of fully contradictory medicinal requirement, 
prescription and guidance. This problem is disastrous 
because a medical professional should minimize the 
medication as per priority of diseases .So, there was a 
great demand for a help assistant system which can 
prioritize based on patient’s health index and suggest a 
optimum solution for patients simultaneously. As the 
part of the model, authors focused on developing and 
publish a mobile application to evaluate the risk 
assessments scores on demand. The prime purpose of 
the application is to suggest and provide proper 
medication guidance based on the need and physical 
condition of every individual patients. The suggested 
application gathers a ton of useful health-information, 
heath report, health index etc data from every individual 
user, then analyses data and enable patients to assist 
their conditions and treatments. It’s often found in the 
medical data analysis that the Chronic conditions and 
apparent symptoms last for five or more months such as  
common diseases like Diabetes, Arthritis, or Depression, 
are becoming increasingly common in patients. Due to 
habitat and integrated nature of diabetes and it’s typical 
conditions, patients are asked to play an active role in 
their treatments schedule and planning. From the health 
summary and results of several surveys, it is easily 
understood that  the  patients who do not follow or 
maintain the standard life guidance recommended for 
diabetes patients are at a greater risk .It’s often found 
that the specific fact that, The development of 
Discordant Chronic Comorbidities with multiple chronic 
conditions, has become most common and often can 
be seen with highest rate co-connectivity which creates 
difficulties for healthcare assistants and desired patients 
when it comes to term of managing and controlling the 
impact of the managing conditions. To control and 
manage the state of diabetes, some plethora of 
available tools, apps, sensing devices and various 
sensor tools only support the care and proper 
management of diabetes diseases. In previous study, it 

is known the proper diet sheet and diet management is 
the key factor to manage the proper status of diabetes. 
From the factbook, it is known that The prime challenge 
in studying patients with comorbidities arises from their 
compounding health factors and health assessments 
issues, which states often leads the affected patients 
lead to more sicker and more spending time in 
enrollment of hospital admission. This is the primary 
barrier of understanding the proper guidance of self-
management assessments of their diseases and it’s 
associated risk factors. Based on interviews conducted 
with patients with Type 2 Diabetes and other Discordant 
Chronic Comorbidities, researchers designed a mobile 
application based on the barriers patients faced in 
successfully managing their treatment as well as some 
of the solutions they used or wished to use. The overall 
goal of this mobile application is to encourage patients 
to inbound in the application assessment exercise to 
improve their long-term health and quality of life. 

By Approaching forward on this certain topics, 
Researchers emphasized and tried to develop this 
application and participate in testing with users with the 
ultimate hope of releasing this application to the general 
public. In addition, Researchers are extensively looking 
to find out the optimum ways to manage diabetes in a 
more convenient way with the supervision of computer 
intelligence. 

c) Recurrent Neural Networks with Non-Sequential Data 
to Predict Hospital Readmission of Diabetic Patients 

It’s recognized that Hospital readmissions and 
vulnerable health index rates are the indicators of poor 
quality of Medicare, such as inadequate discharge 
planning and care coordination. It’s often consider that 
the frequent readmission and lower health index can be 
avoided by certain methods and propositions. In this 
paper, a Recurrent Neural Network model is carefully 
designed to predict whether a patient would be 
readmitted in the hospital or his/her health index 
parameters will be reevaluate to gain the highest 
productivity with several machine learning algorithm .IN 
THIS Study, it is found that RNN showed highest 
prediction precision to target high risk patients and 
prevent recursive admissions. Hospital readmission and 
degradation of Health index what will happen when a 
patient within a specified time interval or timeframe, who 
had been released from a hospital with vital increment of 
health condition is admitted again. Again, a lot of 
research studies and publications proved that 
healthcare centers can be engage in several activities 
like clarifying patient discharge instructions, 
coordinating with patient’s health conditional index, 
handling with post-acute care providers, vibrant 
cleaning mechanism to reduce the rate of readmissions 
of patients. In is paper, therefore raises a big question 
that which patient groups or which type of patients must 
be targeted to effectively reuse and redesign available 
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resources for preventing readmission and to use the 
classified information for special case study. Many 
predictive and specially designed Models that can 
predict accurately these are of a great help for hospitals 
all over the world as they can put extra efforts on high 
risk patients and can decrease their readmission rates. 

In this experimental procedure of Research 
topic, the prime motto was to redesign, analysis and 
construct a powerful model to predict exact numbers of 
diagnosis’s measurements and different type of 
machine learning Approaches and models were used to 
predict with highest accuracy. In this case, especially 
Recurrent oriented Neural Network outperformed the 
rest of the machine learning models in the prediction 
quality in the scale of productivity and accuracy. The 
knowledge, experimental results and outputs gained 
from the journal can effectively improve the traditional 
health system to target high risks patients, reduce rate 
of readmission and deliver better health care. 

d) Development of Indian Weighted Diabetic Risk Score 
(IWDRS) using Machine Learning Techniques for 
Type-2 Diabetes 

Medical experts and scientists have expressed 
their opinion that detection of diabetes at an early phase 
can be a lifesaving effort. Advance Diabetes relating 
factors and different screening tools such as Diabetes 
Risk Score (DRS) can effectively assist diagenesis and 
detecting diabetes accurately and help to prevent the 
diabetes among pre-diabetes phase at an early time 
before diabetes occurs. In current evaluations and 
assessments, Researchers have observed certain 
related issues in the available data and advocate the 
need to address the same. In this paper it’s established 
a novel South-Asian regional Weighted Diabetic Risk 
assessments and co-relating factors. Different Machine 
Learning algorithms such as distance based clustering 
with Euclidean distance, k- means etc techniques were 
used by the researchers as a part of establishing a 
profound diabetes risk assessment tools to analyze the 
contribution of associated factors like blood pressure,  
age, stress and life quality BMI, diet, physical activity to 
boost up high plasma glucose level. In this paper ,the 
strategy to establish a strong and co-relating 
relationship between several differentiating factors , 
establishing a formula and then test and validates the 
formula with several test datasets to ensure the 
maximum accuracy. On an research World health 
organization referred that South-Asian countries citizen’s 
are affecting on diabetes on this last two decades 
encounters at an devastating rate due to several 
depending factors. In this paper, the researcher 
collected datasets from various data sources, 
conducted surveys and used previously available data 
and information’s to represent informational support. 
Data is collected form the south-Asian populations 
mostly from Bangladesh under the supervision of 

medical professionals. Several collected and trustworthy 
datasets were also used to strengthen the decision. 
Different types of Machine learning algorithms and 
advance data sorting principles are used for 
determining threshold values for various parameters 
when it was needed. A proper diabetes evaluation 
system or function is calculated for each factor like BMI, 
age, phenotypes, personal medical history, family 
history, diet, physical activity, stress and life quality. The 
genetic property, phenotype, lifestyle, working habit and 
some others factors are seriously related to diabetes. 
Different individual research, case studies and scientific 
studies have been proposed earlier by scientists to 
reduce the risk of diabetes to reduce the risks of 
diabetes, it’s needed to differentiate the relationship 
between diabetes and different co-relating factors to 
fight against the risks of diabetes at an very early stage. 

In this study, several reacting mechanisms, 
techniques and elements were successfully sorted 
which is very important to bring a new dimension in 
healthcare imagining prediction system. Different type of 
surveys, questionnaire, data synthesis techniques and 
computational intelligence were successfully used to 
identify and analyze the risk factors and their scores. 

e) Study of Type 2 Diabetes Risk Factors Using Neural 
Network For Thai People and Tuning Neural Network 
Parameters 

Advanced datamining techniques and analyzing 
tools are very Efficient to detect and predict diseases 
and their relating risk factors at an early age. In this 
paper, Researchers are trying to find out the relating 
factors which are mainly responsible for Type-2 
Diabetes and proposed a relating solution to identify 
diabetes. In this paper a complete set of related factors 
which includes blood pressure, weight, body mass 
index, family history are considered as a primary factors. 
Again, smoking and alcohol consumption were 
considered as a strong co-relational factor based on 
their linked found in several researchers. To analyze and 
synthesis data BNN algorithm was as used. To collect 
datasets and sample information for training set about 
two-thousand samples of various health attributes were 
managed from BMC Hospital, Thailand. Based on 
previous learnings and previous research suggestions 
,this paper found a strong relationship status and 
divided the risk level in there consequent stages i) low 
risk denoted as -1 point, ii) Medium denoted as between 
the range of -1 to 1 point and iii)High Risk was marked 
as the cautious level and contributed a single (1) scoring 
point for each risk based on different scale of 
measurement (unit) depending on the weighted 
contribution of linked factors like Family history, Age, 
Sex, BMI, blood pressure to make a proper evaluation of 
model. It was also added 1 point to the risk score for 
smokers and consumer of alcohol with timeframe of 4 
weeks or more to summarize higher risk capability. By 
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analyzing the documentations of the paper it 
established a U-shaped relationship with the 
consumption alcoholic drinks and smoking habit. The 
major findings, research analysis and conclusions was 
divided in two different portions. In this study, authors 
Initially identified the major related and responsible 
factors and made a complete a list of the proper co-
relating factors based on the evolution of collected 
datasets and previous records. Then , the all concerned 
factors and related terms were intelligently sorted and 
divided into three sophisticated categories based on 
their of different level of  contribution to diabetes. Atlast, 
the study was concentrated on acquiring the learning 
rate with the tuning of BNN parameters. 

This study concentrated in some vital factors 
and redefined the traditional reasoning methodologies 
which provides a better performance markup, higher 
accuracy level and better predictability compared to 
existing solutions and predictive analysis. From the 
result analysis of the paper, it was summarized that The 
prediction accuracy of the proposed strategy was not as 
good as expected, but in this paper, authors focused on 
the best optimum strategy to find out a better solution in 
future to predict diseases in much smarter way. 

f) Data-Based Identification of Prediction Models for 
Glucose 

From Result of various Health surveys and 
analysis, it is known that Diabetes mellitus is one of the 
wide spread diseases in all over the world .There are 
many co-effective factors which mostly responsible for 
the appearance of Diabetes, but there is a general or 
common reason between every single diabetes patients 
is that they might have deficiency in insulin production 
or insulin is not functioning well to improve the digestive 
system . It’s advised to all the DM patients to track the 
regular status of blood glucose to maintain a proper 
control of the glucose count in the blood to become 
healthy and active. In this paper, it was observed that 
common barrier to control the diabetes or glucose level 
by a semiautomatic model is to monitor the mechanism 
of glucose levels in blood interact with insulin, diet intake 
or other factors interact with each other .In this paper, a 
set of traditional and classical identification techniques 
such as Holt’s smoothing, classical simple smoothing 
model was compare to genetic programming models 
and techniques to evaluate the working efficiency of the 
model. Again, to maintain a proper and balanced 
autonomous glycemic control, a glucose control and 
blood sugar level monitoring principles and algorithms 
is extensively needed to outperform all existing 
solutions. In this paper, Authors put main emphasis to 
develop a forecasting or predicting model to the 
evaluate the level ricks DM based on trustable 
parameters like the real-time measurement of blood 
glucose. The Researcher also tried to predict the real-
time basics blood glucose monitoring system and this 

algorithm would successfully measure the blood 
glucose level on the real time, it will analyze all the 
details and classified data and refer an insulin inhibitor 
system to supply the necessary amount of insulin 
particles based on the patient’s need and health 
condition on the real time. The researchers have 
collected tons of data and heavily analyzed the data in 
terms of the space direction and the power spec-trum. 
for the 10 in-silico patients. 

In this study, the researchers have reached in a 
conclusion that the combine package of both the 
previous Grammatical evaluation model and genetic 
programming is the best suitable techniques to predict, 
identify and manage the issue. This proposed approach 
will bring a new revolution and new strategy to adopt 
with next generation diagenesis and prediction modules 
to predict and fight against diseases at an early stage. 

g) Improve Computer-Aided Diagnosis with Machine 
Learning Techniques Using Undiagnosed Samples 

Now-a-days, different types of computer aided 
diagnostic tools, various predication and machine 
learning algorithms are used to identify the root causes 
and responsible factors. Again, to predict the risk of 
several fatal diseases in far advance and several 
computer aided tools and gadgets are extensive used 
today to assist human to prevent diseases more 
effectively or to maintain a good health score. To 
analyze and to understand thoroughly about a certain 
disease usually a huge number of diagnostic samples, 
opinions, surveys etc are needed to be collected, 
examined and analyzed to sort out the effective 
responsible factors and it’s impossible for expert to 
analyze, simplify, synthesis this vast amount of 
information. That’s why authors of the paper put 
emphasis to develop a new technique to analyze data 
faster. In this study Researchers proposed a effective 
semi- supervised machine learning algorithms named 
Co-Forest. Researched marked the new algorithm as an 
extended and extensively modified version of existing 
machine learning algorithm named “Random Forest”. 
This algorithm is better for providing the analysis result 
and giving final hypothesis assessments compactly. [0]. 

Semi-supervised learning combines the both 
labeled and unlabeled data to extensively synthesis and 
extract the required information to establish a reliable 
and trustworthy hypothesis. The study suggests that, To 
plan or design a conventional methodology from 
scratch, the desired “co-training“ data should be 
described by two sufficient and redundant attribute 
subsets.[0]In this methodology, each of the section of 
classification- division must be independent or act like 
as independent attribute and will capable of providing 
sufficient scopes unique learning capability. In this 
paper, author denoted L as a tag of labeled set and U 
denote unlabeled set. 
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In this co-training mechanism, 2 different sets of 
classifiers are trained from Labeled data, after that 
circumstance, each of sets should selects the most 
confident contents in Unleveled data to label from its 
point of View[0]. 

This study extensively focused on the usability 
of unlabeled data to boost the extensive learning 
capability, train from the unlabeled data and to save a 
lot of time in the field of health science. This approach is 
revolutionary and it will bring more pace in sample data 
management process, comparing and analyzing a ton 
of information in a short range of time frame. 

h) Diabetes Prediction Using Ensemble Perceptron 
Algorithm 

Today’s people food habit is largely dependent 
on ready-made, high sugar and high calorie enriched 
foods. Medical experts and health scientist’s advice the 
every suspected or affected diabetic affected person to 
diagnosis the level of glucose in blood in a routine cycle, 
which is costly and time consuming. The extensive use 
of data mining and machine learning algorithm with the 
assistance of computer aided system can effective be 
used to predict, identify and maintain diabetes in a 
controlled manner way. In this paper, authors proposed 
a whole new machine learning methodology and 
mechanism which will effectively predict the risk of 
diabetes for the unidentified patient and the working 
procedure of the new algorithm was tested on 3 different 
datasets to ensure the effectiveness. Several A broad 
range of machine learning algorithms, data mining tools 
and specially designed computer guided equipment are 
now effectively used to analyze medical data and to 
reach in a medical solution for any specific diseases. In 
this paper, researches pave the new effective way to 
successfully diagnosis of disease in a most convenient, 
compact and more rapid way. Several and different type 
of customized Machine learning algorithm is now vastly 
used to analyze medical data and to reach in a medical 
solution for any specific diseases, In this paper, authors 
suggested a new type called “Ensemble Perceptron 
Algorithm (EPA)” is proposed. This profound attention 
marked on the algorithm because this methodology is 
used to utilize the classified method of Perceptron 
Algorithm method of unseen data by a new proposed 
method with the help of Boosting algorithm.[0]. 

In this paper, Authors divided the working 
principle of the proposed method into 2 consequent 
phases. At the session of training stage, a broad range 
of collected samples recognized as the training set are 
analyzed by the perception algorithm in the cycle of 
arbitrary iterations and the help of packet algorithm and 
the cycle of the iteration will come to and an end after 
identifying the best weight vector. At last, the discovered 
weighted vector is kept in an array for further use. Then, 
by analyzing the weight vector, the profound analysis, 
score and remarks of training sets then data and scores 

will be reevaluated and extensively calculated by using a 
described function which was discovered in the paper 
[0]. Based on the extensive findings on several different 
domains, the prime factors responsible for DM were 
placed according to the descending order for further 
use .In this paper, authors considered “positive” for 
those resulted values which are greater than zero and 
rest of the values are referred as negative. After all, the 
analyzed sample elements are need to be properly 
labeled and separated by desired divisions as per the 
analysis of results achieved from the tests [0]. The prime 
approach of The Machine learning algorithms is that it 
stores informational attributes of several participants for 
medical survey and then analyze the data heavily to 
prepare to construct a model. In this study, the 
researchers identified the key factors based on the proof 
of certain medical evidences and then suggested a 
profound relationship with diabetes and it’s associated 
risk factors. It is expected that, The learning and 
relational data gathered from the proposed model can 
effectively be used in near future with certain 
modifications for medical prediction of undiagnostic 
patients to accurately identification of the risk of the 
disease. 

i) Prediction of diabetes based on personal lifestyle 
indications 

Diabetes Mellitus develops in the body when 
there are higher or uncontrolled blood glucose level 
exists in the blood-plasma cell for a long time. Recently, 
Researchers noticed that an uncontrolled level diabetes 
for a long period of time can cause serious health 
hazards including blindness, kidney and renal failure to 
the affected patients who do not maintain a standard 
pro-diabetic lifestyle. In this study, it was marked that 
diabetes has a keen relationship with a person’s 
attitude, lifestyle form factors. That’s why the authors of 
the paper greatly devoted to establish a profound and 
strong relationship status between diabetes and it’s 
associated risk factors like (age, Blood pressure, sex, 
Body mass index, waist circumference etc) and put their 
emphasis to develop a model. In this study, various 
algorithms like a Chi-Squared Test of Independence and 
another data analyzing technique named the “CART” 
(Classification and Regression Trees) were applied to 
test and analyze data. To integrate this proposed model 
with computer based Data clustering system, the proper 
cross validation steps of the process needed to be 
performed to ensure quality. From the analysis of 
previous study and research work, it was identified that 
the people in the age margin of 45 years or above, 
having high blood pressure, BMI range beyond the 25 
and having a common genetic history of diabetes are 
the most vulnerable participants to be considered and if 
the participants do not follow the proper diet chart or do 
not take proper physical exercise ( minimum 40 minutes 
/day) having these described attributes, these group of 
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people have the highest probability to fall in diabetes in 
the near future. To conduct the research work and to 
build a relationship model, Authors of the paper 
collected the primary data about various relationship 
parameters like (age, BMI, BP, sex, sleep time, Exercise 
time) from various sources by surveys, questionnaires 
and categorized and leveled the data in several bounds 
based on the research requirement. In this study, it is 
found that for the categorical dataset, an algorithm 
name “CART “prediction model performed the accuracy 
level of 75%. 

Again, In this paper Researchers have 
investigated the collected datasets and found that High 
blood pressure and unbalanced diet habit and 
consumption of junk food have a deep relationship with 
diabetes and this assumption and profound relationship 
will bring a new era in healthcare diagenesis. 

j) Diabetes prediction using Medical Data 
Dr. D. Asir Antony Gnana Sin [1] in their 

research they presented a diabetes prediction system 
based on some existing algorithms like Naive Bayes 
(NB), function-based multilayer perceptron (MLP), 
decision tree-based random forests (RF). Some 
specified and custom techniques as well as some well 
specified algorithms were used to find out a brand new 
and effective concept of new machine learning 
techniques and learning to bring out a whole new 
process of diagnosis of diabetes in advance. Then this 
model was tested with different testing methods such as 
10- fold cross validation (FCV) and furthermore use 
percentage split with 66% (PS), and use training dataset 
(UTD) to check the accuracy of the system. Some 
effective concepts-processing techniques were used by 
the authors to increase the overall prediction precision 
level of the proposed model. They concluded that the 
pre-processing technique produces better average 
accuracy for NB compared to other machine learning 
algorithm. They gave the diabetes datasets into the 
machine algorithm (NB, RF, MLP) and noted the 
accuracy with different test methods (FCV, UTD, PS). 
Then for removing the irrelevant feature through the pre- 
process the dataset is given into the correlation-based 
feature selection. This is a looping process. They used 
WEKA software and collected datasets from University 
of California, Irvine (UCI) machine learning repository. 

This proposed approach and the learnings from 
the study will definitely bring a new revolution and brand 
new effective strategy to adopt with next generation 
diagenesis and prediction modules to predict and fight 
against diseases at an early stage. 

k) Prediction on Diabetes Using Data mining Approach 
Pardha Repalli et al. [2] in their research they 

predict how likely the different group of aged people are 
being affected with diabetes based on their life style and 
for finding out factors responsible for the individual to be 
diabetic. In this paper, authors considered some 

statistical datasets and information. Based on the 
learnings from the datasets, some specialized data 
sorting techniques were used based on demand in 
order to understand which group of aged people are 
being affected by this disease. 

To establish a structure of the model and to find 
the co-relative factors , two algorithmic techniques were 
used to predict accurately .They are i) binary target 
variable decision trees and ii) regression models . The 
best model is selected by running multiple models such 
as step wise regression , forward regression , back ward 
regression, decision tree with entropy. They have used 
the dataset of 50784 records with 37 variables. 

Variable selection method was used by the 
Researchers to identify the target (input) variables for 
the study. High Blood Pressure, Cholesterol Last check, 
Heart disease, Los all teeth, Years Education etc are 
important input variables to predict the binary target 
variable. In this paper, Researcher used the parameter: 

age both as nominal and quotative variable. By 
considering various different attributes like young age, 

middle age and old age, authors divided and placed 
them in 3 separate categories. People with age above 
45 years mostly affected by diabetes, they concluded. 
Moreover they are suggested to visit for regular 
checkup, dental checkup and cholesterol checkup 
frequently in order to control the diabetes. They also 
suggested young and middle age people for visiting 
clinic in order to check whether they have diabetes or 
not. Age, High blood pressure, last cholesterol check, 
adult BMI, Last flu shot and heart attack are the factors 
that also responsible for the individual to be diabetic. 

l)
 

Predictive Analysis of Diabetic Patient Data using 
Machine Learning and Hadoop

 

Diabetes Mellitus generally referred to as 
Diabetes is one of the form of Non Communicable 
Diseases. Diabetes is so critical that it forms a long time 
complication situation associated with other types of 
diseases. For this purpose a wise and definite way have 
to be found to reduce the overall impact related to 
diabetes by doing early prediction of Diabetes patients 
history that can be datasets related to diabetes patients.

 

This paper proposed a systematic way that 
consists of machine learning and datasets analysis 
procedure includes Hadoop and map reduce approach. 
This methods are used to analyze the huge amount of 
datasets and find a pattern matching for it and also 
implements the missing data during analysis of data 
and this procedure is followed for predictive analysis. 
For machine learning purpose supervised machine 
learning approach is followed-Supervised machine 
learning is an approach where the overall input types 
and what sorts of output can be generated or what sort 
of output can be produced in any of the cases is 
previously known. For this approach it uses its previous 
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datasets or past experiences to trained up itself and 
provides an expected result. 

Hadoop or Apache Hadoop is one of the open 
source framework which forms a computer cluster in a 
distributed way and it is massively used for analyzing 
massive amount of data in a very easy and less amount 
of time. For analysis and processing of further data map 
reducing technique is followed ,it is a way of processing 
data in a more reliable manner i.e this framework has 
the capability of processing data in a parallel and 
distributed way. And it is done in two phases-Firstly it will 
take input of data (map phase) and will convert it into 
intermediate data in the form of key value pairs and the 
next phase is the reduce phase where, by integrating 
and analysis of all the key values from map phase it is 
converted to final output. 

One of the vital and major factor that is used 
data analysis is all the attributes that are present in 
datasets and used for analyzing and results obtained is 
used for predicting the future risk. During the dataset 
analysis one of the major factor that causing problem is 
the values that are missing of any one of the attribute i.e 
null values that can cause serious affects on results. So 
to overcome this situation classification clustering is 
used and by using this technique missing values are 
replaced with their attribute mean. For this Missing Value 
Imputation (MVI) algorithm is used by them. This 
algorithm firstly identify missing values from all attributes 
and then for each attribute It calculates the attribute 
mean. Afterwards it impute missing values in dataset 
with attribute mean and finally it combines missing 
values and datasets to produce the final result. 

m) Application of Data Mining Methods in Diabetes 
Prediction 

Medical field refers and deals with accuracy. 
Without accuracy in this field it can cause serious 
negative effects on patient. 

This paper refers that early  diabetes  prediction 
can be done  through the use of 5 types of Data mining 
techniques-GMM, SVM, Logistic regression, Elm and 
ANN. Among the mentioned techniques ANN (Artificial 
neural Networks) gives the highest accuracy rate and 
that result is much more closer to the actual result.ANN 
is a method where it’s consist of multiple layers or a 
cubical design, here the single path traverses its way 
from front to back and this helps in resetting weights on 
the frontal neural units. ANN includes Layers and 
network functions. The ANN consist of or configured of 
three layers namely- input, hidden and output. Firstly the 
input layer or neuron defines all the inputs that will be 
given and this inputs are non other than all the attributes 
of the datasets. According to the paper they have used 
7 attributes so their neurons is also 7. Hidden layers 
receives inputs from input layer and provides output to 
output layer. The most important work of hidden neuron 
is, it assigns a weight for the input neurons and this 

assigned weights shows the relevance and importance 
of particular and specific input to hidden neurons. 
Mathematically it can be defined as a neurons network 
function f(X) is a combination  and composition of other 
function gi(x) and this can be again defined as 
composition of some other function. The most widely 
composition is the non linear weighted sum where 
f(x)=k(∑i wi gi(x)) where K is the activation function i.e 
it’s a predefined function .The activation function 
provides a small out change when a small change is 
made in the input. In this paper they have used ANN to 
predict the diabetes and the result is 0.89 which is 
closer to actual result and this result is obtained when 
the hidden layer number is 2 and hidden neuron is 5. 
That is it is found that by using ANN method it gives 
highest accuracy rate of 89%. 

n) A Clinical Perspective 
Diabetes is one of the common type of 

diseases where the blood sugar level in body become 
immensely high it generally of two types namely type 1 
and other one is type 2. 

Type 1: Type 1 is a kind of diabetes in where it is a 
discontinuation or disorder of glucose regulation and it 
is characterized by autoimmune destruction of the 
pancreatic beta cells that produces insulin and it leads 
to hyperglycemia and it have higher tendency to 
ketoacidosis. It is more general and seen in among 
children but in many case it may appear at any age. 
Genetic marker and the presence of antibodies can 
assist to identify diabetes. Antibody markers of 
autoimmunity that is against beta cell includes 
autoantibodies islet-cell and autoantibodies against 
insulin, decarboxylase, glutamic acid or tyrosine 
phosphates IA-2 and IA-2β, and ZnT8.3.Containing at 
least one or more than one of this are present during 
fasting hyperglycemia it was initially detected in persons 
where 85% to 90% of people can eventually contain or 
may develop type 1 diabetes. It is found that some 
patients and mostly children and adolescents contains 
ketoacidosis as the first symptom of this disease. In less 
common cases and typically in older patients, it can 
present with the mild fasting hyperglycemia or 
diminished glucose level tolerance. T1 diabetes is not a 
linear progression disease but it progress at a variable 
pace in different patients. Symptoms and sign including 
higher level insulin deficiency and hyperglycemia 
include polydipsia, fatigue, weight loss, polyphagia and 
polyuria. This are causing defective transport of glucose 
from the blood vessel/stream into body tissues and it 
results in increased glucose levels in the blood and 
moreover it elevates glucose in the urine and 
concomitant calorie and fluid losses with the urine. For 
this when insulin level falls down to such a low level 
lipolysis cannot be able to suppressed and products 
containing fat metabolism naming ketone bodies is 
accumulated in the blood and due to hyperventilation it 
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leads to metabolic acidosis and compensatory 
respiratory alkalosis. 

o) Application of Data Mining Methods in Diabetes 
Prediction 

In any sort of medical field the most important 
factor is all about accuracy. Without accuracy in this 
field it can cause serious negative effects on patient. So 
accuracy is the most important factor. 

According to this paper early prediction of 
diabetes is made through the use of 5 types of Data 
mining techniques-GMM, SVM, Logistic regression, Elm 
and ANN. Among all the five techniques ANN (Artificial 
neural Networks) provides the highest rate of accuracy 
ANN is a method where it’s consisted of multiple layers 
or a cubical design, here the single path traverses its 
way from front to back and this helps in resetting 
weights on the frontal neural units. ANN includes Layers 
and network functions. The layers are-Input layer, 
hidden layer, output layer. The input layer or neuron 
defines all the inputs that will be given and this inputs 
are non-other than all the attributes of the datasets. 
According to the paper they have used 7 attributes so 
their neurons is also 7 Hidden layers receives inputs 
from input layer and provides output to output layer. The 
most important work of hidden neuron is, it assigns a 
weight for the input neurons and this assigned weight 
shows the relevance and importance of particular and 
specific input to hidden neurons. Mathematically it can 
be defined as a neurons network function f(X) is a 
combination and composition of other function (x) and 
this can be again defined as composition of some other 
function. The most widely composition is the non linear 
weighted sum where f(x)=k(∑i wi gi(x)) where K is the 
activation function i.e it’s a predefined function. The 
most help and useful characteristic of this activation 
function is that it provides a small out change when a 
small change is made in the input. In this paper they 
have used ANN to predict the diabetes and the result 
that was assuming to be the best is 0.89 and it is 
obtained when the hidden layer number is 2 and hidden 
neuron is 5.That is it is found that by using ANN method 
it gives highest accuracy rate of 89%. 

p) Blood pressure and ageing 
Increase in blood pressure with the increasing 

of age can of many varied factors and it is also 
depended on many cases like lifestyle and living 
environment of different person.  BP seems to be rise or 
fall with age. It is of two types systolic and diastolic 
blood pressure in short SBP and DBP. With the increase 
of age the blood pressure is associated mostly with the 
changes relating with arteries, large artery stiffens and 
also with increase of risk related to cardiovascular the 
blood pressure also rises. In case of aged person with 
the effect of increase of systolic and decrease of 
diastolic pressure related to blood there causes a risk of 
increasing pulse pressure that consequences in blood 

pressure. SBP dramatically and continuously starts to 
increase between the age of 30>above and in case of 
DBP it does not show a continuous pattern but it varies 
with age until fifth decade it starts to rise but suddenly 
starts falling at the age of 60-84. According to this paper 
a definite level of age is chosen for identifying the BP, in 
case if it is classified within different range of ages it 
would be much more easier to identify the provable 
causes of increasing or decreasing of BP. 

III. Diabetic Patient Data Management 
and Support System 

a) Introduction 
The primary process of the research was to 

determine the principle co-relating factors and their 
contribution and impact toward the diabetes. To 
conduct the research, previous learning and knowledge 
base of previous health reports were considered to 
reach in a decision. Health information and datasets are 
collected from various different sources like direct 
questionnaires, results of conducted online surveys, 
previously available datasets and available heath 
samples of diabetes patients on various health portals 
and recognized health journals. Samples and essential 
information or heath data based on several attributes 
were collected from different sources from the available 
information of more than 450 participants of various 
health surveys and questionnaires. Then all the 
necessary information and parameters were carefully 
sorted and selected. After extensive sorting and filtering 
incomplete, less trustworthy and irrelevant information 
were discarded. After all, relevant information of 300 
participants collected from various sources from the 
time period of (2011-2019) years were placed and 
stored in a dataset for this research purpose. This 
dataset was the primary information source of this 
research. Some principal attributes were taken into 
consideration. The prime attributes are age, gender, 
Blood pressure, height, weight, BMI, sleeping time and 
exercise time of each and individual patient. 

The output of the research work is to build a 
sustainable model which is essential to predict diabetes 
with highest precision and detect the chance of getting 
diabetes in near future. This system will also suggest the 
optimum lifestyle and exercise suggestion to the 
participants 

b) Diabetes patient data analysis model 
The performance evaluation of a health model 

broadly dependent on four variables. They are 
Participant’s real time health information, Participant’s 
food habit, Participant’s exercise sheet, Participant’s 
medical feedback. A proper health supervision for a 
diabetic patient is provided by this model as this model 
is capable of predicting the risk of diabetes in advance 
and it will help the upcoming diabetes victim by 
providing advance alert to them. In this paper, the 
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attributes like BMI, height, weight, sleeping time and 
working hours or weekly bases exercise time, blood 
pressure were identified as the prime reacting factors. 
These attributes are the dominant factor. 

Calorie intake and exercise time are also 
important factor for the diabetes. 

Proper management of diet system and 
medication can treat and manage diabetes in proper 
way. 

The patient containing extensive blood sugar 
may be suggested to take insulin. 

This approach will help to manage the proper 
health status and control the weight, blood sugar and 
calorie consumption for specific patients. 

c) System Architecture 
Modeling of system is consisting of designing 

the system, processing the system architecture and 
integrate the proper modules and interfaces based on 
system requirements. 

The approach and process is divided in several 
consequent steps. First of all, a diabetes dataset is 
carefully prepared and then proceed the dataset as 
input to the specified system analyze the data with exact 
precision. Then, this system is designed to perform in 
ready state to analyze based on input data. A well 
specified model and properly guided mathematical 
equation with proper optimization of the backend 
calculative format is placed in the backend of the 
system to analyze data. Certain terms and conditions 
are also set in the system to work efficiently. After taking 
input data from the participants, then the system 
measures the input data based on the developed 
mathematical equation. At-

 

last, the system provides a 
prediction with a precise risk estimate in percentage for 
each individual patient. Then, this system will provide 
the optimum exercise goal and lifestyle for each and 
every individual patient. The medical experts and data 
scientists can use this prediction for further improved 
diagnosis process. However, the system is quite 
accurate to analyze data and to predict data for each 
and every individual patients. Moreover, the 
effectiveness of the proposed system can further be 
improved by.

 

© 2021 Global Journals

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
X
I 
Is
su

e 
III

 V
er
sio

n 
I 

  
  
 

  

30

  
 

(
)

Y
e
a
r

20
21

G
A Proposed Method to Identify the Occurrence of Diabetes in Human Body using Machine                            

Learning Technique



 

Fig. 3.1: System Architecture 

d) Integrated Database Design 
To conduct this research and to prepare the 

dataset, some conditions were taken into consideration. 
These conditions and research terms were carefully 
selected based on the experimental approaches and 
previous leanings of related research works. 

In this Integrated datasheet completely 
emphasis on various health parameters of the patients. 
Again, this dataset provides a minimalistic idea about 

the lifestyle of the participants based on the analysis of 
various different parameters. By this approach, it is 
possible to identify the probability of diabetes at an early 
age. 

To prepare the model realistic data was set and 
higher and lower bound values were carefully selected 
based on realistic data set, web source and medical fact 
data sheet. The values are carefully analyzed and not a 
single input in this range is out of the 

Table 1 A: Attribute details list 

Attribute Name Lower bound Upper bound 
Age 1 year 123 years 
BMI 10 kg/m2 50 kg/m2 

Blood Sugar (Fasting) 3 mmol/L 10 mmol/L 
Random Blood Sugar 5 mmol/L 30 mmol/L 

Systolic Blood pressure 70 mmHg 190 mmHg 
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Diastolic Blood pressure 40 mmHg 99 mmHg 
Exercise Time 70 min / week 2940 min/week 
Sleeping time 1260 min/week 10080 min/week 
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topic, it was confirmed that the participants having the 
fasting blood sugar range below the 3 mmol/L have the 
lowest.

• Possibility to fall in diabetes in near future. The 
Fasting blood sugar range from 3 mmol/L to 
10mmol/L was taken into consideration for this 
system.

• Participants Blood Sugar (Random): Participant’s 
blood sugar after 2 hours phase is likely an 
important indicator .The Random blood sugar range 
from 5 mmol/L to 30mmol/L was taken into 
consideration for this system. The random sugar 
should be noted with highest professionalism 
because any malfunctioned result or data input will 
change the whole result of prediction probability 
.The random blood sugar range above 10mmol/L is 
a serious indicator of getting diabetes.

• Participants Blood Pressure: From the analysis of 
several medical studies, scientists have found a 
significant connection of Participant’s blood 
pressure with chance of patient’s getting diabetes.
The normal range of Systolic blood pressure is less 
than 120 mmHg and Diastolic blood pressure is 
less than 80 mmHg.

• Participants Sleeping-time: In recent studies, health 
scientists have found specific link to sleeping hour 
with the probability of getting the chance of 
diabetes. From the analytical reasoning of the 
dataset, it was found that balanced sleeping time 
has a inverse-proportional relationship with 
diabetes. The participants sleeping time were 
counted in hours on weekly basics.

• Participants Exercise-time: Exercise is the key factor 
to control the glucose level of the blood. Optimum 
exercise plan can significantly lower the blood 
glucose level and chances to get attacked by 
diabetes in near future. So, Exercise time has a 
inverse-proportional relationship with the blood 
glucose level. The participants working or exercise 
time were counted in hours on weekly basis.

In our database design we have generated 
following attributes. The generation process has been 
discussed below:
• Participant’s Age: Patient’s age is one of prime 

factor for this study.  From the analysis of the 
dataset and the previous learning suggested that 
age has a very close relationship with diabetes. 
From the analysis it was observed that the people of 
age range belongs to 40 years to 60 years [5] have 
the highest risk to be get attacked by diabetes and 
the people of age below 40 years and above 65 
years have comparatively the lower risk percentage.

• Participant’s BMI: Body Mass Index(BMI) is an 
important indicator of Health index. To calculate BMI 
it is needed to collect Height and weight of 
individual patients.

To calculate BMI it was needed to record height and 
weight of each and every individual participants. In 
this system, it was considered the existing 
“Guinness world records” fact book to find out the 
tallest and smallest heighted people’s height to set 
the lower and upper bound of the height for the 
model. Though most of the participants belonged to 
the height range of 5 feet 3 inch to 5 feet 11inch 
range.
The generalized formula to calculate BMI:
BMI=Weight / (Height) 2

Where Weight is calculated in Kilo-gram (Kg) 
and Height is calculated in Meter(m). That’s why, taller 
patients with moderate weight have likely to face less 
risk of getting diabetes than the shorter participants with 
moderate weight. To calculate BMI, it was needed to 
collect weight and height of the participants. In this 
study, it was considered the BMI range from 10 kg/m2 
to 50 kg/m2 .Where the participants having the BMI 
range of 18.5 kg/m2 to 25 kg/m2  are considered to be 
healthy and participants having BMI above 30 kg/m2 are 
at a risk of getting diabetes in near future.

• Participant’s Gender: Participants gender is a 
related factor to estimate the risk for individual 
patients. Patients gender is a discriminating factor 
for the analysis of dataset. Female patients have 
different type of diabetes characteristics and many 
women fall in temporary diabetes which is called 
gastrointestinal diabetes. So, Data was collected 
from both Male and Female participants.

Participants Blood Sugar (Fasting): Participant’s 
blood sugar at fasting phase is likely an important 
indicator .It is one of the prime concern for the analyzing 
diabetes because patients having higher blood sugar in 
fasting phase likely to fall in diabetes in most of the 
times. By analyzing the dataset and previous study 



Attribute Relationship: 
Age: 

 

Fig. 3.2: Age vs Surveillance participants diabetes status test_result 

In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Age .In this dataset what was used a primary data 
source for the research , the Age range was between 
the range of 1year to 80 years of a different groups of 
male and female. Blue color plotted line is representing 
the Age (attribute). As per the information of dataset, 
Age started from the numerical value of 10 years old 
and finished at the ending point of 80 years. In this 
graph, Age was compared with surveillance participants 
diabetes status test_result. The test result has two 
different values i) Tested positive which is denoted as 
numerical value “ 13.0 “ (Yes/diabetes tested positive) to 
make and plotting the intercepting graph flatters and to 
make it more flexible to compare differentiating points of 
the graph , for ii) Tested Negative which is denoted as 
numerical value “ 7.0 “ (False/diabetes tested Negative) 

to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that age has a proportional relationship with 
test_result(negative/positive).Diabetes risk occurrence is 
heavily linked with the age. The persons /participants 
under the age of 26 years have the lowest risk 
probability and the age range between 26-40 years have 
the lower possibility. The age group of above 45 years 
old people have the highest risk of diabetes 
occurrences. 

From the analysis of the graph and previous 
studies , it is confirmed that older people have the 
higher risk of diabetes occurrences. 
Diabetes Risk Occurrence ∝ participant’s Age. 
Diabetes Risk Occurrence = K1*participant’s Age (4.1) 
Where k1 is a constant. 

Body Mass Index (BMI): 

 
Fig. 3.3: Body Mass Index (BMI) vs Surveillance participants diabetes status test_result 
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In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Body Bass Index(BMI) .In this dataset what was used a 
primary data source for the research , the Age range 
was between the range of 16.5 kg/m2 to 42 16.5 kg/m2 
of a different groups of male and female. Blue color 
plotted line is representing the BMI (attribute). As per the 
information of dataset, Age started from the numerical 
value of kg/m2 and finished at the ending point of 42 
kg/m2.In this graph, BMI was compared with surveillance 
participants diabetes status test_result. The test result 
has two different values i) Tested positive which is 
denoted as numerical value “13.0“ (Yes/diabetes tested 
positive) to make and plotting the intercepting graph 
flatters and to make it more flexible to compare 
differentiating points of the graph, for ii) Tested Negative 
which is denoted as numerical value “7.0“ 
(False/diabetes tested Negative) to make and plotting 
the intercepting graph flatters and to make it more 

flexible to compare differentiating points of the graph. 
From the visual inspection of the graph, it is clear that 
BMI has a proportional relationship with the surveillance 
participants diabetes status test_result (negative/ 
positive). Diabetes risk occurrence is heavily linked with 
with BMI. The persons /participants under the BMI of 21 
kg/m2 have the lowest risk probability and the BMI range 
between 22 kg/m2-28 years kg/m2 have the moderate 
risks. Having the BMI above 31 kg/m2, such group 
people have the highest probability of risks of diabetes 
occurrences. From the analysis of the graph and 
previous studies, it is confirmed that people having the 
BMI >32 kg/m2 people have the higher risk of diabetes 
occurrences. 

Diabetes Risk Occurrence ∝ participant’s BMI (body 
mass index). 

Diabetes Risk Occurrence = K2 * participant’s BMI (4.2) 

Where k2 is a constant 

Blood Sugar (Fasting): 

 

Fig. 3.4: Blood Sugar (Fasting) vs Surveillance Participants Diabetes status test_result 

In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Blood Sugar (Fasting) .In this dataset what was used a 
primary data source for the research , the Blood Sugar 
(Fasting) range was between the range of 3.9 mmol/L to 
9.1 mmol/L of a different groups of male and female. 
Blue color plotted line is representing the Blood Sugar 
Fasting (attribute). As per the information of dataset, 
Blood Sugar Fasting started from the numerical value of 
3.9 mmol/L and finished at the ending point of 9.1 
mmol/L.In this graph, Blood Sugar Fasting was 
compared with surveillance participants diabetes status 
test_result. The test result has two different values i) 
Tested positive which is denoted as numerical value 
“13.0“ (Yes/diabetes tested positive) to make and 

plotting the intercepting graph flatters and to make it 
more flexible to compare differentiating points of the 
graph, for ii) Tested Negative which is denoted as 
numerical value “ 7.0 “ (False/diabetes tested Negative) 
to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that Blood Sugar Fasting has a proportional 
relationship with test_result (negative/positive). Diabetes 
risk occurrence is seriously linked with with Blood Sugar 
Fasting. The persons /participants under the Blood 
Sugar (Fasting) range of 4.2mmol/L have the lowest risk 
probability and the Blood Sugar Fasting range between 
4.2mmol/L to 5.1mmol/L have the moderate risks.  
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From the analysis of the graph and previous 
studies, it is confirmed that people having the Blood 
Sugar Fasting >6.0 mmol/L people have the higher risk 
of diabetes occurrences. 
Diabetes Risk Occurrence ∝ participant’s Blood Sugar 
(Fasting). 

Diabetes Risk Occurrence = K3 * participant’s Blood 
Sugar (Fasting) (4.3) 

Where k3 is a constant 
 

Blood Sugar (Random): 

 

Fig. 3.5: Blood Sugar (Random) vs Surveillance Participants Diabetes status test_result 

In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Blood Sugar (Random). In this dataset what was used a 
primary data source for the research, the Blood Sugar 
(Random) range was between the range of 4.1 mmol/L 
to 18.5mmol/L of a different groups of male and female. 
Blue color plotted line is representing the Blood Sugar 
Random (attribute). As per the information of dataset, 
Blood Sugar Random started from the numerical value 
of 4.1 mmol/L and finished at the ending point of 18.5 
mmol/L.In this graph, Blood Sugar Random was 
compared with surveillance participants diabetes status 
test_result. The test result has two different values i) 
Tested positive which is denoted as numerical value “ 
13.0 “ (Yes/diabetes tested positive) to make and 
plotting the intercepting graph flatters and to make it 
more flexible to compare differentiating points of the 
graph, for ii) Tested Negative which is denoted as 
numerical value “ 7.0 “ (False/diabetes tested Negative) 
to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that Blood Sugar (Random) has a proportional 
relationship with the surveillance participants diabetes 
test_result(negative/positive).Diabetes risk occurrence is 
seriously linked with with Blood Sugar (Random). The 
persons/participants under the Blood Sugar (Random) 

range of 4.4mmol/L have the lowest risk probability and 
the Blood Sugar Fasting range between 5.4 mmol/L to 
6.1mmol/L have the moderate risks. From the analysis 
of the graph and previous studies, it is confirmed that 
people having the Blood Sugar (Random) > 7.0 mmol/L 
people have the higher risk of diabetes occurrences. 

Diabetes Risk Occurrence ∝ participant’s Blood Sugar 
(Random). 

Diabetes Risk Occurrence = K4 * participant’s Blood 
Sugar (Random).--- (4.4) 

Where k4 is a constant 
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Diastolic Blood Pressure: 

 

Fig. 3.6: Diastolic BP vs Surveillance Participants Diabetes status test_result 

In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Diastolic BP .In this dataset what was used a primary 
data source for the research, the Diastolic BP range was 
between the range of 68 mmHg to 91 mmHg of a 
different groups of male and female. Blue color plotted 
line is representing the Diastolic BP (attribute). As per 
the information of dataset, Diastolic BP started from the 
numerical value of 65 mmHg and finished at the ending 
point of 91 mmHg. In this graph, Diastolic BP was 
compared with surveillance participants diabetes status 
test_result. The test result has two different values i) 
Tested positive which is denoted as numerical value 
“61.0“ (Yes/diabetes tested positive) to make and 
plotting the intercepting graph flatters and to make it 
more flexible to compare differentiating points of the 
graph, for ii) Tested Negative which is denoted as 
numerical value “40 “ (False/diabetes tested Negative) 

to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that Diastolic BP has a proportional relationship 
with the surveillance participants test_result (negative/ 
positive). Diabetes risk occurrence is seriously linked 
with with Diastolic BP. The persons/participants under 
the Diastolic BP range of 70 mmHg have the lowest risk 
probability .From the analysis of the graph and previous 
studies , it is confirmed that people having the Diastolic 
BP > 85mmHg people have the higher risk of diabetes 
occurrences. 

Diabetes Risk Occurrence ∝ participant’s Diastolic 
Blood pressure. 

Diabetes Risk Occurrence = K5 * participant’s Diastolic 
Blood pressure (4.5) 

Where k5 is a constant 

Systolic Blood Pressure: 

 

Fig. 3.7: Systolic BP vs Surveillance Participants Diabetes status test_result 
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occurrence was compared with the relational attribute 
Systolic BP. In this dataset what was used a primary 
data source for the research, the  Systolic BP range was 
between the range of 100 mmHg to 130 mmHg of a 
different groups of male and female. Blue color plotted 
line is representing the Systolic BP (attribute). As per the 
information of dataset, Systolic BP started from the 
numerical value of 100 mmHg and finished at the 
ending point of 130 mmHg. In this graph, Systolic BP 
was compared with surveillance participants diabetes 
status test_result. The test result has two different values 
i) Tested positive which is denoted as numerical value 
“61.0“ (Yes/diabetes tested positive) to make and 
plotting the intercepting graph flatters and to make it 
more flexible to compare differentiating points of the 
graph, for ii) Tested Negative which is denoted as 
numerical value “40 “ (False/diabetes tested Negative) 

to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that Systolic BP has a proportional relationship 
with the surveillance participants diabetes status. 
Diabetes risk occurrence is seriously linked with with 
Systolic BP. The persons /participants under  the  
Systolic  BP  range  of  100  mmHg  have  the  lowest  
risk probability. From the analysis of the graph and 
previous studies, it is confirmed that people having the 
Systolic BP > 125mmHg people have the higher risk of 
diabetes occurrences. 

Diabetes Risk Occurrence ∝ participant’s Systolic Blood 
pressure. 
Diabetes Risk Occurrence = K6 * participant’s Systolic 
blood pressure (4.6) 
Where k6 is a constant 

Sleeping Time: 

 

Fig. 3.8: Sleeping time vs Surveillance Participants Diabetes status test_result 

In this graph ,it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Sleeping time. In this dataset what was used a primary 
data source for the research,  the Sleeping time range 
was between the range of 4 hours/day to 14hours/day of 
a different groups of male and female. Blue color plotted 
line is representing the Sleeping time/day (attribute). As 
per the information of dataset, Sleeping time started 
from the numerical value of 4 hours/day and finished at 
the ending point of 14 hours/day .In this graph, Sleeping 
time was compared with surveillance participants 
diabetes status test_result. The test result has two 
different values i) Tested positive which is denoted as 
numerical value “ 5.0 “ (Yes/diabetes tested positive) to 
make and plotting the intercepting graph flatters and to 
make it more flexible to compare differentiating points of 
the graph , for ii) Tested Negative which is denoted as 
numerical value “3.0 “ (False/diabetes tested Negative) 
to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 

of the graph. From the visual inspection of the graph , it 
is clear that Sleeping time has a inversly proportional 
relationship with the surveillance participants diabetes 
status test_result (negative/positive). Diabetes risk 
occurrence is seriously linked with Sleeping time. The 
persons /participants having sleeping time range 
between 6 hours/day to 8 hours/day have the lowest risk 
probability. 

From the analysis of the graph and previous 
studies, it is confirmed that people having the Sleeping 
time > 8 hours/day for a week & Sleeping time < 5.5 
hours/day for a week people have the higher risk of 
diabetes occurrences. 

Diabetes Risk Occurrence ∝ (1 / participant’s Sleeping 
time). 

Diabetes Risk Occurrence   = K7 * (1 / participant’s  
Sleeping time) (4.7) 

Where k7 is a constant 
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In this graph, it represents the risk of diabetes 



Exercise Time: 

 

Fig. 3.9: Exercise vs Surveillance Participants Diabetes status test_result 

In this graph, it represents the risk of diabetes 
occurrence was compared with the relational attribute 
Exercise time .In this dataset what was used a primary 
data source for the research, the Exercise time  range 
was between the range of 10 min/day to 100 min /day of 
a different groups of male and female. Blue color plotted 
line is representing the Exercise time/day (attribute). As 
per the information of dataset, Exercise time started 
from the numerical value of 10 min/day and finished at 
the ending point of 100 min/day .In this graph, Exercise 
time was compared with surveillance participants 
diabetes status test_result. The test result has two 
different values i) Tested positive which is denoted as 
numerical value “ 8.0 “ (Yes/diabetes tested positive) to 
make and plotting the intercepting graph flatters and to 
make it more flexible to compare differentiating points of 
the graph , for ii) Tested Negative which is denoted as 
numerical value “3.50 “ (False/diabetes tested Negative) 
to make and plotting the intercepting graph flatters and 
to make it more flexible to compare differentiating points 
of the graph. From the visual inspection of the graph, it 
is clear that Exercise time has a inversly proportional 
relationship with the surveillance participants diabetes 
status test_result (negative/positive). Diabetes risk 
occurrence is seriously /day to 60 min/day have the 
lowest risk probability . 

From the analysis of the graph and previous 
studies, it is confirmed that people having the Exercise 
time < 20 min/day for a week have the higher risk of 
diabetes occurrences. 

Diabetes Risk Occurrence ∝ (1 / participant’s Exercise 
time). 

Diabetes Risk Occurrence = K8 * (1 / participant’s  
Exercise time) (4.8) 

Where k8 is a constant 

Patient’s Exercise: Depending on the working 
type patients are given exercise time which is basically 
from 70 minutes to 315 minutes in a week. 

Combining all the constants we get, 
4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8 

D=
  

……………….           4.9 
 

Where k is a constant. 
By considering all the medical datasheets and 

references it was confirmed that diabetes risk for certain 
factor has a certain upper bound and risk doesn’t 
increase exceeding that bound. 

Considering The worst case scenario 
Threshold age = 45 years Threshold BMI = 37 kg /m2 

Threshold diastolic Bp = 130 mmHg Threshold Systolic 
Bp = 90 mmHg 

Threshold Fasting period blood sugar level = 6mmol/L 
Threshold Random period blood sugar level = 8mmol/L 
Threshold Exercise time = 15min/day 

Threshold Sleeping time = 4.5hr/day minimum 

So for worst case scenario all the parameters 
stay on threshold point. For that Occurrence will not 
increase after that certain point. 

 

Calculating the value of Constant K 
(Considering worst case scenario) 
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  Occurrence =
 

K 
 

Here,
 

K=  
 

=  

=2.78176 * 10-6 

Test case 1: 
Assuming , 
Age=45 yrs = 1.41*109 sec BMI= 37 kg/m2 

Diastolic Bp = 130mmHg = 17331.6 pa Systolic Bp = 90mmHg = 11998.98 pa 

Blood sugar level fasting period = 6 mmol/L = 6*10-3 mol/L Blood sugar level random period = 8 mmol/L = 8*10-3 
mol/L Exercise Time = 900sec 

Sleeping Time = 4.5 hour = 16200 sec So calculating the occurrence 

Occurrence = 
 

=  

= 100 

SO, diabetes occurrence percentage rate is 100 percent. 

Algorithm: Pseudocode 

Input: Participant’s Age, BMI, Systolic Blood pressure, diastolic blood pressure Fasting blood sugar, Random blood 
sugar, working time, sleeping time. 
Step 1: Collecting data from users input 

Step 2: Storing inputs and passing it into assigned variables 

Step 3: conversion of inputed data /parameters into standard forms and converting all into SI unit. 

Age Calculation = Age*(365*24*60*60) seconds;  

BMI = input value kg/m2 

Fasting sugar level calculation = Fasting sugar level*0.001 mol/L; 

Random sugar level Calculation = Random sugar level*0.001 mol/L;  

Systolic Bp calculation= Systolic Bp *133.32 pa; 

Diastolic Bp calculation = diastolic bp*133.32 pa;  

Sleep time calculation = sleep time*60*60 second;  
Exercise time calculation = exersice time*60 second; 

Constant value K is equal to 2.78 times exponential 6; 

Step 4: passing the converted values into desired variables; 

Step 5: starting of calculation by using the passed variables values into the derived equation 

Step 6: Analysis Report or Result is received. 

Step 7: Comparing the predicted calculation with predefined sets of terms and conditions 

Original result is equal to multiplication of (Constant value , Age, BMI, fasting sugar level, random sugar 
level, systolic and diastolic bp) which is divided by multiplication of sleep and exercise time. 

1. If original result greater 10 and original result less than or equal to 30 
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If Random sugar level greater 0.007 

Then Output 60 percent 

Else output original result 

2. Else if original result greater 30 and original result less than or equal to 50 

If Random sugar level greater 0.007 
Then Output 70 percent 

Else output original result 

3. Else if original result greater 50 and original result less than or equal to 80 

then, Output original result 

4. Else if original result greater 0 and original result less than or equal to 10 

If Random sugar level greater 0.007 

Then, Output 55 percent 

Else output original result 

5. Else if original result less than 0 

If Random sugar level greater 0.007 
then Output 51 percent 

Else output 0.0001 percent 

6. Else if original result greater 80 and original result less than or equal to 100  

then, output original result 

Else if original result greater 100 

output 100 percent 

else 

Output "invalid input"; 

Step 8: Displaying the predicted result and risk evaluation to the user 

Step 9: Ready for further analysis of different inputs 

IV. Result and Analysis 

For checking the Diabetes occurrence 
percentage rate we have used a computer programmed 
system which is developed according to our 
mathematical model. All the required attributes that we 
are using are taken in consideration for giving input into 
the system and from that we get our diabetes 
occurrence percentage rate. For the overall procedure 
28 sets of data are given input into the system starting 
from age 11-77 yrs. Afterwards by using the acquired 
occurrence percentage rate for every individual sets of 
data, graphs are prepared. The graphs show the 
comparative analysis of diabetes occurrence rate with 
individual attributes. Here for every individual graph 
Blood sugar level(random time) and Blood sugar 
level(fasting time) are taken in consideration because 
this two attributes contributes the most crucial part for 
occurrence rate change because with a small change in 
these attributes overall occurrence rate changes at a 
higher or lower rate. 
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Fig. 4.1: Blood sugar level (random & fasting time) VS Occurrence percentage rate 

From the above Blood sugar level (random & 
fasting time) VS Occurrence percentage rate graph it 
can be seen that with the increase in blood sugar level 
the diabetes occurrence percentage rate increase at a 
high rate. Random time sugar level has a higher effect 
to change in occurrence then fasting time. More 
importantly when the Blood sugar level exceeding the 

value 7 then the diabetes occurrence rate increases 
immensely. From the graph it can be seen with the 
blood sugar level 17 for random time and 9 for fasting 
time it gives the highest chance of diabetes occurrence 
(70%) and level below or close to 4 gives the lowest 
level of occurrence rate (1.45%). 

 

Fig. 4.2: Age (year) VS occurrence percentage rate 

The above bar graph is showing the 
comparative analysis of Age VS Occurrence percentage 
rate. The graph shows that age have a very little effects 
on occurrence rate. Graph shows a person of age 15 
have a high occurrence rate of diabetes which is 55% 
rather than a person of age 77 with an occurrence rate 
of only 6.73%.This happens because it can be seen that 

the person of 15 yrs of age have a higher blood sugar 
level then the person of age 77. 
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 Fig. 4.3: BMI VS Occurrence percentage rate

 From

 

the above BMI VS Occurrence percentage 
rate graph it can be seen that BMI values those are 
above or very much close to 20 in presence of higher 
Blood sugar level have a higher rate of Diabetes 

occurrence rate. From the graph BMI values of 
19.7,21,41,37,40

 

have a blood sugar level

 

(random/

 fasting period) above or equal to 7. And those values 
have the highest chance of diabetes Occurrence.

 

 
Fig. 4.4: Diastolic BP VS Occurrence percentage rate 

From the above Diastolic BP VS Occurrence 
percentage rate graph it can be seen that Diastolic 
values have a little effect on the overall occurrence rate. 
From the graph Diastolic value of 91 have a occurrence 
rate of only 7.53 % but Diastolic value of 72 or 84 have 
higher occurrence rate(60%,70%) it is occurring due to 
the significant change in higher rate of blood sugar 
level(random) and followed by blood sugar level(fasting 
time). 
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Fig. 4.5: Systolic BP VS Occurrence percentage rate 

From the above Systolic BP VS Occurrence 
percentage rate graph it is found that  Systolic values 
between or close to (115 to 125) with a Blood sugar 

level(Random/fasting) above or equal to 7 have a higher 
chance of diabetes occurrence. 

 

Fig. 4.6: Exercise time (min) VS Occurrence percentage rate 

From the above Exercise time (min) VS 
Occurrence percentage rate graph it is found that with 
higher exercise time and blood sugar level 
(random/fasting) less than 7 have a less chance of 
diabetes occurrence and from the graph it is also found 
when exercise time is 40 min and blood sugar level 
above 7 have a occurrence rate of 55 % and again with 
a decrease of exercise time to 20 min with a similar 
blood sugar level the chance of occurrence increases 
by 5%. So with less exercise time and having higher 
blood sugar level increases the chance of diabetes 
occurrence. 
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Fig. 4.7: Sleeping time (hr) VS Occurrence percentage rate 

For general cases sleeping time is inversely 
proportional to occurrence rate that is with the increase 
of sleeping time diabetes occurrence chance will be 
decreased. 

From the above graph it is seen that for 
sleeping time of 11hrs the diabetes occurrence rate is 
4.45% but that occurs if the blood sugar level is less that 

if below 7. But if the blood sugar level is high sleeping 
time have a very little effect on the overall occurrence 
rate as it is found from the graph when sleeping time is 
10hrs and blood sugar level(random) is 17 and blood 
sugar level(fasting) period is 9 in that case it has the 
highest chance of diabetes occurrence. 

 

Fig. 4.8: User interface for checking diabetes occurrence percentage 

In this section an overview of our developed 
system is shown. There are eight input fields for the 
user. All the inputs will be in standard unit of these 

parameters. Users will input their data in the text fields in 
proper formatting. After clicking the check result button 
the front end will collect the form data and will place 
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them in some variables and it will pass all variables to 
the back-end system to analyze data and generating a 
result. In the back- end the equation equates values and 
calculate the occurrence percentages of diabetes based 
on the mathematical model. Figure 11 shows the User 
Interface developed in this research to identify the 
occurrence of Diabetes in human body. 

V. Conclusion 

a) Summary of the thesis 
The primary goal of the developed model is to 

identify the occurrence rate of diabetes at an early stage 
with highest precision. Therefore, to identify the crucial 
factors for the thesis work a largesets of attributes were 
taken into consideration and after extensive analysis and 
scientific evaluations between the attributes, some 
attributes were finally selected to establish a scientific 
based mathematical equation which is combining all the 
terms, co-relations and all factors in a single 
mathematical equation for better and fast predictability. 
Using machine learning and data analysis techniques, it 
was established that the prediction score from the 
developed model matches closely with previous results. 
The model will provide valuable result and it will be 
helpful to identify diabetes occurrence rate with a less 
amount of diagnosis time and lowest cost consumption. 
Though the system has some error tolerance issue but 
after successful experimental and testing phase, the 
quality of data analyzing model and software system got 
better and became more reliable for accurate prediction. 

b) Findings of the thesis 
To conduct the research work , a huge number 

of case studies were analyzed and 50 more related 
journals, health science articles, analytics, survey 
reports were thoroughly studied to find out the actual 
reason of diabetes occurrences in human body and in 
this paper 8 co-relational actors were indicated and their 
co-relationship , bindings and contribution towards the 
diabetes was identified and marked .Then a complete 
mathematical term is established based on the previous 
knowledge, analytical attributes synthesis and based on 
mathematical terminology. Established mathematical 
equation and concepts were combined in a single 
equation with a universal constant formatting All the 
mathematical terms were reverified in several 
techniques like plotting different attributes in graph to 
identify the correct relationship. A dataset of 250 
participants of different age, groups and communities 
were selected for the case study and testing of the 
developed system. From this study it was confirmed that 
age is the most dominant factor and then random blood 
sugar level is a clear indicator of the diabetes status or 
diabetes level .All the attributes studied in this research 
like age, BMI, blood sugar, blood pressure, working and 
sleeping time have some contributions on diabetes risk 
score. A person can easily minimize the risk score by 

adjusting his/her life status, daily habits, food-calories 
intake and scaling an ideal exercise or sleeping time. 
Though diabetes is not preventable but the blood sugar 
level of any patient can easily be maintained in ideal 
level by inducting an ideal food, diet chart, balanced 
sleep and working hours and a good quality of life. The 
risk of diabetes will be optimized by an ideal lifestyle 
recommended by health nutrition experts and medical 
professionals. 
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Manuscript Style Instruction (Optional)

• Microsoft Word Document Setting Instructions.
• Font type of all text should be Swis721 Lt BT.
• Page size: 8.27" x 11'”, left margin: 0.65, right margin: 0.65, bottom margin: 0.75.
• Paper title should be in one column of font size 24.
• Author name in font size of 11 in one column.
• Abstract: font size 9 with the word “Abstract” in bold italics.
• Main text: font size 10 with two justified columns.
• Two columns with equal column width of 3.38 and spacing of 0.2.
• First character must be three lines drop-capped.
• The paragraph before spacing of 1 pt and after of 0 pt.
• Line spacing of 1 pt.
• Large images must be in one column.
• The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10.
• The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10.

Structure and Format of Manuscript

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words. 
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers 
are reports of significant research (typically less than 7,000 words, including tables, figures, and references)

A research paper must include:

a) A title which should be relevant to the theme of the paper.
b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.  
c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus.
d) An introduction, giving fundamental background objectives.
e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit 

repetition, sources of information must be given, and numerical methods must be specified by reference.
f) Results which should be presented concisely by well-designed tables and figures.
g) Suitable statistical data should also be given.
h) All data must have been gathered with attention to numerical detail in the planning stage.

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any 
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed.

i) Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also 
be summarized.

j) There should be brief acknowledgments.
k) There ought to be references in the conventional format. Global Journals recommends APA format.

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much 
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.
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19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
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