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Synthesis of Low-Profile Antennas using Fractal Analysis
By S. V. Dvornikov, Vi Vlasenko & A. A. Rusin

Abstract- The results of the synthesis of low-profile antennas based on taking into account the
very similarity of their elements are presented. The main disadvantages of low-profile antennas
and promising ways to overcome them are considered. The results of calculating their
characteristics in the MMANA-GAL and CST Microwave Studio modeling environment are
presented. Possibilities of fractal types of low-profile antennas are investigated. The prospects for
their application have been determined.

Keywords: low-profile antennas, fractal antennas, in-phase antenna systems.
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Synthesis of Low-Profile Antennas using Fractal
Analysis

CuHte3 HU3KOMPOPUIHHBIX aHTEHH METOJIOM (hpaKTaTLHOTO aHAIHN3a

S. V. Dvornikov ¢, Vi Vlasenko ° & A. A. Rusin ?

Abstract- Ilpeocmaesnensi pesynvmansl cunmesa
HU3KONPOPUNLHBIX AHMEHH HA OCHOBE YUema camo noooodus ux
9/1eMEHM06. Paccmompenst OCHOBHbIE Hedocmamiu

Hu3K0np0¢qubelx aHmeHH U néepCcneKmuenvle nymu uUx
npeoodonenusn. Ilpugedenvl  pesynomamvl  paciema  ux
xapakmepucmuk 6 cpede mooenuposanusi MMANA-GAL u CST
Microwave Studio. Hccnedosanvl 603moxcHocmu ppakmansHyix
munoe HM3K0np0¢qubelx AHMEHH. Onpedeﬂeﬂbt nepcnekmuesl
UX RPUMEHEHUA.

Kriouesviecnosa: HU3KONPOQUIbHbIE aHmeHHbl,
d)paKmaJlebl@ AHNIEHHbL, Cqu)aS’Hble AHNIEHHblE cCUucmembl.
Abstract- The results of the synthesis of low-profile antennas
based on taking into account the very similarity of their
elements are presented. The main disadvantages of low-
profile antennas and promising ways to overcome them are
considered. The results of calculating their characteristics in
the MMANA-GAL and CST Microwave Studio modeling
environment are presented. Possibilities of fractal types of low-
profile antennas are investigated. The prospects for their
application have been determined.

Keywords. low-profile antennas, fractal antennas, in-

phase antenna systems.
|. Benenue

€TONbI  TEeOpuu  (paKTajoB, pa3paboTaHHBIE

Mangens6porom [1], HaxomAT camoe IIMPOKOE

NPUMEHEHHE B  pa3JIMUHBIX  NPAKTHYECKUX
NPWIOKEHUSIX PAJUOTEXHUKU. B ocHoBe (pakTaibHOTO
aHaJM3a JIe)KaT CBOWCTBAa caMonono0us (pakTajioB, Kak
MPOCTEHIINX 3JIEMEHTOB, KOMOMHAIIMM KOTOPBIX MO3BOJISIOT
CHUHTE3UPOBaTh CIIOKHBIE KOHCTPYKLIUU c
MIPOTHO3UPYEMBIMH JKeJaTelNbHBIMU CBOHCTBamMu [2, 3].
Crporas uepapxus, onpeaesieMas GppakraramMi, OTKPBIBaeT
O0COOCHHO IIMPOKHE BO3MOXKHOCTH TIPH TIOCTPOCHUH U
pa3pabOTKN M3ITyYarOmUX yCTPOWCTB Ha OCHOBE aHTEHHBIX
pemreTok [4].

B wactHocTH, aHamu3 pabor [5—7] mokasain, 49TO
METOAbl (PaKTATBHOTO aHaJW3a IO3BOJIIIOT IOTYdYaTh
aHTECHHBIE PEIeTKH, 00Nagaromue He TOJIbKO TapMOHHMYHON
CTPYKTYpOil, HO W ¢ HeoOxoaumo# ¢Gopmoil auarpamm
HaIpaBJICHHOCTH. OpakTanpHas TeoMeTpus,
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npencrapieHHas B [8], mokaseiBaeT, 4TO HaMOOIEE MPOCTO
MeTO/bl (PPaKTAIFHOTO aHaIN3a PEATU3YIOTCS B JIMHEHHBIX
AQHTEHHAX, COCTOSAILIMX W3 COBOKYIHOCTH CaMOIOJOOHBIX
JJIEMEHTOB.

B gactHOCTH, B [9] 000CHOBAHO, UTO TAKOH MOIXO]T
obecrieunBaeT  BBICOKOE  IIOCTOSHCTBO  HapaMeTpOB
U3ITydaronien CUCTEMBI B OYCHb IIUPOKOM
yacToTHOMAuanaszoHe. Ilpu 3ToM OH NO3BOJSET yUTH OT
HENOCPEICTBEHHOTO cHHTe3a curHaioB [10], k cuHTE3y
YCTPOHCTB, YTO OCOOCHHO BaXXHO IUISI MOOWIJIBHBIX CHCTEM
[11].

B Hacrosimee Bpems  (pakTaJdbHBIH  ITI0/XOJ
YCIEIIHO UCTIONB3YETCs IIpH pa3paboTke
JIOTOIIEPUOJMYECKHX,  OMKOHMYECKHX M Pa3IUYHBIX

cnupanbHBIX aHTeHH [12]. Ilpu sToM criemyeT MOHUMATH,
9TO TaKkOM CHHTE3 BeAeT K YBEIHYEHHIO pa3MepoB
AQHTEHHBIX CHCTEM, IIPH TOM, 4YTO IIOJIyJaeMble TaKUM
0o0pa3oM aHTEHHbl HE OOJIANAIOT BBHICOKOW YaCTOTHOM
CeNIeKIMeH, TIOCKOJIbKY Yy HHX pEaJIM30BaH IPHHIUII
CaMOJIOTIONIHEHWA. A Tmepexo] K KOHEYHOW CTPYKType
AQHTEHHBl TPUBOAMT K OIPAHMYCHUIO €€ JHara30HHBIX
CBOWCTB.

O4eBHIHO, YTO METO/IBI CHHTE3a AHTEHH Ha OCHOBE
(hpaxTaIbHBIX 3JIEMEHTOB TpeOyroT JIETaIbHOTO
TEOPETUIECKOTO OCMBICIICHHUS, c MOCTIETYIOLTIM
MIPOBEICHUEM MPaKTUIECKUX 9KCIIEPUMEHTOB,
HaIpaBJIEHHBIX THA IOMCK ONTUMAIBHBIX CTPYKTYP.
YunThiBass yka3zaHHbIE OOCTOSITENbCTBA, B HACTOAIICH
CTaTb€  MPEJACTABICHBl  PE3yNbTaThl  UCCIEIOBAHUMH,
CBSI3aHHBIX C CHHTE30M HHM3KONPO(MWIBHBIX aHTEHHBIX
CHCTEM Ha OCHOBE (ppaKTaibHBIX DJIEMEHTOB.

Il. OcobeHHOCTH HU3KOMPO(DUIHHBIX AaHTEHH

HuskonpoduibHble aHTCHHBIC CHCTEMbI U3BECTHBI
JIOCTATOYHO JaBHO W aKTUBHO TIPUMEHSIOTCS Kak B
CUCTEMaxX CBSI3M, TaK U PaAMOTEXHHYECKUX cucTemax [13].
[IpakTHdyeckwii  acmeKT WX  pPa3BUTHSA  CBA3aH  C
HEOOXOUMOCTBIO MUHHUATIOPU3AIHN pa3mepoB
pangMoTeXHWYeCKHX  cucTeM. Kak  mpaBwiio, Takwe
aHTEHHBIN3TOTABINBAIOT Ha OCHOBE pa3THYHBIX
METAIMYECKUX WM JIUDJIEKTPUYECKUX  W3TydaTelseH,
KOTOpbI€ pacrojiaraloT Ha OTHOCHTEIHHO HEOOIbIION

BBICOTC h < O, 1>\4 HaJg METAJUIMYCCKUM DKPaHOM.

OCHOBHBIM JOCTOMHCTBOM HPI?:KOHpO(I)I/IJ'ILHLIX
AHTCHH SABIAOTCA nux HeOOJIbIIHe Fa6apI/ITBI u
OTHOCHTEIIbHO Mallblii Bec. DTO oOecreYrBaeT yZ[O6CTBO
pasMenieHus TaKHuX AHTCHH Ha IMOJABH>XKHBIX
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pamMOTEeXHUYECKHX  OOBEKTaxX, MWIM B  MeECTax, C
OTPaHUYEHHBIMU T€OMETPUIECKIMH pa3MepaMHu.
K 1mpyruM  HECOMHEHHBIM  TIOJNOXXHTEIBHBIM

MOMEHTaM HH3KOMPO(UIBHBIX AHTEHH, CJIEAYeT OTHECTH
OPOCTOTY WX HM3TOTOBICHUSI M JOCTATOYHO HHU3KYIO
CTOMMOCTB, 00ECTIeYHBACMBbIX TIPUMEHCHHEM HHTEIPATbHBIX
TEXHOJIOTHII M3rOTOBJICHHS MEYATHBIX ILIAT, COBMEUICHHBIX
¢ uznyyarenem [14].

B Hacrosiee BpeMs, aKTYyaJIbHOCTh
MHUHHUATIOPH3ALMA  AHTEHH  ONpPENEeNseTCS  AKTHBHBIM
pasBuTHeM  OecnpoBOIHBIX ~ cucteM  cBsisu  [15].
HeiictBUTeNbHO, eciii Ha 0a3e MHTETPAIBHBIX CXEM,

BO3MOXKEH CHHTE3 AaHTEHHBIX pEIIETOK CPaBHUTEIHHO
HEeOOIBIIOr0 00BEMa, MAacChl U TJIABHOE MO BBICOTHI, TO
royeMy ObI MX M HE UCIIOJIB30BATh.

B  obmem cuyuae, (¢opma  H3IydaTeNs
HU3KONPO(QHIBHONW aHTEHHOW peIIeTKH He 00513aTeIbHO
MOXeT ObITh JTMHEWHOH (B BUae BuOparopa). Kak mpasuio,
B IUIOCKOCTHOHM (IUTAaCTHHYATOH), INENEBOH, CHHMpalbHON
CTPYKTYpax MCIOJB3YIOT AHTCHHBIE 3JIEMEHTHI C CaMBbIMU
Pa3IMYHBIMH F€OMETPHUECKUMH (popMamu.

Bmecte ¢ TeMm, HH3KONPOQHUILHBEIM aHTEHHAM
NIPUCYIIM W OTpeleNieHHbIe HenocTaTku. K OCHOBHBIM W3
KOTOPBIX CJIEAYET OTHECTH: y3Kas Mojoca pabodnx 4acToT;

Hu3kasgs  dpdextuBHOCTh  (Mambiii  KIIJ[); moOouHbIe
M3Ny4eHHss €€  DJEMEHTOB M  BBICOKMH  YpOBEHb
KPOCCIOJIIPU3ALHH.

B [16, 17] obOocHOBaHO, YTO OIWH W3 MyTeH
MONYYCeHUS YPPEKTHBHBIX MAIIOTA0APUTHBIX aHTCHH, CBS3aH
C WCNONB30BaHWE TMpH WX  pa3paboTke  METOAOB
(dpakranpHOli TeoMerpun.CienoBaTeNbHO, IEIECO00pa3HO
paccMOTpUM ~ BO3MOXKHOCTb ~ MPUMEHEHHSI  MPOCTHIX
(hpaKIHOHHBIX AJIEMEHTOB C LEJbI0 YCTPAHEHHS HEKOTOPBIX
HEJIOCTATKOB HU3KOMPO(HIbHBIX aHTEHHBIX PELIETOK.

[11.  ®paxTanbHBIN CHHTE3 HU3KONPO(DMIFHBIX aHTCHH

B kadecTBe mpuMmepa paccMOTpUM CHH(Da3HYIO
AQHTEHHYI0 CHCTEMY, COCTOSIIYIO U3 JIBYX IOJYBOJHOBBIX

BHOpaTOPOB (f [ A= 0, 25) Ha paboueit yactote f = 750

MTIu. Bynem monarath, 4To BUOPATOPBI PACIIONOKEHBI HAT
pedaexropom Ha BeicoTe h =5 cmM.

Janee nccnenyem xapakTepUCTHKA TAKOW CHCTEMBI
TIPY Pa3TUYHOM PACIIONIOKEHUH BUOpaTopoB. B wacTHOCTH,
MIPU  HCIIOJIb30BAHWHM  OJHOIIPOBOAHBIX BHOpaTopoB, V-
00pa3HBIX BUOPATOPOB, a TaKke BUOPATOpOB, COOPaHHBIX Ha
OCHOBE (ppaKTanbHBIX DJIEMEHTOB.

Monenn aHTEHHBIX cucTeM sl V-00pa3HbIX
BUOPATOpOB, a TakkKe BUOPATOPOB, COOpPaHHBIX HAa OCHOBE
(dpakTanbHBIX 3JEMEHTOB,NOKa3aHbl Ha puc. 1. Cnpasa

IpecTaBlIeHa cUCTeMa Ha 0cHOBe V-00pa3HbIX BUOPATOPOB,
BHOPATOPOB,

a cIlpaBa — Ha OCHOBC (bpaKTaJILHBIX

3JICMCHTOB.

ERRL
et
AT AT Tt
q,-;.:-..‘.-‘:..'o 'g'l-::?'.;t
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Yl A T AT AL Fod A ol A
SR AR R ALY

Puc. I: CTpyKTypHI 2JIEMEHTOB aHTEHHBIX PELIETOK

Jiin  monmydeHWs W TOCHENYIOIEH — OLEHKH
KOJIMYECTBEHHBIX MapaMeTPOB PAcCMOTPEHHBIX AHTEHHBIX
cucteM, OBbIIa HWCIONb30BAaHA KOMITBIOTEpHAS IIPOrpaMma
MMANA-GAL.

Tak, Ha puc. 2, 3 u 4 noka3zaHbl pacCUMTaHHbIE
nuarpaMmel  HampasieHHocTH ([IH) paccmarpuBaembIx
aHTEHHBIX cucTeM Ha yacToTax 750 MI'n, 1800 MI'x u 2100

MI'u. Ha yka3zanHeix pucyHkax JIH npuBeneHsl 1o
MOILIHOCTH  M3Jy4Y€HHUS C  y4eToM  OTpakarouiei
IIOBEPXHOCTH.
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... H-NMNOCKOCTD

Ga:887dBi=0dB (Hnonspusayms)
Gh:6.72 dBd
F/B:-13.07 dB; Tein: Azum. 120 rp, Snesayma 60 rp
F: 750.000 My
7- 74285 +j82 443 Om
KCB: 2.9 (75.0 Om.

________H—nnDcHDch
Ga: 13.62 dBi=0dB (H nonapu3ayma)
Gh - 11.47 dBd
F/B: -8.75dB; Tein: Azum. 120 rp, 3nesaumna 60 rp
F: 1800.000 My
Z:20.880 + j62.733 Om
KCB: 6.2 (75.0 Om),

... H-NOCKOCTD

i

Ga:12.12dBi=0dB (H nonapusayna)

Gh :9.97 dBd

F/B: -4.27 dB; Tein: Asum. 120 rp, 3nesauwa 60 rp
F:2100.000 My

2142522 +1147.100 Om

KCB: 4.2 (75.0 Owm),

Puc. 2. XapakTepUCTUKHU 2-X dJIEMEHTHON CHCTEMBI C TMHEHHBIMU BUOpaTOpaMu
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Ga:9.05dBi=0dB (H nonapusayma)

Gh:6.9dBd

F/B: -15.07 dB; Tein: Asmum. 120 rp, Znesauyna 60 rp
F:- 750.000 My

Z:218.713 + [105.870 Om

KCB: 3.7 (75.0 Owm),

Ga:1313dBi=0dB (H nonapuzaywna)

Gh :10.98 dBd

F/B: -8.70 dB; Tein: Asum. 120 rp, 3nesauna 60 rp
F: 1800.000 My,

Z:83735+ )71.013 Om

KCB: 2.4 (75.0 Om),

Ga: 1146 dBi=0dB (H nonapusayma)

Gh:9.31 dBd

F/B: -5.23 dB; Tein: Azum. 120 rp, 3nesayma 60 rp
F: 2100.000 My,

296276 - 19.824 Om

KCB: 1.4 (75.0 Om),

Puc. 3. XapakTepUCTUKHU 2-X dJIEMEHTHON CHCTEMBbI

¢ V-00pa3HpIMU BUOpaTOpaMu



Ga:8.82dBi=0dB (H nonapwsayma)

Gh : 6.67 dBd

F/B:-12.25 dB; Tein: Asum. 120 rp, nesayma 60 rp
F: 750.000 My

Z:263.748 + j50.955 Om

KCB: 3.7 (75.0 Om),

Ga:11.3dBi=0dB (Hnonapusayuna)

Gh :9.15 dBd

F/B: -14.36 dB; Tein: Azua. 120 rp, 3nesaumna 60 rp
F: 1800.000 My

Z:B65.739 - 121 987 Om

KCB: 1.4 (75.0 Om),

Ga:958dBi=0dB (H nonapusayna) X
Gh - 743 dBd

FiB: -2.57 dB; Tein: Azum. 120 rp, 3nesauymna 60 rp

F: 2100.000 My

Z- 28 618 + |47 560 Om

KCB: 3.8 (75.0 Om),

Puc. 4: XapakTepUCTUKHU 2-X JIEMEHTHOH CHCTEMBI

¢ GpaxTanbHBIME BUOpAaTOpaMu
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AHanu3 TMOJYYeHHBIX pPE3yJbTaTOB MO3BOJIAET
cHenaTh ciexyromee 3aKiIioueHe. B xone MoaenupoBaHus

paccMmarpuBancs JOCTaTOYHO IIMPOKMH JWANa3oH, C
koa(ppunrenroM nepekpeiTHs paBHoM 2.8, Crnenyer
OTMETUTb, YTO B HOMUHAJIBHOM 3HAYEHWUH, AHTECHHBIE

CHUCTEMBI OXBATHIBAIOT JUAMa30H pabOThI ceTei MOOMILHOU
CBSI3U M IIUPOKOIIOJIOCHOTO AOCTYTIA.
Tak, B Hwkueidl ywactu (750 MI'm) JJH y Bcex

aHTEHHBIX CHCTEM IpUMEpHO oauHakoBel. Ho y 2-x
JNIEMEHTHOW CHCTEMBI C JHUHEWHBIMH BHOpaTOpamu
BeqmunMHa  Kodd¢ummenta crosuedr  BomHBl  (KCB)
cocrapmsier 2.9, OpM  3HAUYCHHH  KOMIUIEKCHOTO

compotusienus z1 = 74.3 + j82.4. B To Bpems Kak y 2-X
AIIEMEHTHOM cucTeMBl ¢ V-o0pa3HeiMu BuOpatopamu KCB
paBHO 3.7, HO KOMIUICKCHOE CONpOTHBIeHHEe Z2 = 218.7 +
j105.9. A y 2-x BIEeMEHTHOH CHCTEMBI C (paKTaIBHBIMH
BuOpaTopamu, coorBerctBenno KCB = 3.7, z3 = 263.7 +
j50.9.

Tak, B cpemneit wactu (1800 MIm) JH y 2-x
QJIEMEHTHOW CUCTEMBl C JIMHEHHBIMH  BHOpaTOpamu
pa3BanMBaeTCsl Ha TpH JiemecTka. llpuuem 3aTyxaHue y
KpailHHX JenecTkoB Ha 15 1b Bbllle, OTHOCHUTEIBHO

3aryxaHus, Kpaifaue senectku JIH Gomee jokanm3oBaHbI.
[Tpu TOM, 4TO Yy 2-X 3JIEMEHTHON CHCTEMBI C (PPaKTAIHHBIMHU
BHOpaTopaMu YpOBEHb 110 KpPalHHUM JIETIECTKaM COCTaBIISIET
Bcero MuHyc 8 nb, oTHocuTensHO HeHTpansHoro. A JIH He
umeer mpoBanoB. CieayeT OTMETHTh, YTO (paKTanbHas
cucteMa uMmeer cambplii Hm3kud KCB = 14. V¥V 2x
3JIEMEHTHON CHCTEMBI ¢ V-00pa3HBIMH BHOpATOPAaMHUOH B
1.7 pa3a BpIIIe, a 2-X DJIEMEHTHOW CHCTEMBI C JTMHEHHBIMU
BuOparopamu — B 3 pasa.

B Bepxneit yactu (2100 MI'n), HanbGosiee nenbHas
JAH y 2-x onemeHTHOH cucteMbl ¢ V-00pa3HBIMH
BubGparopamu, ee KCB = 1.4. V ¢pakranbHOH CHCTEMEI
KCB B 2.7 pa3a Bblllle, a Y 2-X 2JIEMEHTHOH CHCTEMBI C
JIMHEIHBIMU BUOpaTopamH B 3 pasa.

Jns  TOBBINIEHWS  HAJE)KHOCTH  PE3YNIbTAaTOB,
JOTIOIHUTENPHO  OBUIM  TPOBEASHBI  pacyeTsl ¢
HCTIOJIb30BaHUEM KOMIBIOTEPHOH nporpaMMbeICST
MicrowaveStudio. CoriacHO TIPOBEICHHBIM pacyueTam,

xapakrepuctuku JIH no AByM KOMIIBIOTEPHBIM IIPOrpaMMaM
JAI0T NPUMEPHO OJUHAKOBBIE peE3ylbTaThl. B kauecTBe
NIpUMEpPa, Ha PUC. 5 MPUBEAEHBI XapaKTEPUCTUKH U3ITyUEHUS
TOM ke 2-X DIIEMEHTHOM AaHTEHHOW CHCTEMBI C

(dpakTanbHBIMU BUOpaTOpamH, 4To U Ha puc. 4.

Puc. 5. XapaKTepUCTUKH 2-X 3JIEMEHTHON CHCTEMBI

¢ ¢pakTaIEHBIMA BHOpaTOpamMu

LEHTpaJpHOro. Y 2-X DJJIEeMEHTHOHM CHUCTeMBI C V-
o0pa3HBIMH  BHOpaTopaMu TIpPH TaKOM JK€ ypPOBHE
0
= B
Phe= GO Phi= 270
60 / b .m w
'| |
w0 S L] o0}
5 | |
120 | ; /10 . l_,r;'
B menom, Bce paccMOTpEHHBIE CHCTEMBI HE

SIBJISIFOTCSI ONTUMAJBHBIMU TIPH PaboOTe B TAKOM IIHPOKOM
JquanasoHe yactor. Ho TpeGoBaHus paboTOCOCOOHOCTH
COXPAaHSIIOT.

IV. 3axkmrouenne

B 3akimrodeHuu cieayeT  MOMYEPKHYTH, YTO
KO3 (OUIIMEHT yCUJICHHUS] BCEX PACCMOTPEHHBIX aHTEHHBIX
cucteM JexuT B mpeaenax 9...13 agb. Ilo ycnosuto
cornacoBaHus ¢ gumepom 75 OM B OWama3oHe 9acTOT OT
750 MI'u mo 2100 MI'unyymuM BapuUaHTOM SBIISETCS
aHTeHHas cuctemMa ¢ V-o0pasHBIMH BHOpaTopaMu. OTO
o0BsicHsAETCS TeM, 4To B V-00pa3HOM BHOpaTope, Kak U B
OMKOHUYECKOM, TPOUCXOAUT TpPaHC(HOPMAILUS BOJHOBOTO

COTPOTHBIICHUS, B  pe3yibTare dero HaOmomaercs
KOMITEHCAIMsl ~ OTpaXeHHOW  BOJHBL.  BodpakranpHOU
CHCTEME TIPH YyBEIMYEHHHM YacTOTHI TaKKe HaOiomaercs
3¢ ¢GeKT  YEeTBEPTHBONIHOBOTO  TpaHchopMaTopa,  dTO
IIPUBOJUT K YJIYUYIICHHUIO YCIOBHS COTJIACOBAHMSL.

Takum  oOpa3oMmM, MOXHO 3aKJIIOYUTH, YTO
MPUMEHEHUE (pakTambHBIX BHOpaTopoB B

© 2022 Global Journals

HU3KONPOQWIBHBIX ~ aHTEHHBIX  CHCTeMax  TpeOyer
JOTIOJIHUTENFHOTO ~ COTJIACOBAaHMS C JIMHUSMH TMHTAHUS
JJIEMEHTOB CUCTEMBI.

OdYeBUIHO, YTO  HCIOJIb30BaHHE(PpaKTaTIHLHBIX
u3iydaTeseil B HMU3KOYACTOTHBIX JMANa30HAX YCIIOKHSIET
KOHCTPYKIIMIO aHTEHH M CHW)KAET MX HaJEKHOCTh, OATOMY
Jaxe ¢ y4éTOM  JIOCTIDKCHHS  HE3HAYMTEIbHOTO
MOJIOKUTEITHHOTO a¢dexra MIPUMEHECHUE TaKuX
AHTEHHTPEOYET JOMOJHUTEIEHOTO 000CHOBAHUS.

JlanpHemre ucCaeIOBaHUs aBTOPBI CBSI3BIBAIOT C
AQHAJTU30M NIMPOKOIMATIA30HHBIX AHTCHH, MOCTPOCHHBIX Ha
OCHOBE (DpaKTaIHLHOTO CHHTE3A.
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Website Text Translation and Image Translation
from a URL using Optical Character Recognition
(OCR)

A.H.M. Saiful Islam ®, Eshita Agnes Purification °, Fahima Akter Anni ® & Kishor K. Baroi ©

Abstract- Now-a-days we are almost completely dependent on
information system for our day-to-day work. Almost every
organization of different sectors has their own website. These
websites are visited not only by the native people but also by
the foreigners. But sometimes they are unable to do so
because of language barrier. At present, many translating
tools are available but they are either for translating text of a
website or translating text from an image. At some cases
people have to copy the text and then translate it separately
which is a lot of hassle and time consuming. We aim to
implement a website translator which will take the URL of any
website and translate it in any language. It can also translate the
text of the images of that website. We have also created some
more new algorithms for URL translation, English to Bangla
number translation and English to Arabic number translation.

[. INTRODUCTION

e live in a world of information system at
Wpresent. We are very dependent to various

websites  for information about almost
everything. For this purpose, people all over the world
goes through numerous websites every day. But all
websites are not available in their native languages.
Around 75% of the world's population does not speak in
English according to BBC - UK report1®. Here comes
the need for translating the contents of the websites.
Also, sometimes the images of the websites contain
texts which are also need to be translated.

Google translator is widely used for this
translation purpose. It can translate texts of any websites
using the url of the website. But it doesn’t translate the
texts inside the images of that website. If anyone
searches for an educational website and there is an
image of a notice, he/she will not be able to read it as it
won'’t be translated using google translator.

For image translation there are also many apps
and websites which are widely used to translate the
texts inside of an image to any desired language. But
they only deal with images. OCR (Optical Character
Recognition) is widely used for the image translation
method. It is a technology that recognizes text within a
digital image ™. It is commonly used to recognize text in
scanned documents and images .

In our work, we tried to create a platform where
the users will be able to translate the whole website in

Author a: Notre Dame University. e-mail: saiful@ndub.edu.bd

any language using the URL and they will also be able
to translate the image texts too.

We have also created a platform which will
convert random images where the numbers will also be
translated from English to any languages. We worked with
only Bangla and Arabic numbers here. But English
numbers can also be translated to other language
numbers too only by editing the algorithm we created.

We organized this paper in this way:
Section

1. Gives the introduction of our work, section.

2. Eplains the implementation details of our website,
section.

3. Includes the three algorithms we created, section.

4. Presents the outcomes of the experiments, as well as
a comparison to the current procedures and the last
section.

5. Contains the conclusion and future work.

[I. IMPLEMENTATION DETAILS

In our work, we create three types to translate
such as website URL translation, image URL translation
and image file (png or .jpg) translation. Firstly, for
website URL translation, we take a website URL as input
to call that website from google website and run in our
website along with a translation tool to translate that
website in any language we want and we can see as
figure 1.
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Translator

irmmienm o i ol ——r

Figure 1: The homepage of the website and the website url to be tested

Secondly, for image URL translation, when we
put a website URL and run that in our website it also
collects all the image URL that website has and show it at
the end of our website. By selecting an image URL, we
collect the image from google and convert it to word by
using tesseract OCR and save it in a file. After that we
call the .txt file and show it to our website. When we
select an image URL, we see that .txt file along with the
image and translation tool. Now we can translate the
image and read the image text in any language. The
figure 2 portrays the translation process of the text from
an image url. We also show the image text in a format so
that it is easy to understand and easy to read.

© 2022 Global Journals
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Figure 2: Translation of the text from the image from a website
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Lastly, forimage translation, we take an image as
an input to translate the image text along with numbers.
We use our own algorithm to translate the image text
and numbers as a sample we use English to Bengali or
English to Arabic/Persian Language translation. When
we put an image, it converts the image to text and put it
in a .txt file. Then using a function to convert the numbers

from English to Bengali or Arabic/Persian numbers and
show the whole file in our website after converting the
numbers and we get the following results in figure 3.
And figure 4 shows the translated view of an image
sample from English to Bengali and from English to
Arabic respectively.

Translator

Oy v udable for Eaglish oo Beagahi Tomslncn esd Enghsh v Ferua Ansket Tinesios

Figure 3: View of the image insert module of the website
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Figure 4: Translated view of the image in Bangla and Persian from English

[11.

ALGORITHMS

In this section our own algorithms are discussed. We have implemented these three algorithms in our
website. Figure shows the first algorithm which is used for translating texts of a random image from English to

Bangla.

Save  the
image file as
“test.jpg”

Take an
image file

Use OCR to extract the
text from the image and
save it in a out.txt file and
file put the file in a variable

To translate the text of
the image with Bengali
along with numbers
create a function named

us th tn

Display  the
“Stxt” variable
to translate it
in Bengali

Convert the number of
English to Bengali using the
function

Put the number
of English and

Bengali in two
different array

bang ()" and put
it in a new variable “Stxt”

Figure 5: Algorithm to Image Translation (English to Bengali)
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Figure 6 describes the algorithm to translate the text of arandom image from English to Persian.

Save the

Take  an image file
s
estjpg

file

Display the “Stxt"
variable to
translate it in

BEI’Igali "Stxt"

Use OCR to extract the
text from the image
and save it in a out.txt
file and put the file in a
variable “Stext”

nd put it in a new variable

To translate the text of the
image with Bengali along with
numbers create a function
named

“convertEnglishToPersian()”

Convert the number of English
to Bengali using the function

Put the number of
English and Bengali in
two different array

Figure 6: Algorithm to Image Translation (English to Persian)

Figure 7 describes the algorithm to translate the text of an image from a website url from English to any language.

Collect the
content of
the website
in a variable

Take the url

. with
as a input

Display  the
“out.txt” file to
translate it in
any language

Display the variable along
the translation
dropdown box

Use OCR to extract the text
from the image and save it
in the file as “out.txt” file

To translate the image,
extract all image url
from the website and
display it

want to select and the

image will be saved as
“test.jpg” file

Figure 7. Algorithm for URL Translation

IV. RESULTS ANALYSIS

This section describes the results of our works.
In all three sectors of our work, we used the term
Accuracy to calculate the performance of them.

Accuracy: It is defined as the ratio of translated
words and total words. Here w is the number of properly
translated words, and W is the number of total words.

Accuracy = w /W

We have experimented Up to 70 websites and
up to 50 random images with our approach. Our
website reaches almost 83 percent accuracy in the field
of website translation and 85 percent in the field of
translation of images from those websites. The accuracy
of the translation of the random images from English to
Bangla reaches 98 percent and from English to Persian

© 2022 Global Journals

it reaches almost 93 percent. We tested this approach
with various text fonts, and our website accurately
translated themall.

V. CONCLUSION AND FUTURE WORK

We have implemented an easier and user-
friendly website which takes an url as input and translate
the website in any desired language. Using this
platform, users will be able to get the information of any
website in their comfortable language and it is also time-
saving as it translates any website using only a URL. It
also translates the texts inside the images of the
website. The users are also able to extract the texts of a
random image and we have used our own algorithm to
translate the English numbers to Bangla and Arabic
numbers.



In future, this paper will be helpful to build a
mobile application where one can add camera module
to take an image and translate it through the app where
they can translate numbers too. This paper can also help
to build an app or a website that will be able to take any
url from any barcode and translate both the text and
images. In future this paper will be helpful to create a
new algorithm to translate text of all the images of the
website in a single webpage along with the web text just
like the original website.
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Performance Evaluation for Ad hoc Routing
Protocol in Vehicular Ad hoc Network (VANET)

Dr. Gurjeet Singh

Abstract- In this paper we researched about different ad hoc
routing protocols for VANET. The main aim of our study was to
identify which ad hoc routing technique has better execution in
highly mobile environment of VANET. To measure the
performance of routing protocols in VANET, we considered
two different situations i.e. city and highway. Routing protocols
were selected carefully after carrying out literature review. The
selected protocols were then evaluated through simulation in
terms of performance metrics i.e. throughput and packet drop.
From results, we observe that A-STAR shows better
performance in form of high throughput and low packet drop
as compare to AODV and GPSR in city environment, while
GPSR shows better performance as compare to AODV in both
highway and city environment of VANET.

Keywords: VANET, routing protocols, MANET.

[. INTRODUCTION

ANET is a specific instance of remote multihop
network, which has the imperative of quick

geography changes because of the great hub
portability. With the increasing number of vehicles

equipped with computing technologies and wireless
communication devices, inter vehicle communication is
becoming a promising field of research, standardization,
and development. VANETs empower a wide scope of
utilizations, for example, counteraction of crashes,
security, blind intersection, dynamic course planning,
continuous traffic condition checking. Another important
application for VANETSs is providing Internet connectivity
to vehicular nodes. Figure 1 shows an example of a
VANET. Because of high portability, successive changes
in geography and restricted life time are such attributes
of this network that settle on steering choices really
testing. A few different factors, for example, street
design and various conditions, for example, city and
roadway makes directing more testing in VANET. As
opposed to topology based routing of MANET, VANET
uses position information of the participating nodes
within the network to take routing decisions. Further we
will discuss how position based routing used for VANET.

Figure 1. Example of VANET

[I. ROUTING IN VANET

VANET wuses position information of the
participating nodes within the network to take routing
decisions. Further we will discuss the routing used for
VANET.

Author: Associate Professor, Department of Computer Science &
Engineering, MK Group of Institutes, Amritsar.
e-mail: hi_gurjeet@rediffmail.com

a) Position Based Routing (PBR)

The dynamic and profoundly versatile nature of
VANET, where hubs act exceptionally quick and
changes its area as often as possible requests such
routing technique that can manage the climate of such
organization. These demands tend the researchers to
use positions of nodes in order to provide successful
communication from source to destination. Such
method in which geographical positions of nodes are
used to perform data routing from source to destination
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is called position based routing. Position based routing
accepts that every hub know about its
physical/geographic situation by GPS or by some other
position deciding administrations. In it each node also
has the knowledge of source, destination and other
neighboring nodes. As compared to topology based
routing, position based routing uses the additional
information of each participating node to applicable in
VANET, that additional information is gathered through
GPS. Position based routing gives hop-by-hop
communication to vehicular organizations. A position
based steering convention comprises of many
significant parts, for example, "beaconing', ‘"area
administration and servers" and ‘recuperation and
sending systems".

e Beaconing: In it a node forwards packet with the
current physical position and the unique id (IP
ADDRESS). If node receives beacon from its
neighbor’s then it updates its information in location
table. Thus beaconing is used to gather information
of node’s one-hop neighbor or node’s next hop
neighbor.

e [ocation service and servers: When a node does not
contain current physical position of a specific node
in its location table or want to know current physical
position of any specific node then location service
assisted to find current position of a specific node.

e Forwarding and Recovery strategy: Forwarding and
recovery strategy are used to forward data from
source to destination node.

b) Greedy Perimeter Stateless Routing (GPSR)

Greedy Perimeter Stateless Routing (GPSR) is
one of the best examples of position based routing.
GPSR involves nearest neighbor's data of objective to
advance bundle. This technique is otherwise called
ravenous sending. In GPSR every hub knows about its
present actual position and furthermore the adjoining
hubs. The knowledge about node positions provides
better routing and also provides knowledge about the
destination. Then again adjoining hubs likewise helps to
settle on sending choices all the more accurately
without the impedance of topology data.

c) Geographic Source Routing (GSR)

Because of lacks of GPSR in presence of radio
obstructions, network requested new  steering
procedures that can contend with moves occured
because of radio deterrents. Along these lines,
Geographic Source Routing (GSR) is proposed. It
manages high versatility of hubs on one hand, then
again it utilizes streets design to find courses. GSR finds
the destination node using “Reactive Location Service
(RLS)". GSR combines both geographic routing and
road topology knowledge to ensure promising routing in
the presence of radio obstacles.

© 2022 Global Journals

d) Anchor-based Street and Traffic Aware Routing (A-
STAR)

Anchor-based Street and Traffic Aware Routing
(A-STAR) is position based directing protocol. The
improvement of A-STAR was inconsideration with city
climate. In city area, almost all roads and streets are
covered by big buildings and there are close ends in the
streets and so frequent stop signal, turns and speed
breakers make routing more challenging. Problems
faced by the position based routing protocols in city
environment defined before in GSR. The capability of A-
STAR protocol to overcome these problems will be
defined here. A-STAR is anchor based routing protocol.
In anchor based routing before to communicating the
packet, source hub address include the header of
packet and data of all middle hub intersection that
parcel should venture out to arrive at the destination. To
use city maps and road information of town to make
routing decisions called “Spatial Aware Routing”. Spatial
awareness is used to get topology information and
different nodes position in the network.

[1I. SIMULATION MODEL

Simulation is the procedure of taking care of
issues by the perception of the exhibition, throughout
the time, of a powerful model of the framework.
Reproduction for the most part addresses the
connection between the frameworks and models. A
framework is the collection of parts that are interrelated
and associated so that it recognizes the framework from
its current circumstance.

a) Performance Metrics

In this paper we have selected throughput and
packet drop to check the performance of VANET routing
protocols against each other. The justification for the
choice of these presentation measurements is to really
take a look at the exhibition of steering conventions in
exceptionally versatile climate of VANET. Moreover,
these performance metrics are used to check the
effectiveness of VANET routing protocols.

b) Implementation

In this step we produce the simulation results
and run simulation for two unique situations to assess
the presentation of routing protocols for VANET as far as
various execution boundaries that is throughput and
packet drop. We designed two unique networks for
these situations the two of them comprises of vehicular
hubs.

i. Highway Scenario
The highway situation we chose 25 hubs with
the total area of 1400 x 700 meters. Distances between
the vehicles are arbitrarily chosen. In first case, vehicles
move with most extreme speed of 25 m/s and in later
case vehicles move with speed of 30 m/s. All out
reenactment time for every situation is 450 seconds. The



motivation of simulation for highway situations is to
check the conduct of AODV and GPSR routing protocols
for VANET as far as throughput and packet drop.

Table 1: Input parameter for highway scenario

Parameter Setting
Environment size | 1400 x 700 meters
Total no of nodes | 25
Node Type Highly Mobile nodes
Node Speed 25 m/s
Packet Type UDP
Packet Size 1400 Bytes
Simulation Time 300 seconds
No of Receiver One

In this situation every simulation was performed
for 300 seconds. 25 nodes (vehicles) were chosen as

the members of organization and every node
development was profoundly portable. Every node
furnished  with  802.11b  wireless module for
communication with different nodes. Nodes move with
speed of 25 m/and 30 m/s. In this simulation AODV and
GPSR routing protocols were chosen for simulation and
their performance will be checked as far as throughput
and packet drop.

a. Throughput
Throughput is the normal number of effectively
delivered data packets on a communication network or
organization node. At the end of the day throughput
portrays as the all out number of received packets at the
objective out of complete sent packets. Throughput is

calculated in bytes/sec or information packets per
second.

Total number of received packets at destination * packet size

Throughput (bytes/sec) =

Total simulation time

If network throughput is high it means most of the sent packets to destination has been received, thus this

factor reduce delay as packet receive success rate is high.
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Figure 2: Throughput with 25 m/s node speed

Figure 2 depicts the organization throughput of
AODV and GPSR routing protocols with the node speed
of 256m/s on highway. For this situation we can see that
AODV throughput rate begins with the roughly 275
Kbytes/sec and inside matter of seconds the throughput
rate tumble to the least level for example roughly 5
KB/sec. In spite of the fact that AODV is one of the most
amazing illustration of receptive routing techniques yet
in the profoundly mobile environment of VANET its
performance decline abruptly to the least level as far as
throughput. AODV throughput rate become higher after
some time and maintain its throughput rate for some
time this is due to the feature of AODV in which it
repeatedly sent the request for forwarding packets

towards destination but its disadvantage is that it uses
more network resources to resend the route request. As
compared to AODV, GPSR shows higher throughput
rate in entire simulation time. GPSR throughput rate in
the highly mobile environment of VANET is constant.
GPSR uses greedy forwarding with the combination of
perimeter forwarding to ensure maximum delivery of
packets at destination.
b. Packet Drop

Packet drop shows total number of data
packets that could not reach destination successfully.
The reason for packet drop may arise due to
congestion, faulty hardware and queue overflow etc.
Packet drop affects the network performance by
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consuming time and more bandwidth to resend a
packet. Lower packet drop rate shows higher protocol
performance.
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Figure 3. Packet Drop at 25 m/s node speed

Figure 3 shows behavior of AODV and GPSR as
far as packet drop at most extreme node speed of 25
m/s. For AODV routing protocol the bundle drop rate for
initial 5 seconds diminished from approx 225 to 25
parcels. However, this decline in packets is just briefly
and in a matter of moments the packet drop proportion
of AODV becomes higher to 300 bundles drop and it bit
by bit increment with the time. The reason for the higher
packet drop in AODV is expected to the multi-bounce
nature of the organization.

In this way in highway situation with the nodes
most extreme speed of 25 m/s there is just a slight
distinction in AODV and GPSR in term of packet drop
proportion. In general in this situation GPSR has
dropped lower number of parcels when contrasted with
AODV. Besides, in thruway situation we determined just
those drop bundles that lost between the last moderate
hub to objective. Consequently, in the present
circumstance a throughput and drop bundles don't have
any immediate connection.

ii. City Scenarios

An organization to actually take a look at
execution of routing protocols within the sight of various
radio impediments for example (totally block signals, for
example, structures and so forth The primary intend to
plan this organization is to check how unique directing
conventions experienced the radio snags and which
steering convention has better adaptability in city
streets.

© 2022 Global Journals

In this scenario each simulation were performed
for 300 seconds. 25 nodes (vehicles) were selected
randomly and each vehicle equipped with IEEE 802.11
(b) wireless module. Nodes move with maximum speed
of 10 km/h. 1500 meters of total simulation area were
selected. 15 different completely block radio obstacles
(consider them as buildings etc) were placed aside the
roads to interrupt the communication. In this scenario A-
STAR, GPSR and AODV routing protocols were selected
to check their performance in terms of throughput and
packet drop. Each input parameter for city scenario is
shown in the following table:

Table 2: Input parameter for city scenario

Parameter Setting
Environment Size 1500 meter
Total no of nodes 25
No of radio obstacles | 15
Node Type Highly mobile nodes
Node Speed 10 m/s
Packet Type UDP
Packet Size 1200 bytes
Simulation Time 300 seconds
No of Receiver One

a. Throughput
Figure 4 shows performance of AODV, GPSR
and A-STAR as far as throughput within the sight of
radio obstructions at city streets. AODV begins with the
high throughput rate yet inside a few seconds its
throughput rate significantly diminished to nothing.



Furthermore, there was sudden rise and fall in the
throughput rate and at approximately 25 seconds
throughput rate of AODV suddenly reached at the
maximum level where the throughput rate was 300 KB/

sec but this rate only for couple of seconds then its
again dramatically decreased to zero and for the rest of
communication there was only a short increase in the
AODV throughput.
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Figure 4: Throughput in City Scenario

On the other hand GPSR shows the average
throughput results in the city scenario. There were also
some dramatically changes in the performance of GPSR
shown in Figure 4. Although GPSR is a position based
routing protocol but its performance was average and at
some level throughput rate reduced to zero.

On the whole it can be concluded that A-STAR
has better performance in terms of throughput as
compared to GPSR and AODV where there is number of
obstacles interrupt the communication. Furthermore,
GPSR outperformed AODV in terms of throughput.

b. Packet Drop
The normal number of dropped packets by
AODV, GPSR and A-STAR routing protocols within the

sight of deterrents. Figure 5 shows unsteadiness in the
exhibition of every one of the three routing protocols as
far as packet drop. AODV packet drop rate was high
than GPSR and A-STAR. While AODV showed
unforeseen outcomes in the enormous city conditions
by dropping less number of packets for the initial 25
seconds. As distance between the nodes with in the city
environments are less and also the vehicles moved with
low speed that is why AODV successful to deliver some
packets to the destination as it received RREP from the
closed nodes immediately. But this low drop packet rate
only for the short time interval after some time AODV
had highest number of dropped packets, it may due to
the communication obstacles between the nodes.
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Figure 5: Packet Drop in city scenario
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A-STAR has less number of drop packets at the
start but there was sudden change in its performance
and number of drop packets increased. Sudden
increment in drop packet rate may be due to the packet
traverse to such anchor path that is temporarily marked
as “out of service” by A-STAR.

V. CONCLUSION

It was observed that position based routing
protocols shows preferable outcomes over customary
specially appointed adhoc routing protocols in VANET.
We evaluate two position based routing protocols that
are GPSR and A-STAR in two unique situations of
VANET. GPSR beats AODV totally in both roadway and
city conditions of VANET. While GPSR affected with the
involvement of obstacles in the large city environments.
On the other hand A-STAR outperforms both GPSR and
AODV in city environments of VANET. As A-STAR uses
the anchored based street information to find the routes
in large city 52 environments, therefore it is not an
alternative for highway scenarios. So we understood that
A-STAR is versatile for such conditions of VANET where
quantities of hubs are higher and radio obstructions
required, while GPSR is solid for direct correspondence
among nodes. Besides, all position based routing
protocols can't manage all different conditions of
VANET.
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“TrustPass’ — Blockchain based Trusted Digital
Identity Platform towards Digital Transformation

Kalpa Dissanayake “, Pavan Somarathne ° & Ushan Fernando °

Abstract- According to the United States Census Bureau, by
June 2019 world population on earth was 7.5 billion, which
exceeds the world population of 7.2 billion as of 2015. Each of
these citizens needs to prove their identity in order to fulfill their
day-to-day routine. In this current digital revolution whole world
is transforming to digitalization. Therefore, proving someone’s
identity in the digital space is a must, because being able to
track a person digitally can result in elimination of the identity
theft and most incidents related to online harassments, while
focusing on data privacy and security of citizens, we have
proposed “Trust Pass”: Cyber Security Intelligence based
trusted digital identity platform capable of registering and
verifying service providers based on document validation
neural network model (95.4% accuracy) and allowing citizens
to authenticate themselves to service providers with three
factor biometrics authentication with liveness detection neural
network model (99.8% accuracy). The requests of the whole
system are secured with Cyber Security Threat Intelligence
System and unusual activities of users are monitored through
Informative Data Analytics Engine. All the sensitive user data is
being saved using a blockchain to ensure user privacy while
reducing the system open to vulnerabilities.

Keywords: cyber security intelligence, blockchain, cyber
threat, three-factor biometric, data security and privacy,
digital identity, neural networks.

[. INTRODUCTION

n day-to-day life verifying our identity or proving who

we are is an inevitable factor. [1] Every Sri Lankan

citizen should have a valid document with them that
can prove their identity at all times. In Sri Lanka every
citizen who is above 16 years of age must obtain a
National Identity Card which can prove their identity
anywhere in the country. [1] By the age of 18 citizens
can apply for the driving license card which also can be
used as a proof of identity. Furthermore, citizens can
obtain and use their passport as a proof of identity as
well. According to our survey [2] most people in Sri
Lanka use their National Identity Card as their proof of
identity. However, when entire world is moving towards
a digital transformation being able to prove our identity
remotely will give us a huge advantage. In traditional
document-based identity proving system we can’'t do
remote verifications to prove our identity we must
physically present with our id document to prove our
identity. This can be very troublesome on many
occasions. according to our survey [2], clear majority of
Sri Lankan citizens prefer to get services that require

Author: Sri Lanka Institute of Information Technology.
e-mail: it17185394@my.sliit.lk

identity verifications via online remote delivery method
rather than spending hours of their valuable time in
government or private offices. Currently there is no any
system that provide remote identity verifications for
citizens of Sri Lanka. Many other countries have
developed similar systems.

Sing Pass in Singapore [3]

Digital Id in Australia [4]

Accenture KTDI in USA [5]

Yoti in United Kingdom [6]

SmartlD in United Kingdom [7]

Developing a comparable but more locally
compatible digital identity system in a developing
country like Sri Lanka can be a challenging task.
Currently in Sri Lanka only two out of five people has
digital literacy [8]. and moreover, Sri Lanka don't have a
very sophisticated digital infrastructure. To develop a
system that can overcome these challenges and
facilitate maximum user convenience, we must study
deep into other existing systems and popular research
work.

II. BACKGROUND AND LITERATURE REVIEW

a) Service Provider Management with Document
Validater

Service Providers or the relying parties (RPs)
like examination centers, Banks, Police etc. are one of
the most required user groups which we are facilitating
the services through our system. According to our
survey [2] local and government service providers got
very average level of significance because they do not
have the facility to authenticate user details without
manual inspection and it takes more time to
accommodate the request. Since we are creating a
secure, authenticated platform between users and RPs,
RPs could be able to develop their performances
without wasting users’ time.

Because of that RPs need to register to our
system to authenticate users through our system to their
system. Since we are enabling RPs to register online,
they must provide valid documents to Trust Pass
system. We are introducing a Image Based Document
Validator which can identify invalid document and
invalidate the registration without wasting further
personal and infrastructure resources in the registration
process.
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For the document validator we have created a
Convolutional Neural Network (CNN). Performance of
the CNN have gained tremendous success within last
decades [9]. However, to gain a high accuracy and the
performance the architecture of the CNN has a definite
impact. On the other hand, we must have a large
number of pre classified dataset to get a good output
and it prevents the usage of many off the shelf state-of-
art CNNS like Alex Net, VGG, ResNet being applied in
classification problems and it may affect for the
overfitting of the model too [10].

Although there are state-of-art CNNs in the
market according to these researches [11] [12] that has
been carried our regarding image classification Alex Net
is the widely used CNN which has five convolutional
layers and 3 fully connected layers.

b) Three Factor Biometric Authentication

On service providers requests citizens should
be able to authenticate their details securely because of
this implementing a fast, user-friendly, and secure
authentication method that can be integrated with any
smartphone is a crucial requirement of our system.
according to statistics [13] at the end of 2018, more
than 60% of smartphones are developed with an
integrated fingerprint sensor and the present data
suggests that by the 2023, more than 80% of
smartphones will have some form of biometric hardware
installed. [14]

In this research[15] researchers were able to
develop a face detection and recognition system that
have an accuracy of 90%. According to their research to
achieve a better accuracy and solid reliability they
propose to integrate an iris scanner to the system. They
have stated that without matching iris data this system is
not suitable for use as an authentication method for
ATM Machines or other high security systems.

Face Net is a face recognition model developed
by google according to their research [16] Face Net is
99.63% accurate in distinguishing different faces and
identifying them . Face Net is developed using a deep
convolutional network with two different architectures
The Zeiler & Fergus type [16] which can have many
parameters and large number of Flops [16] and the
Inception type [16] which can have few parameters.
Zeiler & Fergus is more suitable for run in datacenter
while Inception is proposed to run on mobile devices
because of less memory usage.

Although accuracy of the biometric is a
concern, we are primarily focused on developing a
solution that will facilitate maximum security and verify
the live presence of the user. According to this study
[17]spoofing a 2D (two dimensional) face recognition
which only incorporates a selfie camera and no special
hardware similar to 3D (three dimensional) face
recognition is a fairly easy task, getting access to user’s
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photograph or recorded video clip is enough to launch a
presentation attack [18].

c) Blockchain based Cyber Security Inteligence

The identity of living beings on earth depends
on the characteristics of the body. The identity of the
human body depends on the biological and social
nature of the body. People have to deal with different
people in their day-to-day activities and personal identity
is very important. Humans' physical bodies reflect
inherent traits and identities of humans. When a person
thinks of himself as Who Am |, personal identity is
reflected and this is unique ownership for each person.
The characteristic that can be seen here is that the
human's identity is indefinite and temporary. This can
change over time. What is the answer we can give to the
question of whether we were in a certain place, one
day? It's really hard. This is due to the lack of definite
identity. Therefore, physical identity is studied. Although
efforts have been made to identify a person by his
appearance, they have not been successful. Why is
identity necessary? The main reason for the problem is
the population. The Earth is now estimated to have a
population of over 7 billion. Over time, the identification
of identities can lead to many problems. Person
identities can be mainly categorized into age, class,
gender, national, regional, spiritual groups. The solution
was to introduce document base methods such as
National identity card, Passport, driving license, etc.
There were various data privacy and security problems
with these methods. Therefore, although it was possible
to provide digitized solutions to personal identities, it
was not possible to provide a reliable, effective, usability
solution due to technical issues.

d) Analysis of user behavior and usage patterns

As the research block chain based trusted
digital ID platform concerns regarding the usage of the
digital identity by users. Usage pattern of the digital
identity explains the user’s usage of the digital identity
platform. It's a fact that not every user's usage is
equivalent, as the user's usage differ and vary from
each other. In order to clearly analyze the data regarding
the user’s usage, analysis of usage patterns of the user
can be introduced.

Analyzing of data includes data manipulation,
data transformation, and data visualization in order to
make a meaningful result from specific data set. These
meaningful insight of data helps to make decisions.
Therefore, it enables commercial fields, individuals and
the governments make decisions from the insights,
acquired from the data analysis.[19] The data analysis
has the ability to come to apprehensive conclusions by
the use of graphs.

Analysis of the usage pattern consists of the
concept of collecting real usage data from the
registration process. As an example, over one month of
period. That real usage of data will have each user’s



usage pattern. The usage patterns mainly analyzed by
the interaction between the digital identity and the user.

[1I. METHODOLOGY

The research which is discussed in this paper is
a combination of improvements based on different key
areas like Biometric Authentication, Neural Networks,
Cyber Threat Intelligence. With the ambition of
developing a Trusted Digital Identity Platform for Sri
Lanka. But the idea and the essence of this research
can be applied to any other domain or mobile
application. Following given “Fig 1” shows a high-level
diagram of our system and it is followed by
comprehensive  description  of each research
component with the flow of the system.

a) Service Provider with  document
validator
One of the unique features of our system when
comparing to existing solutions in the market is we are
providing access to the service providers to register to

our system online while

Management

Figure II: Neural Network Architecture in Document
Validator

providing the necessary documentation. Since a large
number of service providers are using this feature, we
have to eliminate illegitimate registration attempts to
minimize wastage in resources and time of
administrators.

In this research part, we are introducing a
Document Validator that can identify business
documents that are uploaded by customers to the
system as valid business registration documents or not.
In the Sri Lankan context, there are two main business
registration documents namely Business Registration
(BR) and Company Registration (CR). This document
validator has the capability to identify the uploaded
document as CR, BR, or An Image with low details or not
a correct document.

1) Dataset and Preprocessing

We have created a dataset of 318 original
images with 98 CR images 106 of BR images and 114
images which can be classified as either of these two
categories. After the data augmentation using rotation,
scale, shearing we collected around 1000 images. Data

augmentation has been done in small amounts because
the edges of the document get exempted otherwise.

2) Model creation and Training

The data set was divided into two parts, 25% as
validation and 75% as training where 25% of the dataset
is used to evaluate the model. Here we are creating a
Convolutional Neural Network with a Sequential Model.

CNN architecture that has provided the best
outcome contains following (Fig Il).

e Input layer: Loading of the input and producing an
output that going to be an input for convolutional
layers is carried out in this layer. We are using 375*
250 resized three channel (RGB) images as our
input because The documents which we are
classifying are mostly in A4 paper size.

e Convolutional layers: A set of learnable filters will be
formed from the input image is the function of this
layer. We have used two convolutional layers with
the kernel size of 3x3 and the same padding. These
two convolutional layers learn 32 filters in each one.
As the activation function we used Rectified Linear
Unit (ReLU) for both of layers because given an
value of z and the neuron’s output is f(2), if z>0 f(2)
=z, ifz<0 f(2)= 0[20].

e Pooling layers: Pooling layers are responsible for
downscaling the volume of the neural network by
reducing small features. We have used one pooling
layer after eachconvolutional layer. Both of them are
max pooling layers which are set to 2 x 2 pooling
windows with no strides.

e Flatten layer: Is used to flatten pooled feature map
to a single column which can be fed to a fully
connected layer or hidden layers.

e Hidden Layers: There were used to get the output as
a single vector by inputting a single vector. In here
we have used three hidden layers which first two
have the ReLU as the activation function with 32
layers and 16 layers respectively while the output
layer has Softmax as the activation function with
three filters in it. We used the Softmax function for
the multi-class classification because it scales the
numbers and returns probabilities related to each
class.

Superviced is the trainig protocol we used for
this classification. Adam is the optimizer that we have
used for finding optimal model parameters which
extends the functionality of Stochastic Gradient Decent.

b) Three Factor Biometric Authentication

Ensuring the trust of both citizens and service
providers is the key priority of our system. Authentication
is the process that allows both parties to verify their trust
consequently, developing an authentication system in a
way that protect the trust of both parties is crucially
important. To achieve this, we introduce 3 factor
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biometric authentication system which consist of three
validation metrics.

e Confirm the live presence of the user using face
recognition.

o \Verify only a real person can authenticate to the
system through liveness detection.

o \Verify the authenticity of the user by using the
biometrics available on the device or using pin
number.

In face recognition, we have used Multi-Task
Cascaded Convolutional Neural Network (MTCNN) [21]
to extract faces from the video and Facenet model [16]
to extract features of the face and create the face
embeddings for the face recognition. Facenet is a deep
convolutional neural network trained via a triplet loss
function, according to this benchmark Facenet have an
accuracy of 99.63% [22] compared to other similar face
recognition models such as deepface model [23] by
facebook with 98.37% accuracy [24] and openface
model [25] with 92.92% benchmark accuracy [24],
Facenet provides the highest accuracy. Another major
concern in selecting Facenet method is that Facenet
supports extra training data compared to other high-
performance models like VarGFaceNet [26] we can train
Facenet model with our own datasets to improve
accuracy.

For the liveness detection we are using a
combination of heuristic face movement detection and
face texture analysis with a convolutional neural network
CNN to differentiate real and spoofed faces. With the
help of real time face contour detection in android ML kit
[27] we can capture the face landmarks of the users
face and predict the movement of the face. If any
movement is detected, then the recorded video of the
face will send the face recognition and texture-based
liveness detection system hosted in the cloud. then
convolutional neural network (CNN) will examine the
texture of the detected face and differentiate if the
detected face is real or spoof. CNN is trained using a
dataset containing over10000 images containing both
real and spoofed face images captured in different
lightning conditions and reflections. Dataset contains
images belongs to different skin colors while majority of
images comprising brown skin color because we are
specifically training this model to validate Sri Lankan
citizens. CNN model architecture is similar to VGGNet
model with less complex layers set because we need
real time performance.
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Figure [ll: Three Factor Biometrics model overview

c) Blockchain based Cyber Security Inteligence

Service Provider
Registerd Delails

Ethereum Smart
Contract

=

Figure IV: High level diagram of CTI System with Deep
Locking

Trust Pass is a digital identity system used in
digital transformation. This system is used in the
transformation of data in digital services between the
citizen and the service provider. trust pass always
protects users from real time threats. There are various
difficulties in using traditional methods day to day life.
DNA and fingerprints are used for the most important
human identities. There are two main types of users in
our system as citizen and service provider. There is the
ability to authenticate the accuracy of documents such
as the service provider's business registration.
Therefore, the citizen will not meet fake service
providers. In this process the accuracy of the
documents is checked using image processing.

After authentication of user data, the security
intelligence process minimizes threats. In this process,
users are given a unique private key. The user's hash
function is activated and the hash value is returned after
the data is sent to the concealment mechanism. The
hash value can be identified as the identity of each user.
Introducing Deep locking malware using security



intelligence. The user data is designed to not be
compromised by an unauthorized person. Using deep
neural networks (DNN) has deepened the locking
malware mechanism. Here, cyber security intelligence is
used to analyse the threat environment and minimize
threat attacks. Attempts have been made to increase
the accuracy of the user's documentation by using
digital signatures. QR code is used to authenticate
documents. The interplanetary file system is used to
store system data. The hash function allows the user to
retrieve stored data. [28]

Ethereum virtual machine (EVM) has been used
to power the IPFS process when using blockchain. The
user can use deep unlocking to recover deeply locked
data. The user's public key or recovery key is used. The
security and privacy value of the user's data is always
taken into consideration. User usage pattern analysis is
a feature that is embedded in the system. Analyses the
behaviour of users using the system. The purpose is to
analyse the number of users using the system, the
services received, and customer feedback. Therefore,
system vulnerabilities can be identified. The overall
system seeks to minimize the impact on the security and
privacy of the user's real-time data. Our aim is to provide
maximum security services to the user during digital
transformation. It focuses on the threat environment and
uses the cyber threat intelligence mechanism to
minimize the threat impact on the system. Therefore, the
behaviour of threats is monitored and analysed to
prepare the system for future threats. Because the
behaviour of threats is vulnerable, deep locking malware
has been used to prevent this process from becoming a
threat to threats throughout the system. Security
intelligence has the potential to enhance the security
and privacy of system data using the aforementioned
user usage pattern analysis process conclusions. [29]

d) Analysis of user behavior and usage patterns

Figure V: High level diagram of Informative Data
Analytics

The Blockchain based trusted digital identity
platform is designed to ensure the privacy of the digital
identity users. In this methodology the focused function
is “Analyzing individual user’s usage and usage pattern
of digital ID by Collecting, Storing, and accessing data
through digital identity management”. In order to initiate

the above-mentioned function, the first step is started
from inputting the authenticated user's data, all
authenticated user data will be gathered, and the
collected authenticated data will be stored in a dataset.
(The data for the dataset will be taken from the
database). The next phase is to categorize the collected
authenticated data relevant to the user. After gathering
the relevant data, the gathered datasets will be
categorized as mentioned in the high-level diagram. The
analysis will mainly fall in to four types which are ).
frequency of the daily usage of the user, Fig V).
frequented purpose of use (ex — bank, health), iii)
analyzing customer feedback, and iv). identifying
irregular usage of the user. ldentifying the irregular users
help to analyze the misuse of the identity as the user
doesn’t use the digital identity on regular basis.

Then, according to the categorized data in the
dataset, the analysis process will initiate while analyzing,
the user's usage will be identified according to the
categorized data.

The categorized data will be analyzed using
Arima Model [30] (Autograssive Integrated moving
average). The Arima Model is also a form of Machine
Learning. The analysis of user's usage will depend on
the amount of the users who use the digital ID platform.
The analysis of the usage patterns will be generated in
to Arima Model (Statistical analysis model). Arima Model
is a statistical analysis model used to predict the future
values based on past values. Arima Model consists of
different Models as an example Sarima and Sarimax can
be defined. In here Sarimax Model of Arima Model will
help to understand the data patterns and predict the
analysis based on time series forecasting as the
mentioned categories i). frequency of the daily usage of
the user, ii). frequented purpose of use (ex — bank,
health), iii) analyzing customer feedback, and iv).
identifying irregular usage of the user, are predicted for
duration of three months by using the dummy data in
the dataset. In this Fig V here the data is stationary as
the P — value is less than 0.05.

. ADF : -6.554680125068782
. P-value : 8.675937480199415e-089
. Num Of Lags : 12
. Num Of Observations Used For ADF Regression and Critlcal Values Calculation : 1888
. Critical Values :
1% :  -3.433972018026501
5% @ -2.8631399192826676
10% @ -2.5676217442756872

@ e o e

Figure VI: Stationary of the Data

The graphs will be generated through the
analysis which is done by using Arima Model; the
generated graphs will help to define the analysis of the
usage patterns.
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[V. EXPERIMENTS AND RESULTS

a) Serice provider management with Document
Validater
For the evaluation process we have used
categorical cross entropy as the loss function because
we have implemented a multiclass classification.
Following figure depicts that we have achieved an
overall training accuracy as 99% and 95% as the

validation accuracy.

loss: ©.8734 - accuracy: ©.9975 - 8.1480 -

val_loss:

val_accuracy: 8.9545

Figure VI: Accuracy of document validator

b) Three Factor Biometric Authentication

With ADAM optimizer we were able to achieve
atraining accuracy of 98.6% and validation accuracy of
99.8% for texture-based liveness detection CNN. we
used total of 10680 training samples to achieve this
result. (Fig VIII)

Training Loss and Accuracy on Dataset

|l

—— frain_loss
0.2 - — val_loss

frain_acc
— wal_acc

Loss/Accuracy
5

el
10 o £ a0
Epoch #

Figure VIII: Loss Accuracy Graph of CNN
c) Blockchain based Cyber Intelligence

Manual ID Biometric ID Trust Pass ID

Digital ID

Figure IX: User’'s Data Security and Privacy

In this process, Security intelligence is
considered to be the key to protecting a user's data and
minimizing the impact of threats on privacy. Deep
Locking Malware Algorithm protects user data from
threats. Data security and privacy can also be enhanced
by using the user's hash function and digital signature
when storing data. Using Blockchain and Decentralized
storage minimizes threats by storing user data. The
primary purpose of these Trust Pass identity systems is
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to open up space for the user to navigate freely within
the digital transformation process.

d) Analysis of user behaviour and usage patterns

The Arima model is used to perform the
analyzation. [30] Arima model has the ability to convey
the details of analyzation by adopting to time series of
data as in the analyzation. It can be defined as a
statistical analysis model which utilizes time series of
data whether to comprehend the dataset properly or in
order to predict the values of future accurately.
Therefore, the Arima model has the ability to forecast
values based on past time series. As mentioned above
the analyzation results are conveyed by using Arima
model (Sarimax results). Sarimax model come under
Arima model. It is a model which derived from Arima
model.

Figure X: SARIMAX results

V. CONCLUSION

By paving thoughts toward the digital
transformation of Sri Lanka, our intention is to create a
decentralized digital Identity Platform that can be
accessed from anywhere from any citizen that has
enhanced security through cyber threat intelligence and
threat intrusion analysis system. Our three-factor
biometric feature extends the User side authorization to
a next level on the other hand time and integrity of the
Service providers would be saved with the automated
document validator. All of the users will be secured
using blockchain technology to minimize the threat from
attackers while implementing user privacy.
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An Analysis of the Potential Risk and Fraud
Involved in Mobile Money Transaction in
Freetown Sierra Leone

A Case Study of: Orange and Africell Mobile Telecommmunication Company in
Freetown, Sierra Leone

Morris Ayodele Peacock

Abstract- The research work focused on looking at an analysis
of the potential risk and fraud involved in mobile money
transactions in Sierra Leone with a focus on Orange and
Africell mobile telecommunication companies. The
implementation of mobile money service like any other
financial service faces risks and challenges. This research
addresses fraud as a challenge in the provision of mobile
money service to customers in Sierra Leone. Mobile money
usage for transactions is steadily growing across Africa with
the potential to revolutionize the cash-dominant economy of
this continent to be cashless. With the increased use of mobile
money services and number of business use cases designed
each day, it is imperative to design a holistic approach to
mobile money risk, security that will reduce security exposures
and prevent fraud, as some mobile money service providers
have lost millions of Leones to this growing threat. This
research, therefore, examines the measures that mobile
network operators providing mobile money services can
employ to prevent fraud. The study also discusses the mobile
money users’ perception about the linkage between mobile
phone protection and security of the mobile money service on
their phones. The research was a case study of Orange and
Africell mobile telecommunication company in Sierra Leone
and used qualitative and quantitative data collected through
questionnaires and structured interviews of key staff of the
mobile network operator (MNO), mobile money subscribers
and agents of these services. Some of the main findings of
this research include the general perception that there is no
direct linkage between mobile phone protection and mobile
money risk/security. It was further identified that one of the
major causes of consumer driven fraud is PIN sharing giving it
to MNO agents. In addressing mobile money fraud, it is
suggested that the service provider should give mobile money
security tips to the users at least twice in a year through short
message service (SMS) to alert them of ways to enhance the
security of their mobile phones.

Author: Faculty of Engineering and Technology, Ernest Bai Koroma
University of Science and Technology, Port Loko University College.
e-mail: mpeacock@ebkustsl.edu.s!

[. INTRODUCTION

obile money is the use of telecommunication
M platforms or networks by mobile phone

subscribers to perform banking services. In
short, mobile money enables subscribers to bank
directly from their mobile phones without physically
being in a financial institution to pay bills, receive
money, and transact business all through virtual mobile
accounts known as mobile money wallets. The use of
mobile money for transactions has been steadily
growing across Africa, positioned as the next “big thing”
to revolutionize the cash dominant economy of Africa. A
recent survey revealed that there are 20 countries in
which more than 10% of adults used mobile money at
some point in 2011, of which 15 are in Africa. For
example, in Sierra Leone, Liberia, Ghana, Sudan, Kenya,
and Gabon, more than half of adults used mobile
money (The Economist, 2012). From this survey, it is
evident that mobile money has become one of the
“‘must offer” services for telecom companies in Africa.
For example the top ranked telecommunication
companies in Sierra Leone — Orange and Africell all offer
mobile money services to their clients and usage
statistics are increasing daily.

Mobile money was initially made popular by
Safaricom and Vodafone’'s M-Pesa (“M” for “mobile”,
“pesa” for “money” in Swahili) in Kenya, which started in
2007. The M-Pesa application is installed on the SIM
cards of customers and works on all handset brands. It
is free to register and the user does not need to have a
bank account. Safaricom receives fees for withdrawals
and transfers, but keeps deposits into the mobile wallets
free. The transfer service was quickly picked up for use
as an informal savings account system and electronic
payment mechanism for bills, goods and services. With
M-Pesa, Kenya is at the forefront of the mobile money
revolution: the number of agents across the country
increased by 40 percent in 2013. It is now estimated that
24.8 million subscribers use mobile money services, like
M-Pesa, in Kenya (Communication Commission of
Kenya, 2013). According to the Pew Research Center’s
2013 survey report, the number of Kenyans using
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mobile wallets to make or receive payments is higher
than any of the other 24 countries surveyed: 50 percent
of the Kenyan adult population uses mobile money
services (Pew Research Center, 2013). Mobile money
services have spread rapidly in many developing
countries. However, only a handful of these initiatives
have reached a sustainable scale, in particular GCASH
and Smart Money in the Philippines; Wizzit, MTN Mobile
Money and FNB in South Africa; MTN Mobile Money in
Uganda; Vodacom M-PESA and Airtel in Tanzania;
Celpay Holdings in Zambia and MTN Mobile Money,
Orange Money in Céte d'Ivoire. The Philippines was one
of the earliest adopters of mobile money services when
SMART Communications launched SMART Money in
2001. The service, which uses SIM Tool-Kits, enables
customers to buy airtime, send and receive money
domestically and internationally via mobile, and pay for
goods using a card. In 2004, Globe Telecom launched
GCASH. This service provides a cashless method for
facilitating money remittances, settle loans, disburse
salaries or commissions and pay bills, products and
services via text message. In South Africa, MTN Mobile
Money was launched in 2005 as a joint venture between
the country’s second largest network operator MTN and
a large commercial bank, Standard Bank. In Uganda,
MTN was the first operator to launch mobile money
services in 2009 and remains, by far, the market leader
(Intermedia, 2012). By law, each mobile money provider
has to partner with a bank. However, users do not need
a bank account to use mobile money services. In
Tanzania, Airtel was the first mobile network operator to
introduce a phone-to-phone airtime credit transfer
service, “Me2U,” in 2005 (Intermedia, 2013). Airtel
partners with Citigroup and Standard Chartered Bank to
provide m-money services, including bill payments,
payments for goods and services, phone-to-phone and
phone-to-bank money transfers, and mobile wallets. In
2008, Vodacom Tanzania launched the second East
African implementation of the Vodafone m-money
transfer platform, M-Pesa.

Finally, in Cote d’lvoire two mobile operators,
Orange and MTN, are competing head to head in the
mobile money market (CGAP, 2012). Orange Money
was launched in 2008 by Orange in partnership with
BICICI (BNP Paribas), and MTN Mobile Money was
launched in 2009 by MTN in partnership with SGBCI
(SociétéGénérale) (GSMA, 2014).

In Sierra Leone 21% June 2012, Airtel Money
was launched, the service provides customers with
convenient access to affordable and innovative financial
services through their mobile phones. The platform
allows customers to top up their phones with air time,
send and receive money, pay their critical utility bills,
and access their Bank accounts. Airtel also partnered
with International Banks and Regional banks such as
Guarantee Trust Bank, Eco Bank, Sierra Leone
Commercial Bank Limited, United Bank for Africa,
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Access Bank and Zenith Bank to provide customers with
access to deposit and withdraw cash, money transfers,
banking services and pay bills.

[I. AIM AND OBJECTIVES OF THE STUDY

The aim of this research is to analyze the
potential risk and fraud involved in mobile money
transactions in Freetown, Sierra Leone.

a) Research Objectives

» To discuss the history of Mobile Money Transfer and
the contribution of Orange and Africell the
development of people in Freetown the capital city
of Sierra Leone.

» To assess the Challenges and risk management in

mobile money transfer and issues related to fraud.

Mobile money security.

To determine the potential of Orange and Africell

Mobile Money in improving the lives of people in

Freetown and on the Sierra Leone monetary policy.

\ 274

[1Il. METHODOLOGY

The research was carried out in Freetown,
which is the capital and largest city of Sierra Leone. It
is a major port city on the Atlantic Ocean and is
located in the Western Area of the country. Freetown is
Sierra Leone's major urban, economic, financial, cultural,
educational and political centre, as it is the seat of
the Government of Sierra Leone. The population of
Freetown was 1,055,964 at the 2015 census.

The city's economy revolves largely around
its harbour, which occupies a part of the estuary of
the Sierra Leone River in one of the world's largest
natural deep water harbours.

The population of Freetown is ethnically,
culturally, and religiously diverse. The city is home to a
significant population of all of Sierra Leone's ethnic
groups, with no single ethnic group forming more than
27% of the city's population. As in virtually all parts of
Sierra Leone, the Krio language is Freetown's primary
language of communication and is by far the most
widely spoken language in the city.

The city of Freetown was founded by abolitionist
Lieutenant John Clarkson on March 11, 1792 as a
settlement for freed African American, West Indian and
Liberated African slaves. Their descendants are known
as the Creole people. The local Temne and Loko people
were living in villages in the land that became known as
Freetown before the European arrival.

The study was conducted in two (2) mobile
telecommunication companies in Sierra Leone. The
population sample used was based on two mobile
telecommunication companies in Sierra Leone Orange
and Africell Mobile Telecommunications Companies.
The sample selected one hundred people which include
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staff, agents and subscribers. These one hundred
people were chosen indiscriminately.

The information collected would be analysed
using both quantitative and qualitative analysis. Tables
and figures that would be used will be followed by
interpretation and through discussion of the findings.
The researcher will also embark on using pie chart on
statistical packages for Social Science to be able to
analyse the data.

[V. RESULTS AND DISCUSSIONS

Data analysis and result presentation
Questionnaires and interviews were used as the sources
of collecting data for this research work. This chapter
presents the findings of the data from the questionnaires
and interviews conducted.

The researchers planned to use 120
questionnaires from the two mobile telecommunications
companies, but after the disbursement of the
questionnaires, 100 were retrieved in all, representing
83% of the total questionnaires administered. Data
presented here mainly covers demographic information
of respondents, duration of mobile money usage, fraud
and actions susceptible to fraud, and mobile phone
security and mobile money security. The following are
the data collected from the questionnaires:

In all, 53% of the total respondents are male,
while 47% are female. With regards to the age groups of
respondents, 67% of the total respondents are between
18 and 29 years, 26% are also in the age range of 30
and 39 years, while 7% are between 40 and 49 years.
None of the respondents fall within the 50 to 59 age
group or above 60 years. Majority of the respondents,
34%, have Diploma level educational qualification,
followed by 33% respondents with a bachelor’'s degree.
Senior Secondary School (SSS) level education, those
with no educational qualification and 2nd Degree

Table 4-2: Preferred point of loading money on phone

Options Frequency Percentage
Service
centres 73 /3%
Banks 12 12 %
Merchants 14 14 %
Peer-to-peer 01 01 %
Total 100 100 %

The above Table 4-2 identifies the preferred
points of loading money on the mobile money wallet of
the respondents. The table shows that 73 of the
respondents prefer the service provider’'s service centre
to the other sources available. 12, 14 and 1 of the
respondents preferred Banks, Merchants and Peer-to-
peer respectively.

Table 4-3: Preferred medium of transferring money

Options Frequency Percentage
Own phone 51 51 %
(self)
Service centres 43 43 %
Merchants 06 6 %
Total 100 100 %

Table 4-3 above represents mobile money
users’ responses to the most convenient mode of
transferring money. The available modes presented to
the respondents are: performing the transfer on their
own phone, using service centres, and visiting
merchants to transfer money. Performing transfers on
their own phones forms the majority of the responses:
51 out of 100. Using service centres for the transfer is
another option available, and 43 of the respondents see
this medium most convenient to them, and 6 of
respondents preferred the merchants.

Table 4-4: Linkage between mobile phone access and

holders

represents

respondents respectively.

Table 4-1: Duration of using Mobile Money

21%, 7% and 5%

of

risk of exploiting MM service

Options Frequency Percentage
< 1years 31 31 %
1-2 years 33 33 %
3-4 years 36 36 %
Total 100 100 %

The above Table 4-1 explains the duration of
using mobile money. The table shows that 31 of the
respondents have used mobile money for less than one
year, and 33 of the respondents have also used mobile
money for over two years, whilst 36 of the respondents
used mobile money for over four years respectively.

Option Frequency Percentage
Yes 22 22 %
No 78 78 %
Total 100 100 %
From the above Table 4-4, 22 of the

respondents indicated that, yes, they will be bothered if
anyone has access to their mobile money, since they
believe the person can also have access to their mobile
money by just having access to the mobile phone. The
general trend that gives these respondents the cause to
worry is that they store their PINs and password on their
phones, and they believe technology is advanced such
that people will have means of accessing their mobile
money. On the other hand, 78% of the respondents do
not think it is possible for anyone to access their mobile
money wallet, if a person has access to their mobile
phone. Some of the reasons given for this response are

© 2022 Global Journals

Global J()urnal of C()m])utcr Science and 'l‘cchn()l()g‘\' ( E) Volume XXII Issue I Version I E Year 2022



S

Global Journal of Computer Science and 'l‘cchn()l()g‘\' ( E) Volume XXII Issue I Version I H Year 2022

that their mobile money PINs are secured, not easily
guessed and known to the users alone. One respondent
also gives the reason why he will not be bothered about
unauthorized access to his phone:

“My password is not easy to guess and there is
a threshold to the number of wrong password attempt
one can make”.

Table 4-5: Does secure phone make MM service

secure?
Option Frequency Percentage
Yes 49 49 %
No 51 51 %
Total 100 100 %
This table (4-5) shows that 49 of the

respondents agree that having a secure mobile phone
definitely ensures the safety of their mobile money.
However, 51% of the respondents do not think having a
secure phone makes their mobile money secure in any
way. The respondents in this class of thought believed
that they would have to take precautions in order to
protect their mobile money and not leave this to chance,
because they have put in place factors to secure the
phone.

V. CONCLUSIONS

This research has revealed that the major uses
of mobile money service are for purchasing top ups and
for local money transfer, as is generally believed to be
the uses of mobile money in most African countries. The
researchers are of the opinion that as more people have
access to mobile phones as compared to bank
accounts, and money transfer can be easily done on
their mobile phones, this usage is very popular. More
so, it is cumbersome for one to open a bank account,
as several materials are required, such as government
issued identity cards, references from an existing
customer, as well as a form of confirmation of users’
location.

Meanwhile, as compared to having a mobile
money account, the process is not as complicated as
opening a bank account. It can further be speculated
that people are looking for easier and faster ways of
sending and receiving money. It can also be argued
that, as mobile money transfers are done mostly from
the cities to the countryside, where most people do not
have a bank account but a mobile phone is easily
accessible, this could be a contributing factor for the
major use of mobile money for transfer purposes.

As one of the major causes of consumer driven
fraud is PIN sharing, it can be seen from this research
that this is not a very common practice. However, the
9% that shared their PINs did so with their relations and
sometimes with customer agents to help them in
transacting one service or the other from their mobile
money. It can be seen from this that, PIN sharing could

© 2022 Global Journals

be done based on trust, and if any fraud should be
perpetuated through acquiring of the users’ PIN, the
person carrying out the fraud must first try to win the
trust of the user, either by pretending to be a part of the
service provider or a relative who is trying to offer a help.
To avert this however, the researchers believe that the
MNOs must alert users to first verify from them the
authenticity of any suspected request before giving out
any information that could make them vulnerable to
fraud.

Despite users’ awareness of their security
measures they can take to prevent fraud, the service
provider has a major task in securing the mobile money
service, since as much as 13% believe the security of
the service solely depends on the service provider. The
researchers believe this category of users will invariably
not put any blame on themselves if any fraud happens,
since they believe total protection of the service
depends on the service provider. It has also been found
that even though there are several services available,
such as pay bill and top up airtime, on the mobile
money that users can take advantage of, the general
usage of these other services are few. The researchers
believe this could be as a result of the complex nature of
using these services. The general perception that there
is no direct linkage between mobile phone protection
and mobile money protection could be attributed to the
fact that users believe the service provider has put in
place adequate measures to protect the mobile money
service.

VI. RECOMMENDATIONS

Some of the recommendations made are as follows:

» As PIN sharing was identified as one of the major
causes of consumer driven fraud, it is
recommended that the service providers must set
up password age parameters for the users to
change their passwords every quarter. This must
further be authenticated through answering
personal identification questions.

> |t is also suggested that service providers must
enhance their awareness about the services
available on the mobile money service.

> Service providers must also create awareness to
mobile money users that the security of the mobile
money service does not only depend on the MNOs,
but the users also have a role to play.
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Abstract- An increase in global connectivity and rapid expansion of computer usage and
computer networks has made the security of the computer system an important issue; with the
industries and cyber communities being faced with new kinds of attacks daily. The high
complexity of cyberattacks poses a great challenge to the protection of cyberinfrastructures,
Confidentiality, Integrity, and availability of sensitive information stored on it. Intrusion detection
systems monitors’ network traffic for suspicious (Intrusive) activity and issues alert when such
activity is detected. Building Intrusion detection system that is computationally efficient and
effective requires the use of relevant features of the network traffics (packets) identified by feature
selection algorithms. This paper implemented K-Nearest Neighbor and Naive Bayes Intrusion
detection models using relevant features of the UNSW-NB15 Intrusion detection dataset selected
by Gain Ratio, Information Gain, Relief F and Correlation rankers feature selection techniques.
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Comparative Analysis of Selected Filtered
Feature Rankers Evaluators for Cyber Attacks
Detection

Olasehinde Olayemi

Absirac- An increase in global connectivity and rapid
expansion of computer usage and computer networks has
made the security of the computer system an important issue;
with the industries and cyber communities being faced with
new kinds of attacks daily. The high complexity of
cyberattacks poses a great challenge to the protection of
cyberinfrastructures, Confidentiality, Integrity, and availability of
sensitive information stored on it. Intrusion detection systems
monitors’ network traffic for suspicious (Intrusive) activity and
issues alert when such activity is detected. Building Intrusion
detection system that is computationally efficient and effective
requires the use of relevant features of the network traffics
(packets) identified by feature selection algorithms. This paper
implemented K-Nearest Neighbor and Naive Bayes Intrusion
detection models using relevant features of the UNSW-NB15
Intrusion detection dataset selected by Gain Ratio, Information
Gain, Relief F and Correlation rankers feature selection
techniques. The results of the comparative analysis of the
model's predictive performances shows that, among all the
feature selection techniques used, the models of Relief F
reduced features recorded the best cyber-attacks predictive
performance. Models built with all the features of the dataset
gives the least predictive performance. All the KNN models
recorded better predictive performance than all Naive Bayes
models. The models’ performance were measured in terms of
classification/detection accuracy, precision and false alarm
rate.

Keywords: features rankers, cyber-attacks, intrusion,
classification, computer security, network packets.

[. INTRODUCTION

he increase in global connectivity and rapid
Texpansion of computer usage and computer

networks has made the security of the computer
system an important issue; with the industries and cyber
communities being faced with new kinds of attacks
daily. The high complexity of intrusion poses a great
challenge to the protection of cyberinfrastructure and
the Confidentiality, integrity, and availability of sensitive
information stored on them. The state of computer
security is complicated, it is difficult to have a system
that is completely free from attacks. The nature and the
means of executing cyberattacks make it prevalent.
Cyber-attacks are easy and cheap to execute, all that is
require to stage a cyber-attacks are computer system
and internet access, the nature of internet makes

Author: e-mail: olaolasehinde @fedpolel.edu.ng

launching a cyber-attack is less risky than physical
attacks, and not constrained by geographical distance.
[1]. Network traffics contain different types of protocols
and services which accounted for the multiple features
in the network packet. Some of these features are
redundant or irrelevant and does not contribute the
classification of the network packets as either attack or
normal network packets. The redundant features are the
primary causes of increasing the false alarm rate (FAR)
and decrease in detection accuracy. Feature Selection
(FS) Techniques are the methods used to determine the
relevant features of a dataset. It is an efficient way to
reduce the dimensionality of a problem [2]. Different FS
techniques existed in classification and clustering
problems. They are i) Filter method ii) Wrapper Method
and iii) Embedded method. The filter methods are used
to select the features based on the scores in various
statistical correlations. Wrapper method uses a greedy
approach in feature selection. It evaluates all possible
combination and produces the result for Machine
learning. The embedded method combines the
advantage of two models. Filtered Feature selection
algorithms can be grouped into two categories from the
point of view of a method'’s output: feature-ranking and
feature-subset  selection. Feature-subset selection
focuses on selecting best subset of features that
satisfies an evaluation criterion, feature-ranking on the
other hand ranks features according to certain
evaluation criterial, which measures the relevance of
individual feature to the target class, and select the set
of ranked features that gives the best evaluation
performance, the drawback of this methods is that, a
features that is not relevant to the target class on its
own, can be very relevant when combined with others
features.

The objectives of feature-ranking are three-
folds: improving the prediction performance of the
predictors, providing faster and more cost-effective
predictors, and providing a better understanding of the
underlying process that generated the dataset [3]. The
FS also reduces the computational time to implement an
online Network Intrusion Detection System (NIDS) [4].
The efficiency of the FS methods is measured by its
accuracy at removing noisy and redundant features [5].
The quality of the network traffics /dataset does not only
help to build effective NIDS but also shows its potential
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efficiency during deployment in a real-life operating
environment. NIDS analyze and monitor network traffic
to detect suspicious activities and vulnerability in the
system [6]. The effectiveness of NIDS is evaluated
based on its ability to correctly identify network traffics
as attacks traffic or benign traffics (normal) in a

comprehensive dataset that contains normal and
abnormal behaviors [7].
Feature-ranking techniques ranked features

independently without involving any learning algorithm
based on statistics, information theory, or some
functions of classifier's outputs [8]. It consists of
scoring each feature according to a particular evaluation
criterion [9]. Several authors have proposed various
features selection methods. In the work of Wang and
Gombault [9], IG and Chi-squared were applied to
extract nine most important features from the forty one
features to build Bayesian Network and C 4.5 decision
tree classifiers to detect DDoS attack in the network.
Results obtained shows that the detection accuracy
remains the same while the overall efficiency improved.
Authors in [10] proposed a multi-filter feature selection
techniques that combines the results four filter
selections methods on NSL-KDD intrusion network
dataset to achieve an optimum selection. C4.5
decision tree evaluation of the thirteen optimal selected
features out of forty one features shows a high detection
rate and classification accuracy when compared to the
forty-one features and other classification techniques.
[11] Proposed a feature selection method based on
Decision Dependent Correlation (DDC). Mutual
information of each feature and decision is calculated
and top 20 important features {feature no.: 3, 5, 40, 24,
2,10, 41, 36, 8, 13, 27, 28, 22, 11, 14,17, 18, 7, 9 and
15} are selected and evaluated by SVM classifier. The
classified result is 93.46% detection accuracy. [12]
Applied Information Gain (IG), Correlation-based (CFS),
Gain Ratio (GR) feature selection to reduce the
dimensionality of NSL-KDD dataset, and built a decision
tree classifiers of the three feature selection methods.
The three classifier recorded an improved performance
than the classifier built with the whole NSL-KDD dataset.
[13] Proposed a feature selection method that
combined three filter methods; Gain ratio, Chi-squared
and Relief F (triple-filter) in a cluster-based
heterogeneous Wireless sensor network (WSN) for
attacks classification. 14 important features of the NSL-
KDD intrusion detection benchmark dataset out of the
41 original features were extracted for intrusion
detection classifier. Results obtained show that the
proposed method can effectively reduce the number of
features with a high classification accuracy and
detection rate in comparison with other filter methods.
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II. METHODOLOGY

The proposed architecture of the Comparative
Analysis of Selected Filtered Feature Rankers Evaluators
for Cyber Attacks Detection is depicted in Figure 1. The
discretization of the UNSW-NB15 dataset was first
carried out to make it suitable for machine learning. Four
Fitered Feature Rankers Evaluators algorithms;
(Information Gain, Relief F, Gain Ration, and Correlation)
rankers were used to rank and select the optimal
relevant features of training and testing UNSW-NB15
intrusion datasets. The training dataset with the all it
feature and the reduced features of the training datasets
were used to train the K Nearest Neighbors (KNN, and
Naive Bayes' algorithms. The testing dataset with the all
it features and the reduced features of the testing
dataset were used to evaluate the two classifiers. The
model’s training is depicted in black arrow lines while
the model’s evaluation is depicted in red arrow lines in
the figure. The results of the evaluation for each reduced
dataset were analyzed.
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Figure 2: Architecture of the Selected Filtered Feature Rankers Evaluators for Cyber Attacks Detection

a) Description of UNSW-NB15 Dataset

The UNSW NB-15 dataset was developed using
the IXIA Perfect Storm tool by the cybersecurity research
group at the Australian Center for Cyber Security [14]. It
is a fusion of normal network traffic packets, and
synthetic modern-day network traffics attacks. The
training and testing contain 82,332 and 174,341 records
with 49 features each, respectively [14]. The dataset
comprises nine attack categories and normal traffic, and
it is suitable for the effective detection of existing and
new attacks [14]. The details of both attack and normal
traffic, coupled with the records in the training and
testing categories, are presented in Table 1.
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Table 1. Names and No of Attacks Categories in the UNSW-NB15 Dataset

Training Testing
No of Percentage No of Percentage
Names of Attack Connection | Distribution | Connection | Distribution
Reconnaissance 3496 4.25 10491 5.98
Dos 4089 4.9 12264 6.99
Exploit 11132 13.52 33393 19.04
Shellcode 378 0.46 1133 0.65
Fuzzers 6062 7.36 18184 10.37
Backdoor 583 0.71 1746 1.00
Analysis 672 0.82 2000 1.14
Generic 18871 22.92 40000 22.81
Worms 44 0.05 130 0.07
Total No of Attacks 45332 55.06 119341 68.06
Normal 37000 44,94 56000 31.94
Total No of Connections 82332 100.00 175341 100.00
b) Data Munging and Analytic ) cov(X;,Y)
This section outlines the Feature Rankers R (i) = (1)
var(X;)var(Y)

Evaluators and the machine learning techniques used
for this study.

i. Description of Attributes Selection Evaluators

Attributes Selection Evaluator ranks features
based on their relevant to the target class, ranking is a
way of evaluating relevant features and selecting a
minimal set of features based on given criteria in order
to build simple models, that take less time to compute
and become more understandable Feature ranking
evaluation criterion compute the score S(fi) of feature
(fi) of the training dataset. By convention a high score
implies important (relevant) of the feature to the target
class and select the k highest ranked features
according to S. This is usually not optimal, but
computationally efficient and often preferable to other,
more complicated feature selection methods that
involve searching through the entire search space. In
this study, we use four feature-ranking techniques;
Correlation  Attribute Evaluator (CAE), Gain Ratio
Attribute Evaluator (GAE), Information Gain attribute
Evaluator (IGAE) and Relief F Attribute Evaluator (RFAE).

a. Correlation Attribute Evaluator (CAE)

Correlation Attribute Evaluator (CAE), evaluate
Attribute using correlation analysis. The correlation
between each attributes x and the target class Y, can be
measured by finding correlation coefficient. A good
feature is expected to have a higher correlation
coefficient between it and target class. In correlation
attribute evaluator method the attributes are considered
based on their values where each value is treated as an
indicator. CAE handles only nominal attributes input for
evaluation and it uses Pearson’s formula for computing
correlation coefficient. for a candidate feature xi € X and
regression target Y the Pearson correlation coefficient is
given by
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where cov designates the covariance and var the
variance.

b. Information Gain attribute Evaluator (IGAE)

Information gain (IG) measures the amount of
information in bits about the class prediction, if the only
information available is the presence of a feature and
the corresponding class distribution. Concretely, it
measures the expected reduction in entropy (uncertainty
associated with a random feature) [15], it is given by
equation 2.

Info Gain (Class, feature) =
(target class(Y) | feature (X))
IG=H(Y)—-H(Y|X)=H(X) - HX|Y) 2)

Where H (Y), t he entropy of the target class H (Y)
and H(X | Y) is the entropy of target class given a c ertain
attribute X.

H (target class (Y)) — H

The entropy of the target class Y is given by
equation (3).

HY) = — ¥yer p) loga(p(»)) (3)

Equation (4) gives the entropy of target class Y
after observing feature X.

HY|X) = — Yeex P(%) Tyey p(v1%) logz (p(v1x))
4)

c. Gain Ratio Attribute Evaluator (GRAE)

Gain ratio (GR) is a modification of the
information gain that reduces its bias. It considered the
number and size of branches in choosing an attribute. It
assess the value of an attribute by measuring its gain
ratio with respect to the target class [16]. the root
attribute is the attribute of the UNSW-NB15 with the
highest gain ratio, the gain ratio is the ratio of the



information gain and the split information for the attribute
as presented in equation 5.
Information Gain(X)

Gain Ratio = ;
ain Ratio Split information(X) o

The information gain of attribute X is given by
equation 2.
The Split information value of an attribute is
chosen by taking the average of all the values in the
domain of current attribute. It is given by equation 6.
|x| log |x| )
. logy —
In| n|

xeX

Where n is the number of instances in the
UNSW-NB15 training dataset.

d. Relief Attribute Evaluator (RFAE)

Relief Attribute Evaluator (RFAE) sample an
instance recurrently using distance function taking into
consideration the value of the given attribute for the
nearest instance of the same and different class [13].
The original Relief algorithm, proposed by Kira and
Rendell [8], is a two-class filtering algorithm for features
normalized to [0, 1]. Each feature is initially assigned a
zero weight. An A-dimensional training example R is
chosen randomly and the Euclidean distance to all other
instances calculated. Denote the nearest hit in the same
class H, and the nearest miss in a different-class M.
Since a good feature R[A] should be able to separate
class values, it should have a small distance to H and a

Split(X) = —

P()’j | X1, ey X43) =

p())p(xily;)
p(x;)

large distance to M. Hence WI[A] is adjusted to reward
good features and penalize poor ones. The final
selection of features is made by selecting those large
WIA], (that is . those that exceed a given threshold.)

ii. Description of Machine learning techniques
Two machine learning algorithms, namely; KNN
and Naive Bayes were used in this study to build the
intrusion detection system.
a. K-Nearest Neighbor
Let p,and gt represent the instance to be
classified and the other instances in the dataset having
the same number of features as P respectively, K-
nearest neighbor Euclidean distance between p;and g,is
defined in equation 7.

d(p,9)=>(p,-q )’ o

From equation (3), a given instance will be
classified as the attack categories having majority
attacks among top k closest instance to the given
instance.

b. Naive Bayes

Given the UNSW-NB15 intrusion detection
dataset that have X number Of attributes called the
predictors (X = X;, X,,...,X,) and another attribute y
called the class label, with ten members v;,....Y40, the
Naive Bayes probability that a class y; will be assigned
to a given unlabelled instance X is given in equation 8.

(¥,=01,.....,9) (8)

Maximum posterior probability for classifying a new instance attack categories is given in Equation 9.

arg max

y Py oD ()P (%1, %2, %43 | ) 9)

c) Performance Evaluation Metrics

Performance evaluation metrics play significant
roles in assessing the predictive performance of the
model and determining the model's fithess for the
classification purpose. The confusion matrix, also known
as the error matrix, is one of the most intuitive and
easiest metrics used for finding the correctness and
accuracy of the model. It has four possible outcomes,
which are; True Positive (TP, Attack Network Packets
detected as Attack Packets), True Negative (TN, Normal
Network Packets Detected as Normal Packet), False
Positive (FP, Attack Network Packets detected as
Normal Packet), and False Negative (FN, Normal
Network packets detected as Attack Packet). Detection
accuracy, False alarm rate and precision are the three
metrics used to evaluate the performances of the

Intrusion detection classifiers of the four reduced

dataset.

i. Accuracy
Accuracy (ACC) is the ratio of all correctly
classified network packets to the total number of
instances in the intrusion test dataset, it is given by
equation.1. An accuracy of 1 implies error rate of 0 and
an accuracy of 0 indicate error rate of 10.

TP+TN
ACC = (10)
FN+ FP+TN+TP
ii. False Positive Rate (FPR) or False Alarm Rate

(FAR)
False Positive Rate (FPR) or False Alarm Rate
(FAR) is the proportion of actual network attacks cases
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that were predicted as Normal packets by the model.
FPR should be as low as possible to avoid unwanted
false alarms. it is given by equation 11.

FP

FPR=FAR = ———
TN + FP

(11)

iii. Precision
Precision is the ratio of correctly predicted
positive observations to the total predicted positive
observations. High precision relates to the low false
positive rate. it is given by equation 12.

TP

Precision =—
TP + FP

(12)

[1I. EXPERIMENTAL SETUP AND RESULTS
DISCUSSION

Four feature selection rankers were used to
select the relevant features of the UNSW-NB15 intrusion

dataset to build Intrusion Detection System. Two
classification models (Naive Bayes and KNN) were used
to build the Intrusion detection system for the cyber-
attacks detection and classification of Network traffic in
a computer network. The relevant features of the UNSW-
NB15 intrusion detection dataset selected by the four (4)
filter features rankers are presented in Table 2. Relief F
features ranker selected thirteen (13) features,
Information Gain features ranker selected fourteen (15)
features, Gain ration selected fifteen (14) features, while
correlation ranker selected eleven (11) features. It was
observed that Proto, Service and Ct_dst sport_Itm were
the only features that were commonly selected by the
feature selection algorithms. Thus, they were the
features observed to be the most relevant based on the
four methods of evaluating the relevance and having the
greatest importance in the detection and classification
of attack packets in the network traffics.

Table 2: Features Selected by the Filtered Features Rankers

Relief F (13) Gain Ratio (14) Information Gain (15) | Correlation Ranker (11)
proto, service, | Proto, service, smean, | proto, service, state, | proto, service, state,
state, smean, | ct_state ttl, ct dst sp | smean, swin, sttl, | ct_srv_src,
ct_dst_src_Itm ort_Itm, ct_state ttl, dwin, | ct_dst src_Itm, swin, sttl,
Sttl, ¢t state ttl, | ct dst dport_Itm, ct_dst_sport_Itm, Dwin,  ct dst sport_Itm,
ct_srv_src, ct_srv_dst, Sbytes, | ct_src_dport_Itm, ct_src_dport_Itm,
ct_dst_sport_Itm, dbytes, rate, dmean | Sbytes, dttl, tcprtt, | ct srv_dst
ct srv_dst, dttl, | ,dpkts, dur, sload stcpb, dtcpb
ct_dst_Itm,
ct_src_Itm

These reduced selected features with the
complete features were used to build Intrusion detection
systems of Naive Bayes and KNN. The UNSW-NB15
testing dataset was used to evaluate all the classifiers.
The confusion matrix and the performance of the KNN
and Naive Bayes classifiers with each of the selected
features of the ranking feature technique is presented in
Table 3 and 4 respectively. From tables 3 and 4, it
shows that KNN and Naive Bayes intrusion detection
models of Relief F selected features that identified
thirteen (13) features recorded the best performance in
terms of detection accuracy, classification precision and
false alarm rate. The Intrusion detection models of KNN
and Naive Bayes of the fourteen (14) features identified
by the Gain Ratio recorded the second best
performance in terms of the selected performance
metrics. Correlation and information Gain recorded the
third and the fourth performances among the Rankers
Features Selection Techniques respectively. Intrusion
detection models of the two classifier with all of features
of the UNSW-NB15 intrusion detection network dataset
recorded the least and poorest performance, this result
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shows the importance and ability of the Rankers
Features Selection Techniques to improve the
performance of intrusion detection models.

The comparison analysis of the two classifiers
shows that, KNN intrusion detection models recorded
better detection accuracy, precision and false alarm rate
than the Naive Bayes model in the classification of
UNSW-NB15 intrusion detection network dataset, it can
be further deduced that the Relief F features selection
method with KNN is the best-performing algorithm for
the detection of network packets of UNSW-NB15
intrusion detection dataset. The comparison analysis of
the selected Rankers Features Selection Techniques
with each machine learning algorithms, based on the
selected performance metrics is illustrated in Figure 2.



Table 3. Confusion Matrix and Performance of KNN Models with Each of the Rankers Features Selection Techniques

Rankers Features | Number of Confusion Matrix Performance Metrics
Selection selected
Techniques Features TP TN FP TP Accuracy | Precision FAR
Gain Ratio 14 106023 50900 13318 5100 89.50% 88.84% 20.74%
Information Gain 15 104572 49908 14769 6092 88.10% 87.62% 22.84%
Relief F 13 108503 51420 10838 4580 91.21% 90.92% 17.41%
Correlation 11 104572 50826 14769 5174 88.63% 87.62% 22.52%
All Attribute 49 90572 28026 28769 | 27974 67.64% 75.89% 50.65%
Table 4: Confusion Matrix and Performance of Naive Bayes Models with Each of the Rankers Features Selection
Techniques
Rankers Features | Number of Confusion Matrix Performance Metrics
Selection selected
Techniques Features TP TN FP TP Accuracy | Precision FAR
Gain Ratio 14 100629 47007 18712 8993 84.20% 84.32% 28.47%
Information Gain 15 89042 44576 30299 | 11424 76.20% 74.61% 40.47%
Relief F 13 102983 48937 16358 7063 86.64% 86.29% 25.05%
Correlation 11 93072 47186 26269 8814 79.99% 77.99% 35.76%
All Attribute 49 81272 29026 38069 | 26974 62.90% 68.10% 56.74%

Infoermation Gain

Gain Ratio

M Relief F

5

Correlation M Al Attribute

Figure 2: Comparison Analysis of the Selected Rankers Features Selection Methods with For Each Model

IV. CONCLUSIONS

In this research, Comparative Analysis of
Selected Filtered Feature Rankers Evaluators for Cyber
Attacks Detection was proposed using UNSW-NB15
intrusion detection network dataset. The dataset

contained nine attacks and one normal traffic types with
49 features some of which were not suitable for the
effective detection of existing and new attacks. Four
selected  Filtered Feature  Rankers  Evaluators
((Information Gain, Relief F, Gain Ratio, and Correlation)
were applied to the dataset to select it suitable and
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relevant features to model intrusion detection systems of
KNN and Naive Bayes machine learning algorithms. The
Results of the features ranking shows that Relief F
features ranker selected thirteen (13) features,
Information Gain features ranker selected fourteen (15)
features, Gain ration selected fifteen (14) features, while
correlation ranker selected eleven (11) features.
Features selected by Relief F recorded the best
performance, Gain Ratio recorded the second best
performance. Correlation and information Gain recorded
the third and the fourth performances respectively, while
the use of all the features recorded the least and
poorest performance, this result shows the importance
and abilty of the Rankers Features Selection
Techniques to improve the performance of intrusion
detection models. All the KNN models recorded better
performance than all Naive Bayes models. The models’
performance were measured in terms of Classification
/detection accuracy, precision and false alarm rate. The
results further shows models of KNN with the reduced
features of Relief F features selection method recorded
the best overall performance for the detection of network
packets of UNSW-NB15 intrusion detection dataset.
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REVIEWERS

GET A REMUNERATION OF 15% OF AUTHOR FEES
Fellow members are eligible to join as a paid peer reviewer at Global Journals Incorporation (USA) and can get a

remuneration of 15% of author fees, taken from the author of a respective paper.

Financial

ACCESS TO EDITORIAL BOARD

BECOME A MEMBER OF THE EDITORIAL BOARD
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ACSRC

ASSOCIATE OF COMPUTER SCIENCE RESEARCH COUNCIL

ASSOCIATE OF COMPUTER SCIENCE RESEARCH COUNCIL is the membership of Global Journals awarded to

individuals that the Open Association of Research Society judges to have made a 'substantial contribution to the
improvement of computer science, technology, and electronics engineering.

The primary objective is to recognize the leaders in research and scientific fields of the current era with a global
perspective and to create a channel between them and other researchers for better exposure and knowledge
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FUTURE WORK
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programs, members also receive discounts on publications made with OARS affiliated organizations.
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PREFERRED AUTHOR GUIDELINES

We accept the manuscript submissions in any standard (generic) format.

We typeset manuscripts using advanced typesetting tools like Adobe In Design, CorelDraw, TeXnicCenter, and TeXStudio.
We usually recommend authors submit their research using any standard format they are comfortable with, and let Global
Journals do the rest.

Alternatively, you can download our basic template from https://globaljournals.org/Template.zip

Authors should submit their complete paper/article, including text illustrations, graphics, conclusions, artwork, and tables.
Authors who are not able to submit manuscript using the form above can email the manuscript department at
submit@globaljournals.org or get in touch with chiefeditor@globaljournals.org if they wish to send the abstract before
submission.

BEFORE AND DURING SUBMISSION

Authors must ensure the information provided during the submission of a paper is authentic. Please go through the
following checklist before submitting:

1. Authors must go through the complete author guideline and understand and agree to Global Journals' ethics and code
of conduct, along with author responsibilities.

2. Authors must accept the privacy policy, terms, and conditions of Global Journals.

Ensure corresponding author’s email address and postal address are accurate and reachable.

4. Manuscript to be submitted must include keywords, an abstract, a paper title, co-author(s') names and details (email
address, name, phone number, and institution), figures and illustrations in vector format including appropriate
captions, tables, including titles and footnotes, a conclusion, results, acknowledgments and references.

5. Authors should submit paper in a ZIP archive if any supplementary files are required along with the paper.

Proper permissions must be acquired for the use of any copyrighted material.

7. Manuscript submitted must not have been submitted or published elsewhere and all authors must be aware of the
submission.

w

o

Declaration of Conflicts of Interest

It is required for authors to declare all financial, institutional, and personal relationships with other individuals and
organizations that could influence (bias) their research.

PoLICY ON PLAGIARISM
Plagiarism is not acceptable in Global Journals submissions at all.

Plagiarized content will not be considered for publication. We reserve the right to inform authors’ institutions about
plagiarism detected either before or after publication. If plagiarism is identified, we will follow COPE guidelines:

Authors are solely responsible for all the plagiarism that is found. The author must not fabricate, falsify or plagiarize
existing research data. The following, if copied, will be considered plagiarism:

e  Words (language)

e Ideas

e  Findings

e Writings

e Diagrams

e Graphs

e lllustrations

e |Lectures
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e  Printed material

e  Graphic representations
e  Computer programs

e Electronic material

e Any other original work

AUTHORSHIP POLICIES

Global Journals follows the definition of authorship set up by the Open Association of Research Society, USA. According to
its guidelines, authorship criteria must be based on:

1. Substantial contributions to the conception and acquisition of data, analysis, and interpretation of findings.
2. Drafting the paper and revising it critically regarding important academic content.
3. Final approval of the version of the paper to be published.

Changes in Authorship

The corresponding author should mention the name and complete details of all co-authors during submission and in
manuscript. We support addition, rearrangement, manipulation, and deletions in authors list till the early view publication
of the journal. We expect that corresponding author will notify all co-authors of submission. We follow COPE guidelines for
changes in authorship.

Copyright

During submission of the manuscript, the author is confirming an exclusive license agreement with Global Journals which
gives Global Journals the authority to reproduce, reuse, and republish authors' research. We also believe in flexible
copyright terms where copyright may remain with authors/employers/institutions as well. Contact your editor after
acceptance to choose your copyright policy. You may follow this form for copyright transfers.

Appealing Decisions

Unless specified in the notification, the Editorial Board’s decision on publication of the paper is final and cannot be
appealed before making the major change in the manuscript.

Acknowledgments

Contributors to the research other than authors credited should be mentioned in Acknowledgments. The source of funding
for the research can be included. Suppliers of resources may be mentioned along with their addresses.

Declaration of funding sources

Global Journals is in partnership with various universities, laboratories, and other institutions worldwide in the research
domain. Authors are requested to disclose their source of funding during every stage of their research, such as making
analysis, performing laboratory operations, computing data, and using institutional resources, from writing an article to its
submission. This will also help authors to get reimbursements by requesting an open access publication letter from Global
Journals and submitting to the respective funding source.

PREPARING YOUR MANUSCRIPT

Authors can submit papers and articles in an acceptable file format: MS Word (doc, docx), LaTeX (.tex, .zip or .rar including
all of your files), Adobe PDF (.pdf), rich text format (.rtf), simple text document (.txt), Open Document Text (.odt), and
Apple Pages (.pages). Our professional layout editors will format the entire paper according to our official guidelines. This is
one of the highlights of publishing with Global Journals—authors should not be concerned about the formatting of their
paper. Global Journals accepts articles and manuscripts in every major language, be it Spanish, Chinese, Japanese,
Portuguese, Russian, French, German, Dutch, Italian, Greek, or any other national language, but the title, subtitle, and
abstract should be in English. This will facilitate indexing and the pre-peer review process.

The following is the official style and template developed for publication of a research paper. Authors are not required to
follow this style during the submission of the paper. It is just for reference purposes.
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Manuscript Style Instruction (Optional)

e  Microsoft Word Document Setting Instructions.

e  Font type of all text should be Swis721 Lt BT.

e Pagesize: 8.27" x 11", left margin: 0.65, right margin: 0.65, bottom margin: 0.75.

e  Paper title should be in one column of font size 24.

e Author name in font size of 11 in one column.

e  Abstract: font size 9 with the word “Abstract” in bold italics.

e  Main text: font size 10 with two justified columns.

e Two columns with equal column width of 3.38 and spacing of 0.2.

e  First character must be three lines drop-capped.

e The paragraph before spacing of 1 pt and after of 0 pt.

e Line spacing of 1 pt.

e lLarge images must be in one column.

e The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10.
e The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10.

Structure and Format of Manuscript

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words.
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers
are reports of significant research (typically less than 7,000 words, including tables, figures, and references)

A research paper must include:

a) Atitle which should be relevant to the theme of the paper.

b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.

c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus.

d) Anintroduction, giving fundamental background objectives.

e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit

repetition, sources of information must be given, and numerical methods must be specified by reference.
f)  Results which should be presented concisely by well-designed tables and figures.
g) Suitable statistical data should also be given.
h) All data must have been gathered with attention to numerical detail in the planning stage.

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed.

i)  Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also
be summarized.

j)  There should be brief acknowledgments.

k) There ought to be references in the conventional format. Global Journals recommends APA format.

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow
instructions. They will also be published with much fewer delays than those that require much technical and editorial
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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FORMAT STRUCTURE

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to
published guidelines.

All manuscripts submitted to Global Journals should include:
Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details
The full postal address of any related author(s) must be specified.
Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval,
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases,
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.
Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable
format and not as images. References to these tables (if any) must be mentioned accurately.
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Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

PREPARATION OF ELETRONIC FIGURES FOR PUBLICATION

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only.
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF
only) should have a resolution of at least 350 dpi (halftone) or 700 to 1100 dpi (line drawings). Please give the data
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the
color fee after acceptance of the paper.

TIPS FOR WRITING A GOOD QUALITY COMPUTER SCIENCE RESEARCH PAPER
Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking
several questions of yourself, like "Will | be able to carry out a search in this area? Will | find all necessary resources to
accomplish the search? Will | be able to find all information in this field area?" If the answer to this type of question is
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also,
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software,
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research
paper or find a model research paper. You can download books from the internet. If you have all the required books, place
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should
strictly follow here.
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6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will
make your search easier.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any
important thing like making a research paper, you should always have backup copies of it either on your computer or on
paper. This protects you from losing any portion of your important data.

9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality.
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly)
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward.
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere,
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you
acquire colleagues, they can give you ideas which will be helpful to your research.
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20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs."
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies.
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands,
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings.
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A
good quality research paper format is essential because it serves to highlight your research paper and bring to light all
necessary aspects of your research.

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING
Key points to remember:

e  Submit all work in its final form.

e Write your paper in the form which is presented in the guidelines using the template.
e Please note the criteria peer reviewers will use for grading the final paper.

Final points:

One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that
directed you to make a study. As you carry out the process of study, the method and process section will be constructed
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

e Insertion of a title at the foot of a page with subsequent text on the next page.

e Separating a table, chart, or figure—confine each to a single page.

e Submitting a manuscript with pages out of sequence.

e In every section of your document, use standard writing style, including articles ("a" and "the").
e Keep paying attention to the topic of the paper.

e Use paragraphs to split each significant point (excluding the abstract).

e  Align the primary line of each section.

e  Present your points in sound order.

e Use present tense to report well-accepted matters.

e Use past tense to describe specific results.

e Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
e Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

e Fundamental goal.

e To-the-point depiction of the research.

e Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of
any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

0 Single section and succinct.

An outline of the job done is always written in past tense.

Concentrate on shortening results—limit background information to a verdict or two.

Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important
statistics) are just as significant in an abstract as they are anywhere else.

0O oo

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background
information to be capable of comprehending and calculating the purpose of your study without having to refer to other
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

0 Explain the value (significance) of the study.

0 Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon
its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.

0 Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose
them.

0 Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.
Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way,
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:
Materials may be reported in part of a section or else they may be recognized along with your measures.
Methods:

0 Report the method and not the particulars of each process that engaged the same methodology.

0 Describe the method entirely.

0 To be succinct, present methods under headings dedicated to specific dealings or groups of measures.

0 Simplify—detail how procedures were completed, not how they were performed on a particular day.

0 If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.
Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.
What to keep away from:

0 Resources and methods are not a set of information.
0  Skip all descriptive information and surroundings—save it for the argument.
0 Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if
requested by the instructor.

Content:

0 Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.

0 Inthe manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.

0 Present a background, such as by describing the question that was addressed by creation of an exacting study.

0 Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if
appropriate.

0 Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or

manuscript.
What to stay away from:
0 Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
0 Do notinclude raw data or intermediate calculations in a research manuscript.
0 Do not present similar data more than once.
0 A manuscript should complement any figures or tables, not duplicate information.
0 Never confuse figures with tables—there is a difference.
Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.
Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results
that you have, and take care of the study as a finished work.

0 You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.

0 Give details of all of your remarks as much as possible, focusing on mechanisms.

0 Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was
correctly restricted. Try to present substitute explanations if they are sensible alternatives.

0 One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go
next? The best studies unlock new avenues of study. What questions remain?

0 Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

THE ADMINISTRATION RULES
Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to
avoid rejection.

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS INC. (US)

decision of Paper. This report will be the property of Global Journals Inc. (US).
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Abstract

Introduction

Methods
Procedures

Discussion

References

Grades

Clear and concise with
appropriate content, Correct

format. 200 words or below

Containing all background
details with clear goal and
appropriate  details, flow
specification, no grammar
and spelling mistake, well
organized sentence and

paragraph, reference cited

Clear and to the point with
well arranged paragraph,
precision and accuracy of
facts and figures, well

organized subheads

Well organized, Clear and
specific, Correct units with
precision, correct data, well
structuring of paragraph, no
grammar and spelling
mistake

Well organized, meaningful
specification, sound
conclusion, logical and

concise explanation, highly

structured paragraph
reference cited
Complete and correct

format, well organized

Unclear summary and no
specific data, Incorrect form

Above 200 words

Unclear and confusing data,
appropriate format, grammar
and spelling errors with

unorganized matter

Difficult to comprehend with
embarrassed text, too much
explanation but completed

Complete and embarrassed
text, difficult to comprehend

Wordy, unclear conclusion,
spurious

Beside the point, Incomplete

E-F

No specific data with ambiguous
information

Above 250 words

Out of place depth and content,
hazy format

Incorrect and unorganized

structure with hazy meaning

Irregular format with wrong facts
and figures

Conclusion is not  cited,
unorganized, difficult to

comprehend

Wrong format and structuring

© Copyright by Global Journals | Guidelines Handbook .



INDEX

A M
Arima - 20, 21 Matrix - 33, 34
Autograssive - 20 Multihop - 10
Munging - 32
B
P
Bayesian - 30
Beaconing - 11 Pooling - 18
Benign - 30 Posterior - 33
Cc R

Cascaded - 19, 23
Concealment - 20

Contour - 19

Convolutional - 17, 18, 19, 23
Cybermatics - 23

Receptive - 12

Reconnaissance - 32

Recuperation - 11
Regression - 32

D

Deterrents - 11, 14

E

Entropy - 21, 32
Estuary - 25
Ethereum - 20
Euclidean - 33
G

Gradient - 19
H

Heterogeneous - 30
Heuristic - 19
Hyperspectral - 22

Impediments - 13
Interoperable - 23

Intrusion - 22, 29, 30, 33, 34, 35

S

Sarima - 20
Sarimax - 20, 21
Shearing - 18
Snags - 13
Softmax - 18
Spatial - 11

Spoofing - 17, 22
Stochastic - 19



e

save our planet

ISSN 9754350

70

61158

698

61427>

© Global Journals Inc.



	Global Journal of Computer Science and Technology
	Volume 22 Issue 1 (Ver. 1.0)
	Copyright Policies
	Honourable Board Members
	Contents
	1. Synthesis of Low-Profile Antennas using Fractal Analysis
	2. Website Text Translation and Image Translation from a URL using Optical Character Recognition (OCR)
	3. Performance Evaluation for Ad hoc Routing Protocol in Vehicular Ad hoc Network (VANET)
	4. “TrustPass’’ – Blockchain based Trusted Digital Identity Platform towards Digital Transformation
	5. An Analysis of the Potential Risk and Fraud Involved in Mobile Money Transaction in Freetown Sierra Leone
	6. Comparative Analysis of Selected Filtered Feature Rankers Evaluators for Cyber Attacks Detection
	Memberships
	Author Guidelines
	Index



