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Comparative Analysis of Spatio and Viterbi 
Encoding and Decoding Techniques in 

Hardware Description Language 
Pooja Nagwal  α, Adesh Kumar   σ & Dhirendra Singh Gangwar   ρ 

Abstract - The paper focuses on the design and synthesis of 
hardware chip for Spatio and Viterbi encoding and decoding 
techniques. Both techniques are used for digital data 
encoding and decoding in transmitter and receiver 
respectively. These techniques are used for error control 
coding found in convolution codes. Spatio coding is also used 
to eliminate crosstalk among interconnect wires, thereby 
reducing delay.  The encoded data is in packet form may be of 
‘N’ bits. Data is decoded at different clock pluses at which it is 
encoded. A comparative analysis is done for hardware 
parameter, timing parameters and device utilization. Design is 
implemented in Xilinx 14.2 VHDL software, and functional 
simulation was carried out in Modelsim 10.1 b, student edition. 
Hardware parameters such as size cost and timings are 
extracted from the design code.  
Keywords : field programmable gate array (FPGA), 
register transfer level (RTL), very high speed integrated 
circuit hardware description language (VHDL), very large 
scale of integration (VLSI). 

I. Introduction 

he Viterbi Algorithm [1] [3] [16] is used widely for 
estimation and detection problems in digital 
communication and signal processing. It is used to 

detect signals in communication channels with memory 
[3], and to decode sequential error control codes [16] 
that are used to improve the performance of digital 
communication systems.  During the transmission or 
storage process, the digital data may get corrupted due 
to noise. Channel coding [1] is a method to encode the 
data in a manner that it can be recovered even if it gets 
influenced by noise .Channel Coding involves adding 
redundant bits [3] to the data so that when it gets 
corrupted due to noise, the data can still be recovered 
through the redundancy [1]  present in it. Block codes 
and convolution codes [16] are two major forms of 
Channel coding. The block codes [16] transform a block 
of k symbols into a block of n symbols called code 
word, where n > k. Since the output n-symbol code 
word  depends  only  upon  the corresponding k- symbol  
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input code word, the encoder is memory less and can 
be implemented in a combinational logic. On the other 
hand, a Viterbi encoder [3] [16] not only depends on the 
corresponding k-symbol input block but also on m 
previous input blocks. Viterbi encoders are implemented 
in sequential logic because they are associated with 
memory element. Keeping in mind the essentials of 
communication channels in wireless systems, reliable 
data communication, fast as well as accurate is the 
main requirement and Viterbi coding helps us in 
achieving the same. The Viterbi algorithm [1] applies the 
maximum-likelihood path [3] [16] method for error 
detection. The most common metric used is the branch 
distance metric [1]. This is basically the dot product 
between the received codeword and the allowable 
codeword [16]. These metrics are cumulative so that the 
path with the largest total metric is the final desired 
output. The selection of survivor path basically 
determines the whole of the Viterbi algorithm and 
ensures that the algorithm completes with the maximum 
likelihood path [1]. The algorithm ends and is completed 
when all of the nodes in the trellis have been labeled 
and their entering survivor paths have been determined. 
The design space for VLSI implementation of Viterbi 
decoders is large, involving choices of throughput, 
latency, area, and power. Even for a fixed set of 
parameters like constraint length, encoder polynomials 
[3] and trace-back depth [1], the task of designing a 
Viterbi decoder is quite complicated and requires 
significant effort. Sometimes, due to incomplete design 
space exploration or incorrect analysis, a suboptimal [3] 
design is selected 

In onchip interconnects [2] [4], there is 
propagation delay [5] due to resistance and inter wire 
interconnects and gates and some others sources are 
such as alpha particles, electromagnetic interference [2] 
and power grid fluctuation [8]. Various techniques are 
used to minimize the delay and also various error 
detection and correction scheme [6]. In this paper, a 
Spatio- temporal bus encoding scheme [2] [4] [5] [9] is 
proposed which are reduced the delay due to its 
optimized hardware parameters and implementation. 
Experimental results of this scheme is show that this 
scheme perform better and have advantages of error 
detection, also in this paper we compare this scheme 
with Viterbi encoding scheme. 

T 

 ©  2013 Global Journals Inc.  (US)
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The
 
rest of this paper is organized as follow. 

The algorithm of Spatio temporal scheme is proposed in 
section II. The algorithm of Viterbi encoding scheme in 
presented in section III.  Section IV the presents the 
simulation results, RTL views and discussion part. 
Comparative analysis of Synthesis report and timing 
parameters are listed in section V.

 
II.

 
Spatio Temporal Bus Encoding & 

Decoding
 

Spatio encoding [12] is applicable for arbitrary 
bus encoding .This techniques are proposed for 8 bits, 
16 bits or ‘N'  bits

 
data. Spatio temporal bus encoding 

scheme is proposed for eliminates the crosstalk classes 
[11] [13] for large energy consumption and delay of the 
buses [12]. This scheme is also designed to have built-
in error detection [10] with very less circuit overhead. 
The architectures for the encoder and decoder circuit of 
the Spatio temporal encoding scheme are given in 

figure 1(a) and 1(b). The architecture of the Spatio 
encoder is proposed for scheme an 8 bits data bus. In 
the encoder which have data dt

 
and previous encoded 

data Et-1. There are two multiplexers [11] which have 3 
common inputs from data dt

 
and two XOR gates. It‘s 

output is Et
 
and Et+1. The data sent on the bus at time 

instance t-1 is stored in a register of 9 bits. It is denoted 
by Et-1. The present data is stored in register which are 
denoted by dt.  First multiplexer (2 x 1) has two inputs 
which are common may be any one bit of data dt(1), 
dt(2) and dt(3). The selection line of this multiplexer is 
directly configured as XOR output [12] of dt(2) and EX-1

 (2).  The output of this multiplexer is common input [13] 
[14] for Et(1), Et(2), Ex(3), Ex(4). Another multiplexer also 
has common inputs lines which are dt(5),

 
dt(6) and dt(7)  

followed by XORed selection line of dt(6) and Et-1(8). The 
decoding   method  for  the  proposed  scheme  is 
similar [15].

 

 
Figure 1 :  (a) Spatio-Encoder & (b) Spatio-Decoder 

In decoding scheme [2] [12] [15] the original 
data dt is reconstructed from Et and Et+1. Where Et+1 and 
Et are the input to the decoder and dt is obtained by the 
decoding algorithm. The first three bits of dt(1), dt(2) and 
dt(3) are common output of first multiplexer. This 
multiplexer accepts common input of Et(1), Et(2) and 
Et(3). Et+1(3) is the selection logic of this multiplexer. 
First bit of Et+1(1) is directly configured with dt(4). 
Another multiplexer accepts common inputs of Et(7), 
Et(8) and Et(9). Selection logic of this multiplexer is 
Et+1(9). The output of this multiplexer gives the values of 
dt(5), dt(6) and dt(7). dt(8) is directly configured with 
Et+1(7). For an example, consider an 8-bit data bus [2] 
for which encoded data will be of 9-bit length. Let the 
data be already available on the bus (9 bit) [2] [12] as 

Et: 101 100 010. Data to be sent on the bus dt: 0101 
101. Before coding (Et-1,dt): .Output of the 
encoder Et: 101 100 010. Output of the encoder [2] 
Et+1:101 101 111. After coding (Et-1, 
Et): . Here transaction 0-1, 1-0 and 1-
1 are represented by . 

III. Viterbi Encoding & Decoding 

Conventional codes are helping to analysis the 
Viterbi algorithm [3]. Viterbi algorithm are supported by 
two steps, the initial step is to select the trellis from the 
bits that are achieved at the input at the receiver. A 
simple trellis [1] show with 4 stage points for 
transmission, each state is represented with a dot and 
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the  state   transition  is  shown  as  edge  of  branch. 
Each branch is known as the branch matrix. The use of 
trellis structure [16] is to find the coded sequence in 
transmission signal.  Considering a Viterbi encoder as 
shown in figure 2, with three modulo-2 adders, which 
accepts the 4 bits data stream. 
Let, K = No of the shift registers = 3 
V= No. of bits in the code blocks = 3 
L= length of input data stream = 4. 

 

Figure 2 : Viterbi Encoder [16] 

The Encoded vector V = [V1 V2 V3] in which the 
values of V1, V2 and V3 of the adders are V1 = E1 XOR E2, 
V2= E2 XOR E3, V3= E1 XOR E3. Initially, it is assumed 
that the shift register is clear means the contents of [M1, 
M2, M3 = 000]. Let the 4-bit data is 1101. The data 
stream is entered in the shift register from MSB.  MSB 
bit of input data stream is entered into shift register and 
there is one bit right shift.  Thus at first bit interval is 
E1=0, E2=1, E3=0. So the vector corresponding to first 
bit is determined by the calculation, 

.  

Hence the value of first encoded vector is 101. 
Similarly second bit form MSB is entered in shift register, 
second bit interval E1=1, E2=1, E3=0. Vector 
corresponding to second bit is 

 

Hence the value of second encoded vector is 
101. In the same manner encoded vectors [1][16] for 

other bit intervals can be found. The register will reset at 
seventh bit interval because maximum condition [16] of 
reset is (L+K= 4+3= 7). The output at each bit interval 
consists of V bits. Thus for each message there are 
(L+K) encoded vectors in the output code word. In the 
given table the coded output bit stream for all input data 
stream for encoder. 

 
Table 1

 
:
 
Encoded data vector for 4 bit data stream [16]

 
Input data 

stream
 

Coded output bit stream  
0000

 
000

 
000

 
000

 
000

 
000

 
000

 
000

 0001
 

000
 

000
 

000
 

101
 

110
 

011
 

000
 0010

 
000

 
000

 
101

 
110

 
011

 
000

 
000

 0011
 

000
 

000
 

101
 

011
 

101
 

011
 

000
 0100

 
000

 
101

 
110

 
011

 
000

 
000

 
000

 0101
 

000
 

101
 

110
 

110
 

110
 

011
 

000
 0110

 
000

 
101

 
011

 
101

 
011

 
000

 
000

 0111
 

000
 

101
 

011
 

000
 

101
 

011
 

000
 1000

 
101

 
110

 
011

 
000

 
000

 
000

 
000

 1001
 

101
 

110
 

011
 

101
 

110
 

011
 

000
 1010

 
101

 
110

 
110

 
110

 
011

 
000

 
000

 1011
 

101
 

110
 

110
 

011
 

101
 

011
 

000
 1100

 
101

 
011

 
101

 
011

 
000

 
000

 
000

 1101
 

101
 

011
 

101
 

110
 

110
 

011
 

000
 1110

 
101

 
011

 
000

 
101

 
011

 
000

 
000

 1111
 

101
 

011
 

000
 

000
 

101
 

011
 

000
 

Similarly, the encoding of 8 bit can understand. 
Considering and 8 bit input stream 10111010. Initially 
shift register contents are 000. First bit of MSB is 
entered in shift register then E1=1, E2=0, E3=0 the first 
encoded vector

 
calculation

 

 
Hence the value of first encoded vector is 101. 

Similarly second bit is entered from MSB, the contents 
of shift register will be E1=0, E2=1, E3=0, the conceded 
vector

 

 
Hence the value of second encoded vector is 

110. The register will reset at seventh bit interval 
because maximum condition of reset is (L+K= 8+3= 
11). In the same manner encoded vectors for other bit 
intervals can be found and the encoded vectors are 11. 
Table 2 lists the values of encoded vectors for 8 bits 
input data stream.

 

Table 2 : Encoded data vector for 8 bits data stream 

Input data 
stream

 Coded output bit stream

 

0000000
 

000
 

000
 

000
 

000
 

000
 

000
 

000
 

000
 

000
 

000
 

0000001
 

000
 

000
 

000
 

000
 

000
 

000
 

101
 

110
 

011
 

000
 

:
 

:
 

:
 

:
 

:
 

:
 

:
 

:
 

:
 

:
 

:
 

1111110
 

101
 

011
 

000
 

000
 

000
 

000
 

101
 

011
 

000
 

000
 

1111111
 

101
 

011
 

000
 

000
 

000
 

000
 

000
 

101
 

011
 

000
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The Viterbi algorithm applies the maximum-
likelihood principle [3]. The most common metric used 
is the Hamming distance metric [1]. This is just the dot 
product

 
between the received codeword and the 

allowable codeword. These metrics are cumulative so 
that the path with the largest total metric is the final 

winner. The selection of survivor path is the main feature 
of the Viterbi algorithm and ensures that the algorithm 
terminates with the maximum likelihood path. The 
algorithm terminates when all of the nodes in the trellis 
have been labeled and their entering survivor paths are 
determined [16].

 

 

Figure 3 : Trellis diagram of decoding logic [1] 

IV. Simulation Result & Discussion 

The snapshot shown in figure 4 (a), (b) and 
5(1),(b) is taken from the modelsim 10.1b software 
which shows the 8-bit data encoding and decoding 

using Spatio and Viterbi Algorithms respectively.  
Register Transfer Logic (RTL) representations of both 
schemes are shown in the figure 6 and 7 respectively. 
Table 3 explains the role of pins and their functions.

 

Table 3
 
:
 
Function Description of Pins

 

Pins
 

Functional Description
 

clk
 

Signal produce to Clock signal ( 1 bit of std_logic)
 

Reset
 

used for synchronization of the components by using clk ( 1 bit of std_logic)
 

Tx
 

9 bit encoded data by Spatio encoder at time t
 

Tx_Minus
 

9 bit encoded data by Spatio encoder at time t-1
 

Tx_plus

 

9 bit encoded data by Spatio encoder at time t+1

 

dt

 

Input data of Spatio Encoder  and output of Spatio Decoder (8 bits of std_logic_vector)

 

Data_stream

 

Input data of 8 bit  for Viterbi Encoder (8 bits of std_logic_vector)

 

Encoded_vector_data

 

Array of Encoded data (0 to 10) for 8 bit data_stream(8 bits of std_logic_vector)

 

Decoded_data_stream

 

Decoded output of Viterbi decoder (8 bits of std_logic_vector)
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Figure 4 (a) : Modelsim waveform of 8-bits Spatio-temporal bus encoder 

 

Figure 4
 
(b)

 
:
 
Modelsim waveform of 8-bits Spatio-temporal bus decoder
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Figure 5 (a) : Modelsim waveform of 8-bits viterbi bus encoder 

 

Figure 5

 

(b)

 

:

 

Modelsim waveform of 8-bit viterbi bus decoder
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Figure 6 : (a) Spatio Encoder & (b) Decoder 

 

Figure 7 : (a) Viterbi Encoder & (b) Decoder 

V. Comparative Analysis 
Comparative analysis of Spatio and Viterbi 

encoding and decoding Schemes can be done by the 
timing parameters and device utilization summary 
extracted from Xilinx. Device utilization summary is the 
report of used device hardware in the implementation of 
the chip such as RAM, ROM, slices, flip flops etc. 
Synthesis report shows the complete details of device 
utilization as total memory utilization. If synthesis report 
does not have the optimized hardware, further chip 
development can be done in the Xilinx ISE design 
software.  The device targeted for synthesis on 
SPARTEN-3E FPGA .Timing parameters are 
synchronized with the clock signal. Timing details 
provides the information of net delay, minimum period, 
minimum input arrival time before clock and maximum 
output required time after clock. Table 4 compares the 

hardware utilization for Spatio and Viterbi Encoders. 
Table 5 compares the hardware utilization for Spatio and 
Viterbi decoders. Table 6 shows the timing parameter of 
Spatio and Viterbi Encoders and decoders.  
Selected Device : xc3s250e-5pq208 
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Table 4

 

:

 

Hardware Utilization of Viterbi and Spatio Encoders

 Device part
 

Viterbi Encoder

 

Spatio Encoder

 Used

 

Available

 

Utilization

 

Used

 

Available

 

Utilization

 
Number of Slices

 

60

 

2448

 

2%

 

1

 

2448

 

0 %

 
Number of Slice Flip Flops

 

23

 

4896

 

0 %

 

2

 

4896

 

0 %

 
Number of 4 input LUTs

 

105

 

4896

 

2 %

 

50

 

4896

 

1%

 
Number of bonded IOBs

 

43

 

158

 

27 %

 

46

 

158

 

29 %

 
Number of GCLKs

 

1

 

24

 

4 %

 

1

 

24

 

4 %

 Table 5
 
:
 

Hardware Utilization of Viterbi and Spatio Decoders

 
Device part  

Viterbi Decoder
 

Spatio Decoder
 Used

 
Available

 
Utilization

 
Used

 
Available

 
Utilization

 Number of Slices
 

34
 

2448
 

1%
 

26
 

2448
 

1%
 Number of Slice Flip Flops

 
43

 
4896

 
0 %

 
33

 
4896

 
0 %

 Number of 4 input LUTs
 

6
 

4896
 

0 %
 

4
 

4896
 

0 %
 Number of bonded IOBs

 
18

 
158

 
11 %

 
16

 
258

 
10 %

 Number
 
of GCLKs

 
1

 
24

 
4 %

 
1

 
24

 
4 %

 
Table 6

 
: Timing Parameters of Viterbi and Spatio Encoders and Decoders

 

Parameter Utilization 
Viterbi Encoder Viterbi Decoder Spatio Encoder Spatio Decoder 

Minimum Period 3.047ns 2.058 ns 1.578 ns 1.567 ns 
Minimum input arrival time 
before clock 

8.515ns 4.053 ns 2.056 ns 2.023 ns 

Maximum output required 
time after clock 

4.179ns 4.179 ns 3.0567 ns 3.067 ns 

Maximum combinational 
path delay 

12.014 ns 10.057 ns 6.232ns 5.797 ns 

Maximum Frequency 325.165 MHz 325.53 MHz 325 .27 MHz 325 .10 MHz 
Memory Utilization 116408 kB 115384 kB 114360 kB 110380 kB 

 

 

Figure 8 : Memory Utilization Graph 

Device utilization summary shows that there is 
very less difference in hardware utilization in both 
encoding and decoding scheme. There is 2 % 
difference in the Number of bonded IOBs, 2 % 

difference in number of slices, 1% difference in Number 
of 4 input LUTs with respect to Viterbi encoder and 
Spatio encoder. Similarly, there is 1 % less number of 
bounded I/Os for Spatio decoder than Viterbi decoder. 
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The memory utilization graph is shown in figure 
8 which shows 1.75 % less memory for Spatio encoder 
4.33 % less memory for Spatio decoder.  There is a 
reduction of 48 % in minimum period, 76 % in minimum 
input arrival time before clock, 27 % Maximum output 
required time after clock and 48 % in combinational path 
delay in Spatio encoder in comparison to Viterbi 
encoder. Similarly, There is a reduction of 24 % in 
minimum period, 50 % in minimum input arrival time 
before clock, 26 % Maximum output required time after 
clock and 42 % in combinational path delay in Spatio 
decoder in comparison to Viterbi decoder. 

VI. Conclusion 
The hardware chip for Viterbi encoder and 

decoder, Spatio encoder and decoder is implemented 
in Xilinx 14.2 and functionally checked in Modelsim 
10.1b software. A comparative analysis is done with 
respect to hardware and timing parameters.  In the chip 
implementation, it is analyzed that Spatio encoding and 
decoding is having less delay in comparison to Viterbi 
encoding and decoding. Memory utilization is less which 
is 1.75 % for Spatio encoder 4.33 % for Spatio decoder 
in comparison to Viterbi encoder and decoder. But there 
is a reduction of 48 % in combinational path delay in 
Spatio encoder and 42 % in Spatio decoder in 
comparison to Viterbi encoder and decoder.  Hence 
Spatio encoding and decoding scheme is faster in 
comparison to Viterbi encoding and decoding.  
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Modification of Support Vector Machine for 
Microarray Data Analysis

Vrushali Dipak Fangal α & Dr. Sk. Sarif Hassan σ

Abstract - The role of protuberant data analysis in selection of 
certain genes having distinctive level of activities between 
conditions of interest i.e diseased gene and normal genes is 
very significant. Now-a-days it is become a standard in gene 
analysis that microarray of DNA is a crucial data preparation 
step in systemization and other biological analysis. We 
consider the problem of constructing an accurate prediction 
rule for separating the different labels of genes in microarray 
gene expression data. Use of SVM in such data analysis is not 
new but it is not up to the mark we desire. So in this 
manuscript, we have tried to modify Support Vector Machine 
(SVM) for better accuracy in cancer genes systemization. Here 
we have modified SVM to account for gene redundancy and 
keep a check on it. In the other approach, instead of keeping 
bias a constant in SVM, we have tried to modify SVM by bias 
variation which we call as Orthogonal Vertical Permutator 
(OVP).  
Keywords : support vector machine, microarray, 
redundancy, orthogonal vertical permutator.  

I. Introduction 

he theory of support vector machines (SVMs), 
which is based on the idea of structural risk 
minimization (SRM), is a new classification 

technique and has drawn much attention on this topic in 
recent years (Burges, 1998; Cortes and Vapnik 1995; 
Vapnik, 1995, 1998). The good generalization ability of 
SVMs is achieved by finding a large margin between two 
classes (Bartlett and Shawe-Taylor, 1998; Shawe-Taylor 
and Bartlett, 1998). In many applications, the theory of 
SVMs has been shown to provide higher performance 
than traditional learning machines (Burges, 1998) and 
has been introduced as powerful tools for solving 
classification problems. Since the optimal hyper-plane 
obtained by the SVM depends on only a small part of 
the data points, it may become sensitive to noises or 
outliers in the training set (Boser et al., 1992; Zhang, 
1999).  

To solve this problem, one approach is to do 
some preprocessing on training data to remove noises 
or outliers, and then use the remaining set learn the 
decision function (Cao et al., 2003).This method is hard 
to implement if we do not have enough knowledge 
about noises or outliers. In many real world applications, 
we  are  given  a  set  of training data without knowledge  
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about noises or outliers. There are some risks to remove 
the meaningful data points as noises or outliers.  

Support Vector Machines have gained much 
attention in recent years due to their better predictability 
and ability to theoretically project any data to infinite 
dimension. It works on the simple basis of separating 
classes using a hyper plane.  

In present scenario, any classification method 
has to deal with thousands of genes provided by micro 
array data. This is real test for and classification method. 
Neural networks have shown high potential in dealing 
with huge amount of data but it cannot overcome 
redundancy problem. Many highly correlated genes play 
similar role in classification while many of them could be 
omitted. Support Vector Machines also could not 
account for this problem in current form. In SVM, the 
weights of any two highly correlated features will be 
quite near and thus both can play significant role in 
classification. It is a major hindrance in feature selection. 

In this paper, we present two different 
approaches for improvement of classification accuracy 
for linear SVMs. In the first method, redundancy control 
has been targeted for improve the classification rate. For 
checking a control on redundancy an matrix ‘A’ has 
been introduced in the optimization problem. This matrix 
keeps a check on weight of a feature according to its 
correlation with other features. It will be discussed in 
details in later section of paper.  

The second method is also an approach to 
improve the classification performance of linear SVM. It 
is based on adjustment of bias value in SVM. The results 
have encouraged us for further probe. 

 

In the paper, Section 2 describes the 
architecture of normal Support vector machine. Section 
3 compares the architecture of normal SVM and 
modified SVM for controlling the redundancy. Section 4 
describes the other method for improving the 
classification accuracy called Orthogonal Vertical 
Permutator. Section 5 and 6 discusses experimentation 
and the results obtained respectively. 

 

 
 

a)
 

SVM 
 

Support Vector Machines (SVM’s) are learning 
methods used for binary classification of data. The basic 
idea is to find a hyper-plane separating n-dimensional 

T 
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data perfectly into two classes. Since the example data 
is often not linearly separable, SVM introduce a “kernel 
induced feature space" which casts data into a higher 
dimensional space where data is separable. SVM plays 
a major role in eliminating computational complexity and 
over fitting (Crammer, Koby, 2001, Drucker, Harris, 
1996, Ferris, Michael C, 2002 and T. S. Furey et al. 
2000). 

 We are given l training samples {xi, yi}, i = 
1,…., l , where each sample has d inputs    , and a 
class label with one of two values (yi∈{-1,1}).Now, all 
hyper- planes in   are parameterized by a vector 
(w),and a constant (b), expressed in the equation 𝑤𝑤

 
.𝑥𝑥

 
+ 

𝑏𝑏
 
= 0 where w is orthogonal to the hyper-plane. 

 Given such a hyper-plane (w, b) that separates 
the data, this gives the function 

 
𝑓𝑓(𝑥𝑥) = 𝑠𝑠𝑖𝑖𝑔𝑔𝑛𝑛(𝑤𝑤.𝑥𝑥

 
+ 𝑏𝑏)

 
which correctly systemizes the training. However, a 
given hyper-plane represented by (w, b) is equally 
expressed by all pairs {𝜆𝜆𝑤𝑤,𝜆𝜆

 
𝑏𝑏} for 𝜆𝜆∈𝑅𝑅+. So we define

 the canonical hyper-plane to be that which separates 
the data from the hyper-plane by a distance of at least 1. 

That is, we consider those that satisfy:  
xi .w + b > +1whenyi = +1 and 𝑥𝑥𝑖𝑖.𝑤𝑤  + 𝑏𝑏  <−1 

when or more compactly: yi(xi .w + b) >1 ∀𝑖𝑖.  

We can frame this as an optimization problem as: 
 

Minimize in (𝑤𝑤,𝑏𝑏): ||𝑤𝑤|| subject to (𝑓𝑓𝑜𝑜𝑟𝑟
 
𝑎𝑎𝑛𝑛𝑦𝑦

 

𝑖𝑖=1,….,𝑛𝑛)𝑦𝑦𝑖𝑖(𝑤𝑤.𝑥𝑥𝑖𝑖−𝑏𝑏)≥1 
 

b)
 

Modified SVM 
 

Before we start the modification over the 
existing SVM let us understand the method of 
generating the matrix A. 

 

i.
 

Generation of ‘A’ Matrix
  1.

 
On basis of property of features like correlation or 
mutual information. 

 

2.
 

Using a function of importance or unique data 
points. 

 

3.
 

We may also use something like gradient descent 
method. 

 

  
   

 
 

  
 

 
 
 
 

Consider the optimization problem in SVM. We 
introduce a matrix ‘A’ of order nxn where ‘n’ is number of 
features. If we minimize this optimization problem, the 
weight vector obtained is different from normal SVM  

  

 

  
 
 
 

Introducing Lagrange’s multiplier and 
converting to dual form 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ii.

 

Comparing Architecture

 

of SVM with Modified 
SVM 

 

The layout of normal SVM has been shown 
below. A separating hyper-plane in canonical form must 
satisy the following constraints, 

 

𝑦𝑦𝑖𝑖[<𝑤𝑤,𝑥𝑥𝑖𝑖>+𝑏𝑏]≥1 ,𝑖𝑖=1,…,𝑙𝑙.

 

The distance d(w,

 

b;

 

x) of a point x from the 
hyper-plane

 

(w,

 

b) is 
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If    𝑤𝑖 =
𝑤𝑖

1+𝛽𝑖
; 

Then 𝐸 = (𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑂𝑢𝑡𝑝𝑢𝑡 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑂𝑢𝑡𝑝𝑢𝑡)2;
So, 𝐸 = (𝑤𝑇𝑥𝑖 + 𝑏 − 𝑂𝑖)2

Then, 𝜕𝐸

𝜕𝛽
= ∑ 2[𝑖=1 𝑤𝑇𝑥𝑖 + 𝑏 − 𝑂𝑖][ 

𝑎1
𝑎2
𝑎𝑛

 ]

𝑎𝑑 =
𝑥𝑖𝑑 . (−𝑤𝑑)

(1 + 𝛽𝑑)2

𝑚 𝑖𝑛 
1

2
||𝑤||2 +𝐶 ∑ 𝜉𝑖

𝑙
𝑖−1 +

1

2
𝑤𝑇𝐴𝑤

𝑠. 𝑡. 𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖where𝐴 =

(
𝑎11 … 0

⋮ ⋱ ⋮
0 … 𝑎𝑚𝑛

) is a diagonal matrix.

𝜙(𝑤, 𝑏, 𝜉, 𝛼, 𝛽) =
1

2
||𝑤||2+𝐶 ∑ 𝜉𝑖

𝑙
𝑖−1 +

1

2
𝑤𝑇𝐴𝑤 −

                                 ∑ 𝛼𝑖[𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) − 1 + 𝜉𝑖]𝑙
𝑖=1 +

∑ 𝛽𝑖𝜉𝑖
𝑙
𝑖=1

𝜕𝜙 

𝜕𝑏
= 0 ⇒ ∑ 𝛼𝑖𝑦𝑖

𝑙

𝑖=1

= 0

𝜕𝜙 

𝜕𝜉
= 0 ⇒ 𝛼𝑖 + 𝛽𝑖 = 𝐶

𝜕𝜙 

𝜕𝜉
= 0 ⇒ 𝑤 = 𝐵−1 ∑ 𝛼𝑖𝑦𝑖𝑥𝑖 =

∑ 𝛼𝑖𝑦𝑖𝑥𝑖

1 + 𝛼𝑖

𝐻 = 𝑦𝑖𝑦𝑗𝑥𝑖𝑥𝑗

𝐻 = 𝑦𝑖𝑦𝑗

𝑥𝑖

1 + 𝑎𝑖

𝑥𝑗

𝑑(𝑤, 𝑏; 𝑥) =
| < 𝑤, 𝑥𝑖 > +𝑏|

||𝑤||

𝑝(𝑤, 𝑏) = min
𝑥𝑖;𝑦𝑖=−1

 𝑑(𝑤, 𝑏; 𝑥𝑖) + min
𝑥𝑖;𝑦𝑖=1

 𝑑(𝑤, 𝑏; 𝑥𝑖)

𝑝(𝑤, 𝑏) = min
𝑥𝑖;𝑦𝑖=−1

| < 𝑤, 𝑥𝑖 > +𝑏|

||𝑤||
+ min

𝑥𝑖;𝑦𝑖=1

| < 𝑤, 𝑥𝑖 > +𝑏|

||𝑤||

𝑝(𝑤, 𝑏) =
1

||𝑤||
( min

𝑥𝑖;𝑦𝑖=−1
 | < 𝑤, 𝑥𝑖 > +𝑏| +

min
𝑥𝑖;𝑦𝑖=1

 | < 𝑤, 𝑥𝑖 > +𝑏|)

𝑝(𝑤, 𝑏) =
2

||𝑤||

Rd

(xi ∈Rd)

Change in Hessian Matrix is-

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
III

  
Is
su

e 
I 
 V

er
sio

n 
I 

  
 

(
DDDD

)
A

weight vector and we can keep a check on redundancy 
depending on ‘A’ matrix. 



Hence, the hyper-plane that optimally separates 
the data is the one that minimizes

 
 
 
  

This is solved by using Lagrange’s multipliers.  
 
 
 
 
 
 
 Where 𝛼𝛼

 
are the Lagrange multipliers.The 

Lagrangian has to be minimised with respect to 𝑤𝑤,
 
𝑏𝑏

 and minimised with respect to 𝛼𝛼≥0.
 

Classical 
Lagrangian duality enables the primal problem,

 
 
 
The minimum with respect to 𝑤𝑤 and 𝑏𝑏 of the 

Lagrangian, 𝜙𝜙 , is given by,  
 
 
 
 
 
 
 

Hence, the dual problem is 
  
 
 
 
 

 
 
 And hence the solution to the problem is given by 

 
 
 
 
 With constraints, 

 
 
 

 
 
 

This equation is can be represented as a 
quadratic form.  

iii.
 

Orthogonal Vertical Permutator
  

Orthogonal Vertical Permutator is a reformation 
of SVM. In OVP, we vary the bias value of SVM which 
results in vertical permutations of the hyper-plane 
resulting from SVM. This section of paper focuses on the 
bias value ‘b’ in SVM framework. Its theoretical 

inspiration is being discussed in following section. Bias 
is the constant term which is added in decision making 
equation. 

 
 
 
 
 
 
 
 

    

a. Adjustment of Bias Value in SVM 
Consider two concentric circles with each circle 

representing same class as in Fig. 1. Here, we compare 
the correct output rate of the output generated by SVM 
and OVP.  

Let the radius of inner circle be ‘r’ and radius of 
outer circle be n times ‘r’ i.e ‘nr’. Consider each point on 
the circle represents a sample.  

b. Correct Classification by SVM  

Correct classification=𝜋𝜋𝑟𝑟 + 𝜋𝜋𝑛𝑛𝑟𝑟 

𝐴𝐴= (𝑛𝑛 + 1)𝜋𝜋𝑟𝑟 𝑤𝑤ℎ𝑖𝑖𝑐𝑐ℎ 𝑖𝑖𝑠𝑠 ℎ𝑎𝑎𝑙𝑙𝑓𝑓 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐𝑢𝑢𝑚𝑚𝑓𝑓𝑒𝑒𝑟𝑟𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑓𝑓 𝑒𝑒𝑎𝑎𝑐𝑐ℎ 
𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐𝑙𝑙𝑒𝑒 

c. Correct Classification by OVP  
Inner circle is classified correctly.  

Correct classification=2𝜋𝜋𝑟𝑟 + 𝐶𝐶𝑜𝑜𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑡𝑡 𝑐𝑐𝑙𝑙𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑓𝑓𝑖𝑖𝑐𝑐𝑎𝑎𝑡𝑡𝑖𝑖𝑜𝑜𝑛𝑛 𝑜𝑜𝑓𝑓 
𝑜𝑜𝑢𝑢𝑡𝑡𝑒𝑒𝑟𝑟 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐𝑙𝑙𝑒𝑒 

We need to find 𝜃𝜃 to find the correct 
classification of outer circle. 𝜃𝜃 = 𝐴𝐴𝑟𝑟𝑐𝑐 𝑅𝑅𝑎𝑎𝑑𝑑𝑖𝑖𝑢𝑢𝑠𝑠

  

 
 
 

 
 
 
 
 

Therefore, 

 
 
 
 
 
 
 
 
 

 

Thus, the total correct output of by OVP is-
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𝜙(𝑤) =
1

2
||𝑤||2

𝜙(𝑤, 𝑏; 𝛼) =
1

2
||𝑤||2

− ∑ 𝛼𝑖(𝑦𝑖[< 𝑤, 𝑥𝑖 > +𝑏] − 1),

𝑙

𝑖=1

max
𝛼

𝑊(𝛼) = max
𝛼

(min 𝜙(𝑤, 𝑏; 𝛼))

𝜕𝜙

𝜕𝑏
= 0 ⇒ ∑ 𝛼𝑖𝑦𝑖

𝑙

𝑖=1

= 0

𝜕𝜙

𝜕𝑤
= 0 ⇒ 𝑤 = ∑ 𝛼𝑖𝑦𝑖𝑥𝑖

𝑙

𝑖=1

max
𝛼

𝑊(𝛼) = max
𝛼

−
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗 < 𝑥𝑖, 𝑥𝑗

𝑙

𝑗=1

𝑙

𝑖=1

>  + ∑ 𝛼𝑘

𝑙

𝑘=1

𝛼∗ = 𝑎𝑟𝑔 min
𝛼

1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗 < 𝑥𝑖, 𝑥𝑗 >  − ∑ 𝛼𝑘

𝑙

𝑘=1

𝑙

𝑗=1

𝑙

𝑖=1

𝛼𝑖 ≥ 0
  
𝑖 = 1, … . . , 𝑙

∑ 𝛼𝑗𝑦𝑗

𝑙

𝑗=1

= 0

𝜃 =
𝐴𝑟𝑐

𝑅𝑎𝑑𝑖𝑢𝑠

𝜋

2
−

𝜃

2
= 𝑠𝑖𝑛−1(

𝑟

𝑛𝑟
)

𝜋

2
−

𝜃

2
= 𝑠𝑖𝑛−1(

1

𝑛
)

𝐴𝑟𝑐 = 𝜃 × 𝑅𝑎𝑑𝑖𝑢𝑠

𝐴𝑟𝑐 = (𝜋 − 2𝑠𝑖𝑛−1
1

𝑛
) × 𝑛𝑟

𝐴𝑟𝑐 = ( 𝜋𝑛𝑟 − 2𝑛𝑟𝑠𝑖𝑛−1
1

𝑛
)

𝐵 = 2𝜋𝑟 + 𝑛𝜋𝜋𝑟 − 2𝑛𝑟𝑠𝑖𝑛−1
1

𝑛
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Figure 1 : Depicting the concept of OVP in SVM



Difference in the correct output by SVM and OVP is  
 
 
 
 
 
Since, SVM generates the hyper-plane with the 

best possible slope, here we have adjusted the bias 
value to shift this plane using minimization of 
classification error of both classes. Therefore it can be 
seen that classification error is less in the later case as 
compared to the normal SVM. For realizing this plane, 
an approach similar to gradient descent is used. Bias 
value is changed by a fraction of its current value 
depending on the minimization of error.  

The error in this case is defined in a different 
way than in usual case.  

Normally error is defined as,  
 
 
 
 

But in this case, we have defined Error as  
 
 
 
 
 
Both error rates are quite different. In first case 

the, each error has absolute importance and is equally 
important. But in the other case, the error rate for each 
class is different and its importance is related to the 
number of samples in its class. In second case, one 
class may be classified to very high accuracy at the 
expense of the other. It leads to higher probability of 
accuracy rate for one class. 

 
SVM is used to categorize datasets into binary 

data. All the hyper-planes separating the data into two 
groups are orthogonal to vector w. The variation of bias 
gives rise to various permutations of the hyper-planes 
along the vertical. Our model gives rise to vertical 
permutations of the orthogonal hyper-planes and hence 
the Orthogonal Vertical Permutator is named. 

 III.

 

Result and Analysis

 This section gives the comparison of 
percentage accuracy of SVM with modified SVM in 
Table-I against the sigma values of A matrix. It can be 
inferred that the modification offers a better accuracy 
over SVM. The second table depicts a comparison of 
percentage of accuracy of SVM and OVP-SVM. The 
percentage accuracy with shifted bias value is better 
than normal bias value. Figure 2 and figure 3 gives the 
graphical representation of application of SVM and OVP-
SVM on concentric circle dataset and spiral dataset 
respectively. 

 

 
 
 
 
 

Table 1 : Comparing Accuracy Results of SVM and 
Modified SVM 

 
 
 
 
 

Table 2 :
 
Comparing Accuracy Results of SVM and OVP-

SVM
 

 
 
 
 
 
 
 
 

Figure 2 : Results of SVM and OVP-SVM on Concentric 
Circle

 

Dataset

 
 
 
 
 
 
 
 
 
 

Figure 3 : Results of SVM and OVP-SVM on 
Spiral Dataset

 

The comparison analysis of
 
both classification 

methods is done on the benchmark datasets. Each 
dataset is validated using double cross fold approach. 
Linear SVM is used for classification. Therefore only one 
parameter needs to be tuned i.e. the ‘C’ which accounts 
for soft margin classification. If training data was not 
provided separately then data was analyzed using 5 fold 
double cross validation. The data was divided into four 
parts of training data and one part of testing data. This 
training data was again five folded with four folds for 
actual training and one fold for parameter adjustment. 
All the datasets are available at UCI Machine Learning 
repository [6]. Table 1 shows the effect of change in 
matrix ‘A’ on sonar dataset. In rest of cases results are 
obtained by creating matrix ‘A’ is made by summing the 
correlation coefficient of a feature with rest of the 
features.

 

The experimentation of SVM with changed value 
of bias is performed on two datasets. The result of 
concentric circle dataset and of Spiral Dataset is shown 
in table 2.
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𝐵 − 𝐴 = (2𝜋𝑟 + 𝑛𝜋𝜋𝑟 − 2𝑛𝑟𝑠𝑖𝑛−1
1

𝑛
) − (𝑛 + 1)𝜋𝑟

𝐵 − 𝐴 = (𝜋𝑟 − 2𝑛𝑟𝑠𝑖𝑛−1
1

𝑛
) ≥ 0

( 1) (1)Total Misclassification of Class and ClassError
Total Number of Samples




( 1) ( 1)
( 1) ( 1)

Total Misclassification of Class Total Misclassification of ClassError
Total Number of Samples of Class Total Number of Samples of Class

 
 

 

A Matrix Modified SVM SVM

All Sigmas 75.85 75.25
Sigma>0.75 75.05 74.45

Selected Sigmas 76.3 75.4

Dataset SVM OVP-SVM

Concentric 

Circle

49.7% 63%

Spiral 49.8% 53.05%
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The results obtained in both methods 
outperform the normal SVM and have different 
advantages. Modified SVM is immune to redundancy 
and OVP helps in improvising the classification accuracy 
of SVM and can be beneficial in multi class datasets. 
The processing was done on Matlab R2009.
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Hardware Synthesis of Chip Enhancement 
Transformations in Hardware Description 

Language Environment 
  

Abstract -
 
Human analyze different sight in daily life images to 

perceive their environment.  More than 99% of the activity of 
human brain is involved in processing images from the visual 
cortex. A visual image is rich in information and can save 
thousand words. Many real world images are acquired with 
low contrast and unsuitable for human eyes to read, such as 
industrial and medical X-ray images. Image enhancement is a 
classical problem in image processing and computer vision. 
The image enhancement is widely used for image processing 
and as a preprocessing step in texture synthesis, speech 
recognition, and

 
many other image/video processing 

applications. The main challenge is to transpose the validated 
algorithms into a language as hardware description 
languages.  It is also the need that the input and output data 
files should be reshaped to match the binary

 
content 

permitted into the hardware simulators. Research focuses on 
Simulation, Design and Synthesis of 2D and 3D Image 
enhancement chip in Hardware description language (HDL) 
Environment. The chip implementation of image enhancement 
algorithm is done using Discrete Wavelet Transformation 
(DWT) and Inverse Modified Discrete Cosine Transformation 
(IMDCT). Hardware chip modeling and simulation is done in 
Xilinx 14.2 ISE Simulator. Synthesis environment is carried out 
on Diligent Sparten-3E FPGA.

 
. Image enhanced values are 

seen in the waveform editor of Modelsim software.
 Keywords : VHDL-

 
very high speed integrated circuit 

hardware description language, FPGA-
 

field 
programmable gate array, HE –

 
histogram equalization.

 

I. Introduction 
ictures are the most common and convenient 
means of conveying [4] or transmitting 
information.  A picture is worth a thousand words 

[3] [7].  Pictures concisely convey information about 
positions, sizes and inter-relationships between objects.   
Human recognize the images as object

 
which are 

represented in spatial information [1] that we can 
recognize as objects.  Human innate [1] [5] visual and 
mental abilities are good at deriving information from 
such images, because of 75% of the information 
received by human is in pictorial form. A digital remotely 
sensed image is typically composed of picture elements 
or pixels [2] [6] are located at the intersection of each 
row i and column j in each K bands of imagery.  
Associated with each pixel is a number known as Digital 
Number (DN) [2] or Brightness Value (BV) [3] that 
depicts the average radiance [19] of a relatively small 
area within a scene as shown in figure 1.  A smaller 
number indicates low average radiance [7] from the 
area and the high number is an indicator of high radiant 
properties of the area. The size of this area effects the 
reproduction of details within the scene. As pixel size is 
reduced, more scene detail is presented in digital 
representation.

 

 Figure 1 : Structure of a Digital Image and Multispectral Image [10]
Author
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Image enhancement methods [1] [2] [8] are 
basically improving the perception or interpretability of 
information in images for human viewers. The reason of 
it is to provide better input for other automated digital 
image processing techniques [21]. The main objective 
of image enhancement is to change or modify the 
attributes of an image [14] can be suitable for different 
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task and a specific observer can identity it to fulfill his 
requirements.  During image enhancement process, 
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[21] one or more attributes of an image are modified.  A 
specific task may be the choice of attributes and the 
ways they are modified are specific to a given task.  
Choices of image enhancement methods are subjected 
to observer-specific factors such as the human visual 
system [11]. The choice of image enhancement 
methods also depends on observer’s experience and

 

it 
will introduce a great deal of subjectivity into choice of 
image enhancement methods [12]. Image enhancement 
is used in the following cases:-

 

enhancement of dark 
image [7], removal of noise and distortion from image 
[7] [12] , enhancement of dark image

 

and highlight the 
edges of the objects [14]

 

in an image. Different 
Transformations can be applied to perform these 
operations.

 

Digital image processing can be implemented 
into digital chips. For example digital cameras [16] 
generally use dedicated digital

 

image processing chips 
which are used to convert the raw data taken from 
image sensor into a colour image in a standard image 
file format.  Further these images are used in digital 
cameras to improve their quality.  A software program is 
used for the modification [16] in the image and can 
manipulate the images in different ways. Digital camera 
enable of viewing the histograms [12] [13] of images by 
which a photographer can understand rendered 
brightness range of each image shot more readily.  
Digital images play a very important role in our daily life 
applications such as satellite television,, magnetic 
resonance imaging and computer tomography. An 
image is defined as an array [17], or a matrix, of square 
pixels [12] [17] arranged in rows and columns. These

 

are also called picture elements. An image can be 
represented in 2D configuration for a 3 D scene [17]. An 
object can be represented by its numerical value by an 
image [15]. An image is said a 2D function that 
represents some characteristics such as intensity, 
colour and brightness [1] [16] of any scene. It can be 
defined as a two variable function f(x,y) [17] projected in 
a plane where f (x, y) defines the light intensity at 
particular point.

 

II.

 

Image Enhancement 
Transformations

 

Image enhancement techniques [13] [14] 
improve the quality of an image as perceived by a 
human.  These techniques are most useful because 
many satellite images [21] when examined on a color 
display give inadequate information for image 
interpretation.  There is no conscious effort to improve 
the fidelity of the image with regard to some ideal form 
of the image.  There exists a wide variety of techniques 
for improving image quality. The contrast stretch, edge 

enhancement is attempted after the image is corrected 
for geometric and radiometric distortions

 

[19].  Image 
enhancement methods are applied separately to each 
band of a multispectral image [17] [19].  Digital 
techniques [4] [12] have been found to be most 
satisfactory than the photographic technique for image 
enhancement, because of the precision and wide variety 
of digital processes. Image

 

Enhancement Techniques 
are listed below:

 

•

 

Contrast Enhancement Method

 

•

 

Smoothing

 

•

 

Brightening

 

•

 

Intensity Transformation

 

•

 

Discrete Wavelet Transformation

 

•

 

IMDCT (Inverse  Modified Discrete  Cosine 
Transformation)

 

a)

 

Contrast Enhancement Method

 

An Image is taken and its contrast is increased 
or decreased as per the enhancement requirements of 
the Image. The required contrast enhancement is 
achieved applying the Histogram Stretching [17] of the 
Image. There are two methods of image enhancement 
Linear and Nonlinear Contrast Stretch [15]. The grey 
values [4] in the original image and the modified image 
follow a linear relation in linear contrast method. 
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enhancement, density slicing, and spatial filtering [3] are 
the more commonly used techniques. Image 
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Figure 2

 

:

 

Linear Contrast Stretch [15]

 

A density number in the low range of the original 
histogram is assigned to extremely black and a value at 
the high end is assigned to extremely white. The 
remaining pixel values are distributed linearly between 
these extremes. The features or details that were 
obscure on the original image will be clear in the 
contrast stretched image [3]. Linear contrast stretch 
operation can be represented graphically as shown in 
Figure 2. To provide optimal contrast and color variation 
in color composites the small range of grey values in 
each band is stretched to the full brightness range [11] 
of the output or display unit. In Non-Linear contrast 
enhancement [17], the input and output data values 
follow a non-linear transformation [15].  The general 
form of the non-linear contrast enhancement is

 

defined 
by y = f (x), where x is the input data value and y is the 
output data value.  The non-linear contrast 
enhancement techniques have been found to be useful 
for enhancing the color contrast between nearly classes 
and subclasses of a main class. A type of non linear 
contrast stretch involves scaling the input data 
logarithmically. 

 

b)

 

Smoothing

 

A noisy Image is taken and the noise removal 
[3] is done by applying a smoothing technique. The 
noise removal is achieved by using a mask which 
enables neighborhood pixel processing

 

[15]. The aim of 
image smoothing is to diminish the effects of camera 
noise, spurious pixel values, [14] missing pixel values 
etc. There are many different techniques for image 
smoothing; we will consider neighborhood averaging 
and edge-preserving smoothing [15]. Each point in the 
smoothed image,

 

is obtained from the average 
pixel value

 

in a neighborhood of (x,y) in the input image.

 

For example, if we use a

 

3 x 3 neighborhood 
around each pixel we would use the mask

 

1/16

 

1/16

 

1/16

 

1/16

 

1/16

 

1/16

 

1/16

 

1/16

 

1/16

 

Each pixel value is multiplied by

 

1/16, summed, 
and then the result placed in the output image. This 
mask is successively moved across the image until 
every pixel has been covered.

 

Neighborhood averaging or Gaussian 
smoothing will tend to blur edges because the high 
frequencies in the image are attenuated. An alternative 
approach is to use

 

median filtering [3].

 

Here we set the 
grey level to be the median of the pixel values in the 
neighborhood of that pixel. The median

 

m

 

of a set of 
values is such that half the values in the set are less 
than

 

m

 

and half are greater. For example, suppose the 
pixel values in a

 

3x3 neighborhood are (10, 20, 20, 15, 
20, 20, 20, 25, 100). If we sort the values we get (10, 15, 
20, 20, |20|, 20, 20, 25, 100) and the median here is 20. 
Figure 3 (a) & (b) shows an image before smoothing 
and after smoothing.
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Figure 3 : (a) Image before smoothing & (b) After 
smoothing

c) Brightening
Enhancement techniques expand the range of 

brightness [15] values in an image so that the image 
can be efficiently displayed in a manner desired by the 
analyst. The density values in a scene are literally pulled 
farther apart, that is, expanded over a greater range. The 
effect is to increase the visual contrast [14] between two 
areas of different uniform densities. This enables the 
analyst to discriminate [21] easily between areas initially 



 

 

 

  
[13] developed from original image by increasing every 

pixel with a constant. Figure 4 (a) & (b) shows an image 
before brightening and after brightening.

  

 

Figure 4

 

:

 

(a) Image before bright and

 

(b) After bright [15]

 

d)

 

Intensity Transformation

 

The simplest form of the transformation T is 
when the neighborhood is 1×1 => intensity 
transformation [13] [21].  Because they depend only on 
intensity values and not explicitly on the location of the 
pixel explicitly on the location of the pixel intensity, 
intensity transformation functions frequently are written 
as s = T(r) where r denotes the intensity of f and s the 
intensity of g both at point (x,

 

y). for example, if T(r) has 
the form in figure 5 (a),

 

the effect of applying the 
transformation to every pixel of generate the 
corresponding pixels in g would be to produce an image 

of higher contrast than the original by darkening the 
intensity levels below k and brightening the level above 
k. In this technique, sometimes called contrast 
stretching, values of r lower than k are compressed by 
the transformation function into a narrow range of s, 
toward black. The opposite is true for values of r higher 
than k. Otherwise how an intensity value r0 is mapped to 
obtain the corresponding value s0. In the limiting case 
shown in figure 5 (b), T(r) produces a two level image. A 
mapping of this type is called a Thresholding function 
[13] . By increasing the pixel size of any image we can 
enhance the image in x, y, z all the three directions.

 

 

Figure 5

 

: Intensity Transformations (a). Contrast Stretching (b). Thresholding Function
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having a small difference in density. Brightened Image 

e) Wavelet Transformation
The Discrete Wavelet Transform (DWT) [3] is a 

widely applicable image processing algorithm that is 
used in various applications. DWT decomposes an 
image by using scaled and shifted versions of a 
compact supported basis function called the mother 
wavelet, and provides a multi-resolution [18] 
representation of the image. Performing the DWT, 
modifying the transform coefficients, and performing the 
inverse transform (IDWT) [3] [19] of the modified 
coefficients is a promising method in signal and image 

processing. It is based on the histogram equalization 
technique [19] to analyze the DWT and IDWT results.

f) IMDCT (Inverse Modified discrete cosine transform)
This transform is used for image compression 

and image enhancement [5]. It accepts 18 discrete 
values at one time. The 18-point IMDCT (block size 36) 
implementation is given by the following equation.



  

 

 

  

 

Generally, it is a

 

lapped transform, the 
recovered data sequence {

 

} does not correspond 
to the original data sequence {xm}. To obtain the correct 
{xm} the outputs of consecutive transforms have to be 
combined. It can be seen that N/2 (non redundant) input 
values result in N output values (of course the MDCT [5] 
reads N input values and results in N/2 output values). 
Since it is not completely clear whether Equation1 

should be called an N-point IMDCT [5] or an N/2-point 
IMDCT, in the following we shall identify these 
transforms given the number of inputs. Considering 
an18-point IMDCT that delivers 36 output values, thus 
length N will be 36. Considering a case for N =36, we 
start from an 18 values input sequence: {X0, X1, ···, X17}. 
The output of rotational block is given by

 
 

 

 

The left most’ combine and shuffle’-block is 
thus nothing more than a reverse ordering of the second 
half of the input data.

 

III.

  

Figure 6 shows a flow chart over the design 
process when a design is implemented into an FPGA 
[13]. This flow was followed with all designs in this 
project and so became an important structure in the 
project plan. For those that is not familiar with these 
concepts a short description will follow. For more case 
specific see all the steps listed below at front end 
design. The Spartan 3E [23] [24] starter kit provides 
easy way to test the various programs in the FPGA itself, 
by dumping the ‘bit’ file of the designed program in 
Xilinx software into the FPGA and then observing the 
output .The Spartan 3E FPGA board comes built in with 
many peripherals that help in the proper working of the 
board and also in interfacing the various signals to the 
board itself. Some of the peripherals included in the 
Spartan 3E FPGA board include: 2-line, 16-character 
LCD screen used for display the output, PS/2 mouse 
[23] or keyboard port can be connected to the FPGA, 
VGA display port [24] used to display various encoded 
images via a screen.
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Figure 6 : FPGA Design Project Flow [22]

The image encoding would be done by the 
FPGA via the aid of the program and then the encoded 
image would be displayed on the screen. Two 9-pin RS-
232 [23] ports help in the transmission of serial data to 
and from the FPGA board, 50 MHz clock oscillator is the 
system clock which helps in giving the clock signal to 
the various events taking place within the FPGA and the 
various programs that require clock for their working, A 
Digital clock manager [23] [24] can also be used to 
reduce the frequency of the system clock so that it is 
useful for various other purposes which need smaller 
clock frequency. On-board USB-based FPGA [24] 
download and debug interface is also in the Sparten-3E 



 

  

kit in which the programmable file is dumped into the 
FPGA via the USB based download cable. Hence it is 
very much helpful in the testing of the programs whether 
they are working correctly or not, eight discrete LEDs 
can be interfaced to glow when a particular output 
becomes high. Hence the LEDs can be interfaced to 
show the output of a single bit.  Four slide switches and 
four push-button switches are used to

 

give the inputs to 
the FPGA board. They can also act as the reset 
switches for the

 

various programs.

 

Kit also has four-
output, SPI-based on board Digital-to-Analog Converter 
(DAC) on board

 

which is to be interfaced to give the 
analog output to the digital data values.  

IV.

 

Simulation Results

 

Figure 7 (a) and (b) shows the snapshot results 
for image enhancement algorithm using DWT for 2D and 
3D images respectively. Similarly, Figure 8 (a) and (b) 
shows the snapshot results for image enhancement 
algorithm using IMDCT for 2D and 3D images 
respectively. Simulation result is shown, considering 9 x 
9 image sizes for 2D and 9 x 9 x 9 image for 3D.

 

Step Input 1 :

 

reset =1, clk

 

is

 

applied for 
synchronization and then run.

 

Step Input 2 :

 

reset =0, clk

 

is applied for synchroni-
zation.

 

In the modelsim waveforms image_in_x_axis, 
image_in_y_axis, image_in_z_axis

 

represents the integer 
value of image at discrete points at X, Y and Z axis 
respectively which is a matrix of 9 pixels vales. 
Sample_x_axis, Sample_y_axis, image_z_axis

 

represents the integer value of image in discrete 
samples at X, Y and Z axis respectively by which image 
should be enhanced. It is also a matrix of 9 pixels vales 
corresponding to each input value of image. 
image_out_x_axis, image_out_y_axis, image_out_z_axis

 

represents the corresponding results of image 
enhancement at X, Y and Z axis respectively within a 
matrix of 9 pixels vales. P-state and n_state are the 
present state and next state to develop the chip using 
Finite State Machine (FSM).
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Figure 7 (a) : Modelsim waveform for 2D image enhancement chip using DWT



 

   

 

Figure 7 (b)

 

:

 

Modelsim waveform for 2D image enhancement chip using DWT
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Figure 8 (a) : Modelsim waveform for 2D image enhancement chip using IMDCT



 

   

 

Figure 8 (b) :

 

Modelsim waveform for 3D image enhancement chip using IMDCT

 

V.

 

Device Utilization and Timing 
Summary

 

Device utilization report is the report of used 
device hardware in the implementation of the chip and 

timing report is the minimum and maximum time to 
reach the output.  Table 1 and 2 shows the detail of 
device utilization for 2D and 3D images using DWT and 
IMDCT respectively.

 

Selected Device: xc3s250e-5pq208
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Table 1 : Device utilization for 2D and 3D image using DWT

Device Part
2D  Image (DWT) 3D Image (DWT)

Used Available Utilization Used Available Utilization
Number of Slices 1294 2448 52 % 1934 2448 79 %
Number of Flip Flops 20 4896 0 % 20 4896 0 %
Number of 4 input LUTs 1164 4896 23 % 1740 4896 35%
Number of bonded IOBs 149 158 94 % 149 154 97 %
Number of GCLKs 8 24 33 % 8 24 33 %

Table 2 : Device utilization for 2D and 3D image using IMDCT

Device Part 2D  Image (IMDCT) 3D Image (IMDCT)
Used Available Utilization Used Available Utilization 

Number of Slices 1031 2448 42 % 1541 2448 62 %
Number of Flip Flops 20 4896 0 % 20 4896 0 %
Number of 4 input LUTs 705 4896 14 % 1055 4896 21%
Number of bonded IOBs 149 158 94 % 149 154 97 %
Number of GCLKs 8 24 33 % 8 24 33 %



    

   
      

       
       

       
       

       

   

   
     

       
       

       
       

     

Timing Summary

 

Speed Grade:- 5 
Table 3 : Timing details for 2D and 3D image using DWT and IMDCT

 

Parameters

 

Utilization

 

2D  Image

 

3D Image

 

Using DWT

 

Using IMDCT

 

Using DWT

 

Using IMDCT

 

Minimum Period

 

2.2012 ns

 

2.0071 ns

 

2.2511 ns

 

2.0978 ns

 

Maximum Frequency

 

715 MHz

 

715 MHz

 

715 MHz

 

715 MHz

 

Minimum input arrival time before clock

 

6.115ns

 

2.055ns

 

6.363ns

 

2.157ns

 

Maximum output required time after clock

 

4.179ns

 

4.179ns

 

4.179ns

 

4.179ns

 

Memory Utilization

 

141048 kB

 

142072 kB

 

155384 kB

 

156408 kB

 
 

Device utilization summary shows that number 
of slice utilization is reduced to 10 % in hardware chip 
design for 2D image using IMDCT, for 3D there is 16 % 
reduction in number of slices using IMDCT. There is a 
reduction of 9 % and 14 % in number of LUTs for 2D and 
3D image chip using IMDCT respectively. Numbers of 
Flip Flops, bounded I/O, Number of GCLKs are same 
for both. Memory utilization shows an increment of 0.72 
% for 2D and 0.65 % for 2D using IMDCT. Timing 
summary shows, there is 9 % reduction in minimum 
period for 2D and 7 % for 3D using IMDCT. There is 
great reeducation in Minimum input arrival time before 
clock which is 66 % change for 2D and 63 % for 3D 
using IMDCT method. The value of Maximum Frequency 
and Maximum output required time after clock are 
same.

 

VI.

 

Conclusion

 

Image enhancement chip develop for 2D and 
3D image is done using DWT and IMDCT 
transformations. Hardware parameter shows that there 
is 10 % reduction in number of slices in chip design for 
2D image and 16 % reduction for 3D using IMDCT. 
There is great reeducation

 

in Minimum input arrival time 
before clock which is 66 % change for 2D and 63 % for 
3D using IMDCT method. Such applications are used in 
digital camera, satellite  imaging,  digital  watermarking, 
X-rays, medical imaging, facial reorganization, Optical 
character reorganization   and authenticity. This work is 
a significant effort towards total digitization of image 
processing and would surely prove a boon for VLSI 
design industry.
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Parallel String Matching with Multi Core 
Processors-A Comparative Study for Gene 

Sequences
Chinta Someswara Rao α, K Butchi Raju σ & Dr. S. Viswanadha Raju ρ 

Abstract - The increase in huge amount of data is seen clearly 
in present days because of requirement for storing more 
information. To extract certain data from this large database is 
a very difficult task, including text processing, information 
retrieval, text mining, pattern recognition and DNA sequencing. 
So we need concurrent events and high performance 
computing models for extracting the data. This will create a 
challenge to the researchers. One of the solutions is parallel 
algorithms for string matching on computing models. In this 
we implemented parallel string matching with JAVA Multi 
threading with multi core processing, and performed a 
comparative study on Knuth Morris Pratt, Boyer Moore and 
Brute force string matching algorithms. For testing our system 
we take a gene sequence which consists of lacks of records. 
From the test results it is shown that the multicore processing 
is better compared to lower versions. Finally this proposed 
parallel string matching with multicore processing is better 
compared to other sequential approaches. 
Keywords : string matching; parallel string mathing; 
computing model, DNA, multicore processing. 

I. INTRODUCTION 

he crisis of finding exact or non-exact occurrences 
of a pattern P in a text T over some alphabet is a 
central difficulty of combinatorial string matching 

and has a variety of applications in many areas of 
computer science [1-3]. String searching algorithms can 
be accomplished in two ways: 
1. Exact match, meaning that the passages returned 

will contain an exact match of the key input. 
2. Approximate match, meaning that the passage will 

contain some part of the key word input [4-6]. 
Although the dramatic development of 

processor technology and other advances have 
reduced search response to negligible times, string 
matching problem still remains a useful area of research 
and development for a number of reasons.  Initially, as 
the size of data continues to grow, sequence searches 
will become increasingly taxing on search engines. 
Secondly, the pattern matching still remains an integral 
part  of  faster matching algorithms, typically comprising  
 Author
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the final part of a search. Finally, researchers have to 
understand the classical methods of pattern matching to 
develop new efficient algorithms [7-10]. 

With the developments of new string matching 
techniques, efficiency and speed are the main factors in 
deciding among different options available for each 
application area. Each application area has certain 
special features that can be used by string matching 
technique best suited for that area [11-13]. This study 
implements a multithreading text searching approach to 
improve text searching performance at a multicore 
processing. The idea is to have more than one searcher 
thread that search the text from different positions. Since 
the required pattern may occur at any position, having 
multiple searchers is better than searching the text 
sequentially from the first character to the last one. 

The main contributions of this work are 
summarized as follows. This work offers a 
comprehensive study as well as the results of typical 
parallel string matching algorithms at various aspects 
and their application on multicore computing models.  
This work suggests the most efficient algorithmic 
models and demonstrates the performance gain for 
both synthetic and real data. The rest of this work is 
organized as, review typical algorithms, algorithmic 
models and finally conclude the study. 

II. RELATED WORK 

Now a day’s information retrieval attracted by 
the many researchers because of their importance in IT 
industry. So, this many researchers worked on this area 
since several years.  In this paper we propose some of 
the techniques comparisons with multicore processing. 
In this section we discuss some previous techniques 
proposed by several authors’ later section we will 
discuss about our actual procedure. 

S.V.
 

Raju et.al [14] proposes about grid 
computing in parallel string matching. Grid computing 
provides solutions for various complex problems. The 
function of the grid is to parallelize the string matching 
problem using grid MPI parallel programming method or 
loosely coupled parallel services on Grid. Parallel 
applications fall under three categories namely Perfect 
parallelism, Data parallelism

 
and Functional parallelism, 

use data parallelism, and it is also called Single 
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Program Multiple Data (SPMD) method, where given 
data is divided into several parts and working on the 
part simultaneously. 
Perfect Parallelism 

Also known as embarrassingly parallel. An 
application can be divided into sets of processes that 
require little or no communication. 
Data Parallelism 

The same operation is performed on many data 
elements simultaneously. An example would be using 
multiple processes to search different parts of a 
database for one specific query. 

Functional parallelism: Often called control 
parallelism. Multiple operations are performed 
simultaneously, with each operation addressing a 
particular part of the problem. 

Result 
Here it shows the performance of string 

matching algorithms namely execution-time and 
speedup improved. 

HyunJin Kim and Sungho Kang [15] propose an 
algorithm that partitions a set of target patterns into 
multiple subgroups for homogeneous string matchers. 
Using a pattern grouping metric, the proposed pattern 
partitioning makes the average length of the mapped 
target patterns onto a string matcher approximately 
equal to the average length of total target patterns. The 
target architecture is based on a memory-based string 
matching with homogeneous string matchers. In a string 
matcher, 𝑁𝑁 homogeneous finite state machine (FSM) 
tiles are contained. An FSM tile contains a maximum of 𝑠𝑠 
states and takes 𝑛𝑛 bits of one character at each cycle. 
Target patterns are distributed and mapped onto 𝐶𝐶 
string matchers. Each state has 2𝑛𝑛 pointers for the next 
state based on an 𝑛𝑛-bit input.  

Result 
By adopting the pattern grouping metric, the 

proposed pattern group partitioning decreases the 
number of adopted string matchers by balancing the 
numbers of mapped target patterns between string 
matchers. 

Daniel Luchaup, et.al [16] they propose a 
method to search for arbitrary regular expressions by 
scanning multiple bytes in parallel using speculation. 
They break the packet in several chunks, 
opportunistically scan them in parallel, and if the 
speculation is wrong, correct it later. They present 
algorithms that apply speculation in single-threaded 
software running on commodity processors as well as 
algorithms for parallel hardware. 

Result 
It is a speculative pattern matching method 

which is a powerful technique for low latency regular-
expression matching. The method is based on three 

important observations. The first key insight is that the 
serial nature of the memory accesses is the main 
latency-bottleneck for a traditional DFA matching. The 
second observation is that a speculation that does not 
have to be right from the start can break this serialization 
The third insight, which makes such a speculation 
possible, is that the DFA-based scanning for the 
intrusion detection domain spends most of the time in a few hot states. Hyun Jin Kim, et.al [17] propose a memory-
efficient parallel string matching scheme. In order to 
reduce the number of state transitions, the finite state 
machine tiles in a string matcher adopt bit-level input 
symbols. Long target patterns are divided into sub 
patterns with a fixed length; deterministic finite automata 
are built with the sub patterns. Using the pattern 
dividing, the variety of target pattern lengths can be 
mitigated, so that memory usage in homogeneous 
string matchers can be efficient. 
Result The proposed DFA-based parallel string 
matching scheme minimizes total memory 
requirements. The problem of various pattern lengths 
can be mitigated by dividing long target patterns into 
sub patterns with a fixed length. The memory-efficient 
bit-split FSM architectures can reduce the total memory 
requirements. Considering the reduced memory 
requirements for the real rule sets, it is concluded that 
the proposed string matching scheme is useful for 
reducing total memory requirements of parallel string 
matching engines. Charalampos S, et.al[18]  they proposes that 
Graphics Processing Units (GPUs) have evolved over 
the past few years from dedicated graphics rendering 
devices to powerful parallel processors, outperforming 
traditional Central Processing Units (CPUs) in many 
areas of scientific computing. The use of GPUs as 
processing elements was very limited until recently, 
when the concept of General-Purpose Computing on 
Graphics Processing Units (GPGPU) was introduced. 
GPGPU made possible to exploit the processing power 
and the memory bandwidth of the GPUs with the use of 
APIs that hide the GPU hardware from programmers. 
This paper presents experimental results on the parallel 
processing for some well known on-line string matching 
algorithms using one such GPU abstraction API, the 
Compute Unified Device Architecture (CUDA). 
Result In this, both the serial and the parallel 
implementations were compared in terms of running 
time for different reference sequences, pattern sizes and 
number of threads. It was shown that the parallel 
implementation of the algorithms was up to 24x faster 
than the serial implementation, especially when larger 
text and smaller pattern sizes where used. The 
performance achieved is close to the one reported for 
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similar string matching algorithms. In addition, it was 
discussed that in order to achieve peak performance on 
a GPU, the hardware must be as utilized as possible 
and the shared memory should be used to take 
advantage of its very low latency. Future research in the 
area of string matching and GPGPU parallel processing 
could focus on the performance study of the parallel 
implementation of additional categories of string 
matching algorithms, including approximate and two 
dimensional string matching.  

Thierry Lecroq[19]  propose a very fast new 
family of string matching algorithms based on hashing 
q-grams. The new algorithms are the fastest on many 
cases, in particular, on small size alphabets. The string 
matching problem consists in finding one or more 
usually all the occurrences of a pattern x = x[0..m − 1] 
of length m in a text y = y[0..n − 1] of length n. It can 
occur, for instance, in information retrieval, bibliographic 
search and molecular biology. 

Result 
In this article they presented simple and though 

very fast adaptations and implementations of the Wu– 
Manber exact multiple string matching algorithm to the 
case of exact single string matching algorithm. 
Experimental results show that the new algorithms are 
very fast for short patterns on small size alphabets 
comparing to the well known fast algorithms using 
bitwise techniques. The new algorithms are also fast on 
long patterns (length 32 to 256) comparing to algorithms 
using an indexing structure for the reverse pattern 
(namely the Backward Oracle Matching algorithm). This 
new type of algorithm can serve as filters for finding 
seeds when computing approximate string matching. 

Derek Pao, et.al [20] proposes that a memory-
efficient hardware string searching engine for antivirus 
applications is presented. The proposed QSV method is 
based on quick sampling of the input stream against 
fixed-length pattern prefixes, and on-demand verification 
of variable-length pattern suffixes. Patterns handled by 
the QSV method are required to have at least 16 bytes, 
and possess distinct 16-byte prefixes. The latter 
requirement can be fulfilled by a preprocessing 
procedure. The search engine uses the pipelined Aho-
Corasick (P-AC) architecture developed by the first 
author to process 4 to 15-byte short patterns and a 
small number of exception cases. Our design was 
evaluated using the Clam AV virus database having 
82,888 strings with a total size that exceeds 8 MB. In 
terms of byte count, 99.3 percent of the pattern set is 
handled by the QSV method and 0.7 percent of the 
pattern set is handled by P-AC. A pattern with distinct 
16-byte prefix only occupies up to three lookup table 
entries in QSV. The overall memory cost of our system is 
about 1.4 MB, i.e., 1.4 bit per character of the ClamAV 
pattern set. The proposed method is memory-based, 
hence, updates to the pattern set can be 

accommodated by modifying the contents of the lookup 
tables without reconfiguring the hardware circuits. 

Hassan Ghasemzadeh[21] proposes that 
Mobile sensor-based systems are emerging as 
promising platforms for healthcare monitoring. An 
important goal of these systems is to extract 
physiological information about the subject wearing the 
network. Such information can be used for life logging, 
quality of life measures, fall detection, extraction of 
contextual information, and many other applications. 
Data collected by these sensor nodes are 
overwhelming, and hence, an efficient data processing 
technique is essential.  
Result 

Results show the effectiveness of this 
approach, both for reliable movement classification and 
reduction of communication. 

HyunJin Kim and Seung-Woo Lee [22] propose 
a memory-based parallel string matching engine using 
the compressed state transitions. In the finite-state 
machines of each string matcher, the pointers for 
representing the existence of state transitions are 
compressed. In addition, the bit fields for storing state 
transitions can be shared. Therefore, the total memory 
requirement can be minimized by reducing the memory 
size for storing state transitions 
Result 

This letter proposed a memory-efficient parallel 
string matching engine in DFA-based string matching. 
The proposed string matcher can reduce the memory 
size for storing the existence of state transitions. In 
addition, the memory requirements can be reduced by 
sharing state transitions in the transition table. 
Considering the experiment results, it is evident that the 
proposed architecture is useful for reducing the storage 
cost of the DFA-based string matching engine. 

Ali Peiravi and Mohammad Javad 
Rahimzadeh[23]  proposes that String matching is a 
fundamental element of an important category of 
modern packet processing  applications which involve 
scanning the content flowing  through a network for 
thousands of strings at the line rate. To keep pace with 
high network speeds, specialized hardware-based 
solutions are needed which should be efficient enough 
to maintain scalability in terms of speed and the number 
of strings. In this paper, a novel architecture based upon 
a recently proposed data structure called the Bloomier 
filter is proposed which can successfully support 
scalability. The Bloomier filter is a Compact data 
structure for encoding arbitrary functions, and it 
supports approximate evaluation queries. By eliminating 
the Bloomier filter’s false positives in a space efficient 
way, a simple yet powerful exact string matching 
architecture is proposed that can handle several 
thousand Strings at high rates and is amenable to on-
chip realization. The proposed scheme is implemented 
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in reconfigurable hardware and compare it with existing 
solutions. The results show that the proposed approach 
achieves better performance compared to other existing 
architectures measured in terms of throughput per logic 
cells per character as a metric. 

In this paper, we use parallel algorithms with 
multicore processors because with multicore processors 
we can increase the efficiency and the performance. 

III. COMPUTING MODEL WITH MULTICORE 
PORCESSING 

As personal computers have become more 
prevalent and more applications have been designed for 
them, the end-user has seen the need for a faster, more 
capable system to keep up. Speedup has been 
achieved by increasing clock speeds and, more 
recently, adding multiple processing cores to the same 
chip. Although chip speed has increased exponentially 
over the years, that time is ending and manufacturers 
have shifted toward multicore processing. However, by 

increasing the number of cores on a single chip 
challenges arise with memory and cache coherence as 
well as communication between the cores. Coherence 
protocols and interconnection networks have resolved 
some issues, but until programmers learn to write 
parallel applications, the full benefit and efficiency of 
multi core processors will not be attained [24-27].  

IV. PROPOSED SYSTEM ARCHITECTURE 
a) System Architecture 

System Architecture describes “the overall 
structure of the system and the ways in which the 
structure provides conceptual integrity”. Architecture is 
the hierarchical structure of a program components 
(modules), the manner in which these components 
interact and the structure of data that are used by that 
components.  The existing string matching system 
architecture is as shown in Fig 1 and in this the 
efficiency is not good. 

 

Figure 1 : Existing System 

In the existing string matching architecture we 
search the required pattern sequentially at first we pass 
the required that is to be searched and this pattern is 
searched by using the three algorithms Brute force, 
KMP, Boyer Moore the entire string is passed through all 
the algorithms and the output match and the running 
time is calculate for the required pattern from all the 
algorithms and the algorithm with the least running time 
is selected, all this is done sequentially which takes 
more time to execute to improve the efficiency and the 

performance in this we use the parallel string matching 
algorithms with multicores processors as shown in     
Fig 2. 

The proposed system Architecture of 
Comparison of parallel String Matching Algorithms is as 
follows in the below diagram. In this search the pattern 
parallel. in this at first we take the input as a string or 
text. The required text that is to be searched is further 
divided into further small patterns and all this patterns 
are passed on the different parallel algorithms like KMP 
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boyar Moore, brute force and at all the output position 
match and running time of all the patterns is calculated 
and the all the patterns of same algorithm are added 
and all the resulted running time are compared with 

other algorithms resulting time and from them the best 
one is taken as the efficient algorithm for the string 
matching. 

 
Figure 2 : Proposed Systems 

V. PROPOSED APPROACH
 

In now a day as the current free textual 
database is growing vast there is a problem of finding 
the pattern by string matching the efficiency is 
decreased and takes more time. In our paper, we use 
parallel algorithms to increase the efficiency on 
multicore processor we pass the same string to all the 

three algorithms and we select the best based on the 
running time. 
a) Implementation 

Here we have to implement the proposed 
system with JAVA 1.7 multi threading, initially we have to 
implement the BF, KMP, and BM sequentially and then 
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go for parallel implementation with threading on 
Multicore processor. Here we discuss some of them.



 

i.

 

Brute force Algorithm (BF) description and Imple-
mentation with parallel programming[28-30]

  

The brute force algorithm consists in checking, 
at all positions in the text between 0 and n –

 

m. whether 
an occurrence of the pattern starts there or not. Then, 
after each

 

attempt, it shifts the pattern by exactly one 
position to the right. The brute force algorithm requires 
no preprocessing phase, and a constant extra space in 

addition to the pattern and the text. During the searching 
phase the text character comparisons can be done in 
any order. The algorithm can be designed to stop on 
either

 

the first occurrence of the pattern, or upon 
reaching the end of the text. This code was run parallel 
in multiple threads to achieve good efficiency searching, 
which is shown in Table 1.

 
Table 1

 
:
 

Pseudo code for BF
 FileInputStream fstream = new FileInputStream("F:/multi/genesequence.txt");

 DataInputStream in= new DataInputStream(fstream);
 BufferedReader br = new BufferedReader(new InputStreamReader(in));

 time = System.currentTimeMillis();  
 while ( ((str = br1.readLine()) != null)&&(i<=i1) ){

 BruteForceSearch bfs = new BruteForceSearch();
 String pattern = "AAGG";

 bfs.setString(str, pattern);
 first_occur_position = bfs.search();

 System.out.println("The text '" + pattern + "' is first found after the " + first_occur_position + " 
position.");

 i++;}
 time = System.currentTimeMillis() -

 
time;

 System.out.println("Time elapsed"+time);
 

ii.
 

Knuth Morris Pratt description and Implement-
ation with parallel programming

 
[28-30]

 Consider an attempt at a left position
 
j, that is 

when the window is positioned on the text 
factor

 
y[j

 
..

 
j+m-1]. Assume that the first mismatch 

occurs between
 
x [i] and

 
y [i+j] with

 
  0 < i <

 
m. Then, 

x[0 ..
 
i-1] =

 
y[j

 
..
 
i+j-1]=u 

 
and

 
a

 
=

 
x [i]

 
≠

 
y [i+j]=b. 

When shifting, it is reasonable to expect that a prefix
 
v
 
of 

the pattern matches some suffix of the portion u of the 
text. Moreover, if we want to avoid another immediate 
mismatch, the character following the prefix v in the 
pattern must be different from a. The longest such 
prefix v is called the tagged border of u. This code was 
run parallel in multiple threads to achieve good 
efficiency searching, which is shown in Table 2. 
 

Table 2 : Pseudo code for KMP 
FileInputStream fstream = new FileInputStream("F:/multi/genesequence.txt"); 
DataInputStream in = new DataInputStream(fstream); 
BufferedReader br = new BufferedReader(new InputStreamReader(in)); 
time = System.currentTimeMillis();   
while ( ((str = br1.readLine()) != null) && (i<=i1) ) { 
KMPS kmp = new KMPS(); 
String pattern = "AAGG"; 
kmp.setString(str, pattern); 
first_occur_position = kmp.search(); 
System.out.println("The text '" + pattern + "' is first found after the " + first_occur_position + " position."); 
i++;} 
time = System.currentTimeMillis() - time; 
System.out.println("Time elapsed"+time); 

iii. Boyer Moore Algorithm description and 
Implementation with parallel programming[28-30] 
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The algorithm scans the characters of the 
pattern from right to left beginning with the rightmost 
one. In case of a mismatch (or a complete match of the 
whole pattern) it uses two precomputed functions to 
shift the window to the right. These two shift functions 
are called the good-suffix shift (also called matching 
shift) and the bad-character shift (also called the 

occurrence shift). This code was run parallel in multiple 
threads to achieve good efficiency searching, which is 
shown in Table 3.



Table 3
 
:
 
Pseudo code for BM

 
FileInputStream fstream = new FileInputStream("F:/multi/genesequence.txt");

 DataInputStream in = new
 
DataInputStream(fstream);

 BufferedReader br = new BufferedReader(new InputStreamReader(in));
 time = System.currentTimeMillis();  

 while ( ((str = br1.readLine()) != null) && (i<=i1) ){
 BoyerMoore bms = new BoyerMoore();

 String pattern = "AAGG";
 bms.setString(str, pattern);

 first_occur_position = bms.search();
 System.out.println("The text '" + pattern + "' is first found after the " + first_occur_position + " position.");

 i++;}
 time = System.currentTimeMillis() -

 
time;

 System.out.println("Time elapsed-in thread-1"+time);
 

b) Claims 
Implementation is the stage where the 

theoretical design is turned into a working system. The 
most crucial stage in achieving a new successful system 
and in giving confidence on the system for the users 
that will work efficiently and effectively. The system will 
be implemented only after thorough testing and if it is 
found to work according to the specification.  For testing 
our proposed system we will take the gene sequence 
data set, consists of the four nucleotides a, c, g and t 
(standing for adenine, cytosine, guanine, and thymine, 
respectively) used to encode DNA. Therefore, the 

alphabet is O={A, C, G, T}. The text is consisted of
 

7,50,000 records. Our test tested with different 
processors like i3, i5 etc., here we put some 
achievements what we develop and observe, finally our 
system shows that parallel approach is much better than 
sequential approach with multi core processor

 
The Fig 3 

shows(Graph)
 
Execution time vs File size on sequential 

search with intel i5 processor using Boyer
 
Moore, Brute 

force, KMP Algorithm. From the graph we clearly 
observe that BM

 
is better compared to other 

approaches.
 

 

 
 

Figure 3 : Graph for sequential search (Time vs File size)  

The Fig 4 shows(Graph)Execution time vs File 
size on parallel search with intel i5 processor using 
Boyer Moore, Brute force, KMP Algorithm. This graph 
shows the performance difference between Boyer 
Moore, Knuth Morris Pratt and Brute force algorithms. 
From the graph we clearly observe that BM is better 
compared to other approaches. The Fig 5 
shows(Graph)

 

Execution time vs File size using Brute 
force Algorithm on parallel search and sequential search 

with intel i5 processor. From the graph we clearly 
observe that parallel is much better

 

than sequential 
search. 
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Figure 4 :

 
Graph for parallel search (Time vs File size)

 

 

 
Figure

 
5

 
:
 
Graph for Brute force (Time vs File size)

 
The Fig 6 shows(Graph)

 
Execution time vs File 

size using KMP Algorithms by sequential search and 
parallel search with intel i5 processor. From the graph 
we clearly observe that parallel is much better

 
than 

sequential search.
 
The Fig 7 shows(Graph)

 
Execution 

time vs Text length using Boyer Moore Algorithm by 
parallel search and sequential search with

 

intel i5 
processor. From the graph we clearly observe that 
parallel is much better than sequential search.
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Figure 6 :

 
Graph for KMP (Time vs File size)
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Figure 7 : Graph for Boyer Moore (Time vs Text Length) 

The Fig 8 shows (Graph) Execution time vs File 
size on sequential search with intel i3 processor using 
Boyer Moore, Brute force, KMP Algorithm. This graph 
shows the performance difference between Boyer 
Moore, Knuth Morris Pratt and Brute force algorithms. 
From the graph clearly observe that BM is better 
compared to other approaches. The Fig 9 
shows(Graph)Execution time vs File size on parallel 
search with intel i3 processor using Boyer Moore, Brute 
force, KMP Algorithm. This graph shows the 
performance difference between Boyer Moore, Knuth 
Morris Pratt and Brute force algorithms. From the graph 

clearly observe that BM is better compared to other 
approaches, as well as this parallel approach is much 
better compared to sequential approaches. 
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Figure 8 : Graph for sequential search (Time vs File size)  

 

 

 
 

Figure 9 : Graph for parallel search (Time vs File size)  
The Fig. 10 shows (Graph) Execution time vs file 

size of Brute force sequential search algorithm in Intel i3 
and Intel i5 processor. From the graph we says that i5 is 
performed well compared to i3. The Fig 11 shows 
(Graph) shows Execution time vs File size using Brute 
force parallel search algorithm on intel i3 and i5 
processor. From the graph we says that i5 is performed 
well compared to i3. 
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Figure 10 : Graph for Brute force(Time vs file size)  

 

 

Figure 11 : Graph for Brute force parallel search (Time vs file size)  

The Fig 12 shows
 
(Graph)

 
Execution time vs 

File size
 
using KMP sequential search algorithm on Intel 

i3 and i5 processor.  From the graph we says that i5 is 
performed well compared to i3. The Fig13 shows

 

(Graph)
 
Execution time vs File size using KMP parallel 

search algorithm on Intel i3 and i5 processor. From the 
graph we says that i5 is performed well compared to i3.
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Figure 12 : Graph for KMP Sequential Search (Time vs file size)  

 

 

 

 

Figure 13 : Graph for KMP parallel Search (Time vs file size)  

The Fig 14(Graph) shows Execution time vs File 
size using Boyer Moore sequential search algorithm on 
Intel i3 and i5 processor. From the graph we says that i5 
is performed well compared to i3. The Fig 15(Graph) 
shows Execution time vs File size using Boyer Moore 
parallel search algorithm on Intel i3 and i5 processor. 
From the graph we says that i5 is performed well 
compared to i3. 
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Figure 14 : Graph for Boyer moore sequential Search (Time vs file size)  

 

 

 

 

Figure
 
15

 
:
 
Graph for Boyer

 
Moore parallel

 
Search (Time vs file size)

 

VI.
 

CONCLUSIONS

 

In this paper
 
we performed a comparative study 

on Knuth Morris Pratt, Boyer Moore and Brute force 
string matching algorithms based on the running time 
and in our tests

 
with multicore

 
processing, we used

 

strings
 
of varying lengths and texts of varying lengths.

 

From the test results it is shown that the Boyer Moore 
algorithm is extremely efficient in most cases and Knuth-
Morris-Pratt algorithm is not better on the average than 
the Brute force algorithm. We

 
conclude that Boyer 

Moore string matching algorithm is the most efficient 

one among the three string matching algorithms

 

with 
multicore

 

processing compared to earlier versions.

 

As a 
future enhancement, these algorithms can be compared 
with other efficient parallel string matching algorithms 
thereby finding the most efficient algorithm which can be 
used in many fields such as cryptography, molecular 
biology. Thus the problem of matching becomes easier.
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Abstract -

  

Boyer Moore string matching algorithm is one of the famous algorithms used in string 
search algorithms. Widely, it is used in sequential form which presents good performance. In this 
paper a parallel implementation of Boyer Moore algorithm is proposed and evaluated. Experimental 
results

 

show that it is valuable with zero overhead and cost optimal. The comparison between 
sequential and parallel showed that the parallel implementation was faster and more useful.
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Analysis of Parallel Boyer-Moore String Search 
Algorithm 

Abdulellah A. Alsaheel α, Abdullah H. Alqahtani σ & Abdulatif M. Alabdulatif ρ 

Abstract - Boyer Moore string matching algorithm is one of the 
famous algorithms used in string search algorithms. Widely, it 
is used in sequential form which presents good performance. 
In this paper a parallel implementation of Boyer Moore 
algorithm is proposed and evaluated. Experimental results 
show that it is valuable with zero overhead and cost optimal. 
The comparison between sequential and parallel showed that 
the parallel implementation was faster and more useful. 
Keywords : parallel processing, parallel algorithm, 
boyer-moore, string matching algorithm, performance 
analysis. 

I. Introduction 

tring matching algorithm is a huge area used 
when there is a need to search for the occurrence 
of a pattern of a string in a text. The applications 

of string matching algorithms is widely used like in 

security field when a protection system searching for a 
malicious pattern in a big text string. Boyer Moore is one 
of the most algorithms used in this field. The Boyer 
Moore algorithm search for the occurrence of pattern 
P[1-N] in a text T[1-M] by comparing the pattern in the 
text from right to left and shifting the pattern from left to 
right when mismatch occur using one of two functions 
that are bad character shift or good suffix shift[1]. 

The sequential Boyer Moore searching 
algorithm requires O(NM) in worst case when the 
pattern occurs in the text. And in the best performance 
is O(M/N) [4], where length of a pattern is N, and length 
of a text string is M. Actually, This algorithm is not 
efficiently working with small size strings but it is efficient 
with big size strings. 

 
 
 
 
 
 
 

Figure 1 : BM algorithm mechanism make comparison from right to left and shift from left to right when mismatch 
occur 

In this paper implementing a parallel Boyer 
Moore is proposed and evaluating its performance and 
compare it with sequential version. Most of performance 
metrics used in evaluating any algorithm is used to 
make a clear comparison between sequential and 
parallel algorithm and presents valuable metrics for 
algorithm.

 

II.
 

Related Works
 

A few works on parallelizing Boyer Moore 
algorithm proposed. In [2] implements a parallel 
algorithm in clustered computing environment for many 
kinds of string matching algorithms and Boyer Moore 
algorithm is one of them. They made a

 
comparison 

between the performance of this algorithm in sequential 
and parallel on different sizes of data and in different 
number of nodes. The result for their experiment and 
comparison demonstrated that Boyer Moore in parallel 
is taken less time than in sequential.

 
 
 

Authors α σ ρ : King Saud University, College of computer and 
information sciences, Saudi Arabia. E-mail : cs_saheel@hotmail.com 

Popa et al [3] has made an implementation for 
a parallel algorithm for Boyer Moore and calculating the 
speed up and efficiency in various numbers of 
processes. He used single program multiple data 
stream (SPMD) as a model and C as programming

 

language with using parallel virtual machine (PVM) 
functions.

 

III.
 

The Parallel Algorithm
 

Parallel processing is the concept of executing 
the same problem on different processing units 
concurrently. The parallel implementation is made to 
work on one control

 
unit with different data that called 

single instruction stream multiple data stream (SIMD). 
The communication model is shared address space 
where the algorithm implemented on the same platform.

 

In this algorithm different tasks assigned to P
 

processors to
 

present results. While these tasks are 
homogeneous and there are no dependencies between 
them, the bag of tasks has been used as a design 
pattern for the parallel algorithm.
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The idea is to divide the text T to multiple 
partitions and make the comparison over the same copy 

of pattern and every worker concurrently implement M/P 
[1] where M is the length of text T. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 : Partitioning different parts of T on available P

The partitioning is occurred between lines of file 
text and cannot be occurred in the middle of line and 
assuming that the pattern that being searched for, will 
not be occurred between any two lines. 

a) Theoretical Analysis 
Sequential algorithm has been evaluated by its 

serial runtime 𝑇𝑇𝑠𝑠, that taken from the start of the 
execution of the algorithm to the end of it. The 
sequential time of Boyer Moore when pattern occur is 
𝑇𝑇𝑠𝑠=𝑂𝑂(𝑀𝑀𝑁𝑁) in worst case [4][5]. The parallel runtime that 
denoted by 𝑇𝑇𝑝𝑝 is the time taken from the first processor 
starts to the end of last processor. When our algorithm 
depends on dividing a text 𝑇𝑇 on the available workers P, 
the parallel time will be then 𝑇𝑇𝑝𝑝=𝑂𝑂( ∗𝑁𝑁) and the total 
cost is 𝑝𝑝𝑇𝑇𝑝𝑝=   . 

In the following some of the most famous 
performance metrics used for parallel systems 
measurement applied on the proposed parallel 
algorithm [6]: 

• Total overhead: the total time that spent by 
processers over sequential time 𝑇𝑇𝑜𝑜=𝑝𝑝𝑇𝑇𝑝𝑝− 𝑇𝑇𝑠𝑠=0. 

• Speed Up S: the ration of time taken by the 
algorithm taken in sequential to the same algorithm 
in parallel, S = P . 

• Efficiency E: is the relation between speed up and 
number of processors, E = 1 which is in this case is 
optimal. 

By applying these metrics on parallel algorithm, 
it showed that using Boyer Moore parallel algorithm is 
more efficient and better than using Boyer Moore 
sequential algorithm. 

b) Practical Analysis 

The algorithm has been implemented by Java 
programming language with having sequential and 
parallel versions of Boyer-Moore algorithm. The 
experiment has been applied on a platform with 8 
processing units and 8 GB RAM (Random Access 
Memory). 

This implementation used bad rule character 
that scan the pattern starting from the rightmost 
character against the text and the pattern will be shifted 
to the right whenever a mismatch occurs, pattern 
shifting will be according to the number of positions that 
stated at skip table that has stored the right most 
occurrence of that mismatched character at the pattern. 

The pseudo-code of Boyer-Moore algorithm: 
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𝑀

𝑃

    int tableSize;
    int[] table;
    String pattern;
    public BoyerMoore(String pattern) {
        this.tableSize = 256;
        this.pattern = pattern;
        table = new int[tableSize];
        for (int c = 0; c < tableSize; c++)
            table[c] = -1;
        for (int j = 0; j < pattern.length(); j++) 
            table[pattern.charAt(j)] = j;
    }
    public int search(String text) {
        int N = pattern.length();
        int M = text.length();
        int skip;
        for (int i = 0; i <= M - N; i += skip) {
            skip = 0;
            for (int j = N-1; j >= 0; j--) {
                if (pattern.charAt(j) != text.charAt(i+j)) {
                    skip = Math.max(1, j - table[text.charAt(i+j)]);
                    break;
                }
            }
            if (skip == 0)
                return i;
        }
        return M;
    }

Partitioning the text into sub-amounts of work 
will divide the problem into smaller sub-problems, so 

𝑂 𝑀 ∗ 𝑁  



then multiple workers can work concurrently at the same 
time. All of the workers require an access to the 

complete list of patterns to compare their portions of text 
against all patterns.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Table

 
1

 
:

 
Sequential Processing P=1, Parallel Processing P=8

 The performance of the sequential algorithm is 
stable and easy to read as Table1 has demonstrated, 
since adding 500 elements each time will requires 50 
Milliseconds approximately; despite the number of data 
elements being processed it will usually consume the 
same amount of time for processing the same amount 
of data. On the other hand there is the performance of 
the parallel processing which is presented at Table1 and 

may requires more analysis to be understood, however 
the table demonstrated that adding 500 data elements 
at each time will affect the processing time significantly 
whenever N is small; whereas adding the same amount 
of data to large number of elements will not affect the 
processing time that much. Conclusion is that the 
parallel version of Boyer-Moore algorithm works better 
with larger data.

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure
 
3

 
: N is the number of text lines being processed

 
 
 
 
 
 
 
 
 
 
 
 

Table 2 : Varying number of Processors, N=3000 

Adding more workers will significantly improve 
the processing time especially whenever the number of 
workers is small. Notice that adding more workers not 
necessarily will improve processing performance, this 
due to the fact that Boyer-Moore algorithm will have 
worse case whenever there are more mismatches which 
require more shifting to do; and since the parallel 
algorithm has partitioned the data across multiple 
workers, that partitioning sometimes may not guarantee 
a better performance then what would you have if you 
have less workers especially whenever the number of 
workers is large where adding one more worker may not 
improve the performance significantly. Some data 
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Parallel Time 
(Milliseconds)

Sequential Time 
(Milliseconds)

Number of 
Elements (N)

550500
16961000
271431500
401912000
612322500
822783000

1143283500
1403674000
1454134500
1604615000

Actual Time (Milliseconds)Number of Processors (P)
2771
1702
1343
1034
1015
1066
937
828

partitioning introduces an additional delay since some 



data portions that held by some workers may have more

 
mismatches and more shifting then what other workers 
may need. So the data nature and the number of 
workers are critical for the parallel algorithm 

performance especially when there is large number of 
elements to be processed and where adding

 

more 
workers may not significantly improve the performance.

 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

4

 

:

 

P is the number of processors 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Table

 
3

 
:
 
Parallel processing with varying number of 

workers, P=8, N=3000
 

To have more workers than the existing number 
of processors may lead to significant performance 
improvement, since having more workers means having 
smaller sub-problems which are faster to be processed. 
But one should consider that having more workers than 
the existing number of processors will introduce an 
additional overhead due to the context switching. So, 
identifying a threshold-like which specifies the maximum 
allowed number of workers that can work safely in 
performance wise. The experiment showed that on a 
platform with P=8 processors, there is a safe and better 
performance can be achieved by having 2 * P = 16 
threads. Increasing the number of threads more than 
that may result in

 

better or worse performance so one is 
advised to not exceed that threshold due to instability.

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

5

 

:

 

T is the number of threads

 

IV.

 

Conclusion

 

Sequential and parallel implementations of 
Boyer-Moore string matching algorithm have been 
evaluated. Theoretically, it proved that the performance 
of the parallel algorithm is cost optimal with zero 
overhead. In practical experiment, different sizes of data 
have been used to show that the parallel algorithm is 

very faster and better than sequential especially when 
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Actual Time (Milliseconds)Number of Threads (T)
6110
4912
4014
3816
3818
3520
3522
4124
3826
2928

the data is large. Also, using different number of 
processors we demonstrated that the parallel Boyer-
Moore works better when the number of workers get 
increased unless the new data partitioning result in 
having some workers with data has many shifting which 
end up in delaying all of the workers. Number of 
workers/threads threshold has been proposed that can 



specify the number of threads which can be used 
efficiently with having stable performance, 2∗𝑃𝑃

 

𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝑎𝑎𝑑𝑑𝑠𝑠, 
where P

 

is the number of existing processors.
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Abstract - Now-a-days digital circuits are getting more complex. One IC in a digital circuit is used for a 
fixed purpose and its operation cannot be defined through software. Because of this limitation digital 
circuit becomes larger in size. When designing an 8bit digital circuit we do not include 16bit or 24bit 
components, but this limits our scope of design and versatility of the design. To overcome this 
problem an 8bit microcontroller is programmed which is able to do addition, subtraction, 
multiplication and 28 other digital operations in 8, 16 & 24 bit level. To add six 8 bit data 5 adder ICs 
are not needed anymore. This IC can do it all alone. For any logic operation the regarding mode 
needs to be selected in the same IC to perform desired operation. It is software defined digital logic 
design IC. This IC will save time, space & reduce cost in digital circuit designing. 
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Software Defined 8, 16 & 24 Bit Digital Logic 
Design by One Microcontroller 

Md. Khaled Hossain α & Md. Nasimuzzaman Chowdhury σ

Abstract - Now-a-days digital circuits are getting more 
complex. One IC in a digital circuit is used for a fixed purpose 
and its operation cannot be defined through software. 
Because of this limitation digital circuit becomes larger in size. 
When designing an 8bit digital circuit we do not include 16bit 
or 24bit components, but this limits our scope of design and 
versatility of the design. To overcome this problem an 8bit 
microcontroller is programmed which is able to do addition, 
subtraction, multiplication and 28 other digital operations in 8, 
16 & 24 bit level. To add six 8 bit data 5 adder ICs are not 
needed anymore. This IC can do it all alone. For any logic 
operation the regarding mode needs to be selected in the 
same IC to perform desired operation. It is software defined 
digital logic design IC. This IC will save time, space & reduce 
cost in digital circuit designing. 

Keywords
 

: microcontroller, digital logic IC, universal 
shift register, encoder, decoder.

 

I.
 

Introduction
 

icrocontrollers are capable of executing all 
digital logic design operations. In another paper 
we have implemented 28 digital logic design 

operation by
 
one microcontroller [1]. But still if a 16bit 

operation is needed we have to cascade two 8bit 
microcontrollers. Instead of cascading two 
microcontrollers, it is possible to do operations up to 
24bits with this IC. This IC can perform AND, OR, NOR, 
NAND, XOR, XNOR, Universal Shift Register, Counter 
operations etc. The Controller used in this project is 
Atmega1280. It has 86 GPIO. In this project there are 
6sets of 8bit input, 25bit output, 6bit main operation 
selection option and additional 5bit to select sub 
operations. When user selects 16 bit operation mode, 
this IC combines Input1 & Input2 as 1st input of 16bit. 
Combination of Input3 & Input4 becomes 2nd input of 
16bit. Input5 & Input6 are combined for 3rd input of 
16bit. When user wants to do operation of 24 bit that 
time Input1, Input2 & Input3 combines & form 1st 24bit 
input. The rest Input4, Input5 & Input6 act as 2nd input 
of 24bit. And all the operations output is given through 
25bit. Here 25th bit output is the carry bit for 24bit 
operations.

 
 
 
 
 
 
 

   
 

 

 

Figure 1 : Basic Project outline 
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Here input1, input2, input3, input4, input5 & 
input6 are accordingly portB, portC, PortF, portJ, portK, 
portL and outputs are portC, portD, portE & portG6_bit. 
Rest of the pins of portG represent sub operations and 
to select main operation portH is used. Enable_bar 
means to enable the IC we need to make portH6_bit 
low. PortH7 represent syncronous clock input. When 
16bit operations are selected PortA are lower eight bits 
& PortB are higher eight bits. In the same way for input2 
& input3 portF, Portk are lower eight bits and PortJ,
PortL are higher eight bits accordingly. For 24bit 
operation in input1 portA are lower eight bits, portB are 
higher eight bits, portF are most significant eight bits. 
For second input PortJ are lowest significant bits, portK 
are higher eight bits, portL are highest eight bits. At 
output, portC are most significant 8bits, portD are higher 
8bits, PortE are more higher 8bits & portG6_bit is the 
MSB.



 

 

 

Figure 2 : Main Circuit Diagram

II.
 

Circuit Description
 

Atmega1280 is used as microcontroller in this 
project. Operating voltage of atmega1280 is +5v. Here 
VCC is +5v. Atmega1280 has 86 GPIO, 11 GPIO ports. 
They are PORTA, PORTB, PORTC, PORTD, PORTE, 
PORTF, PORTG, PORTH, PORTJ, PORTK and PORTL. 
Among these ports PORTA, PORTB, PORTF, PORTJ, 
PORTK, PORTL, PORTH and PORTG are all input. 
PORTC, PORTD, PORTE & PORTG5_bit are all output. 
To give input toggle switches are used and to see the 
output LEDs are used. There are two more inputs one is 
Enable and another is for clock. Microcontroller has its 
own clock connected to Xtal1 & Xtal2 pin. Value of 
oscillator is 16 MHz. A reset circuit is connected with 
RESET_bar pin to reset the microcontroller. This 
microcontroller can execute 28 operations and lots of 
sub operations. To select main operation PORTH0 to 
PORTH5 total 6 pin is used and to select sub operation 
PORTG0 to PORTG4 is used.  To Enable and disable 
the IC, Enable_bar is used at PORTH6_bit. External 
clock is used at PORTH7_bit. This IC can operate in 
both asynchronous and synchronous mode. When there 
is no external clock it will operate in asynchronous mode 
and while clock is used it will operate based on the 
clock frequency. If Enable_bar

 
pin is high at that time 

microcontroller will not take any clock input or will not 
work in asynchronous mode also.  

 

a)
 

Main Technology Used
 

Main technology of this IC is the programming 
method. To perform any operation with this IC, at first 
the main operation mode and sub operation mode is 
selected. For example if we want to do an addition 
operation the mode 00 is selected. PortH0 to PortH5 has 
to be 0. Then we have to select sub operation like we 
want to do an 8bit, 16 bit or 24bit addition. If we want an 
8bit addition we have to set the value of PortG0_bit & 
PORTG1_bit equal to 0. As this is an 8bit operation we 
have the option to choose with how many variable we 
would like to do the operation. We can choose an 
addition operation from two variables to six variables 
maximum. Let’s choose 2 variables. Then Value of 
PortG2_bit is 0, PortG3_bit is 1 & PortG3_bit is 0. Here 
PortG2_bit is LSB and PortG3_bit is MSB. Now it is 
ready to perform two 8 bit additions. Any value of PortA 
will be added with any value of PortB and output will be 
shown by LEDs in binary format. PortC0_bit is the LSB 
bit of output and PortG5_bit is the MSB bit. 

 

For an 8bit operation we need to select number 
of inputs but for 16bit or 24bit operation this IC will start 
working instantly when main operation and sub 
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24 bit which have sub operations also. For example if 
we want to execute a 24bit Barrel shifter, we have to set 
the main operation first. H5=0, H4=1, H3=1, H2=0, 
H1=1, H0=0. Then we have to select sub operation 
that, shift it right or shift it left. So, the sub operation 
G0=0, G1=0 is set for shifting right arithmetic. Then we 
have to select the amount of shifting through Pin G2 to 
G4. The table below gives us the operation chart and bit 
values to set them 

Table 1 : Main Operation Chart 

 H4 H3 H2 H1 H0 Operation 
00 0 0 0 0 0 Addition 

01 0 0 0 0 1 Subtraction 

02 0 0 0 1 0 Multiplication 

03 0 0 0 1 1 Division 

04 0 0 1 0 0 AND 

05 0 0 1 0 1 OR 

06 0 0 1 1 0 NOT 

07 0 0 1 1 1 NOR 

08 0 1 0 0 0 NAND 

09 0 1 0 0 1 XOR 

10 0 1 0 1 0 XNOR 

11 0 1 0 1 1 Buffer 

12
 

0
 

1
 

1
 

0
 

0
 Universal Shift 

Register  

13 0 1 1 0 1 Ones Counter 

14 0 1 1 1 0 Binary Counter 

15 0 1 1 1 1 Inverted Counter 

16 1 0 0 0 0 Mux 

17 1 0 0 0 1 Demux 

18
 

1
 

0
 

0
 

1
 

0
 Segment Decoder 

Common 
Cathode 

19
 

1
 

0
 

0
 

1
 

1
 Segment Decoder 

CC Dot 

20 1 0 1 0 0 
Segment Decoder 
Common Anode 

21 1 0 1 0 1 Seg Dec CA Dot 
22 1 0 1 1 0 Priority Encoder 
23 1 0 1 1 1 Priority Decoder 
24 1 1 0 0 0 Parity Checker 
25 1 1 0 0 1 Comparator 
26 1 1 0 1 0 Barrel Shifter 
27 1 1 0 1 1 Ring Counter 
28 1 1 1 0 0 John. Ring 

Counter 

Table 2 : Sub operation chart 

G1  G0  Sub Operation  Main Operation  
0  0  8 bit  Addition, Subtraction, 

Multiplication,  Division,  
All operations  

0  1  16 bit  
1  0  24 bit  

Table 3 : Sub operation chart 

G1 G0 Sub Operation Main Operation 

0 0 7 Segment Segment Display 

0 1 14 Segment 

1 0 16 Segment 

Table 4
 
:
 
8 bit level operations

 

G4
 

G3
 

G2
 

IN1
 

IN2
 

IN3
 

IN4
 

IN5
 

IN6
 

Equation
 

Operation
 

0
 

1
 

0
 

PortA
 

PortB
 

X
 

X
 

X
 

X
 

IN1+IN2
 

ADD
 

0
 

1
 

1
 

PortA
 

PortB
 

PortF
 

X
 

X
 

X
 

IN1+IN2+IN3
 

1
 

0
 

0
 

PortA
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IN1+IN2+IN3+IN4+IN5+IN6
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16 bit level operations
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: 24 bit level operations
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operation is set. There are some operations in 16 bit or 

In the above table sub operation of addition is 
shown and how to select the operation bit values are 
also shown. In this way all the other operations are 
performed. If we wants to do subtraction IN1 has to be 
the largest number than second largest should be IN2, 
so that we don’t get any wrong answer for subtraction. 
This order is maintained for division also. For two inputs, 

the equation is IN1/ IN2. Segment Decoder takes input 
as binary value and gives output for common cathode 
without dot, common cathode with dot, common anode 
without dot and common anode with dot. For example if 
L3=0, L2=1, L1=0, L0=0 then segment with show 4 as 
output. Ones counter, binary counter, Mux, Demux all 
these operations are also divided according to the 



 

 

above table. But Universal shifter and barrel shifter have 
other sub functions. These functions are shown below:

 

Table 7 :

 

Sub operation chart

 

Table 8 :

 

Commands of Sub operation chart

 

b)

 

Device Used

 

Brain of this project is Atmega1280 micro-
controller. It is an 8 bit Micro controller with RISC 
architecture. Its speed is up to 16 MIPS throughout at 
16MHz. It has 128K bytes of flash and 4Kbytes 
EEPROM. Operating voltage 2.7v -5.5v, in active mode it 
consumes only 1.1mA & in sleep mode it consumes 
less than 1uA current. It has 86 GPIO, 16 PWM 
channels, SPI, 4 UART, I2C and other features which 
made it a perfect choice of designing a versatile digital 
design IC.

 

 

Figure 3 :

 

Atmega1280 Microcontroller[8]

 

Our program consumes only 37kbytes of Flash 
memory. Still 91kbytes of Flash memory is available to 
design other operations.

 

As the outputs are shown in simulation no 
resistors has been used. In practical implementation 
with each LED 220ohm resistance is being used. Each 
input Pin has been pulled down through 10k resistor.  
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L3 L2 L1 L0 OPERATIONS SUB 
X 0 0 0 Hold SIPO 

SISO  
PISO  
PIPO

X 0 0 1 Load
X 0 1 0 Load & Shift Right
X 0 1 1 Load & Shift Left
X 1 0 0 Shift Circular Right
X 1 0 1 Shift Circular Left
X 1 1 0 Shift Arith Right
X 1 1 1 Shift Arith Left
0 0 0 0 Shift 0 Barrel 

Shifter0 0 0 1 Shift 1
0 0 1 0 Shift 2
0 0 1 1 Shift 3
0 1 0 0 Shift 4
0 1 0 1 Shift 5
0 1 1 0 Shift 6
0 1 1 1 Shift 7
… … … … ……….
1 1 1 1 Shift 15

Atmega1280 contains 135 powerful instructions 
like addition, subtraction, shifting etc and most single 
clock cycle execution.32x8 general purpose working 
resistors, two 8bit timer & four 16bit timer, interrupt and 
wakeup on pin change. It comes in 100 lead TQFP, 100 
Ball CBGA wich can be breakout easily and small in 
size. This microcontroller has the most number of GPIO 
and all 86 GPIO pins can be used as input or output.
Brown out feature of this Ic makes it more stable output 
and long lasting.



 

 

  

 
Figure 4 : 24bit Addition Operation[10] 

 

Figure 5 : 16bit 2input Subtraction Operation 

 

Figure 6 :
 
16bit 2input Division Operation

 

 

Figure 7 :
 
8bit 6input AND Operation
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 •

 
This IC can be used in many complex Digital design 
systems.

 •
 

Students can learn different type of Digital logic 
operation through only one IC.

 •
 

This IC can be used where expensive digital logic 
design lab can’t be set up for education purpose.

 •
 

Rapid prototype for teaching Digital Logic Design.
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publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

IX

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

X

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

XI

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

XII

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

XIV

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

XV

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
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Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

XVII

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

XVIII

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious
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