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Neural Network Algorithms for using Radon Emanations as an 
Earthquake Precursor                 

   

By Gupta Dhawal
 
& Shahani D. T

 

                                                      Indian Institute of Technology,  New-Delhi
 

Abstract
 
-
 
The investigation throughout the world in past two decades provides evidence which indicates that 

significance variation of radon and other soil gases may occur in association with major geophysical events 
such as earthquake events. The traditional statistical algorithm which included regression to remove the effect 
of the meteorological parameters from the as is measured radon along with additional variation that periodicity 
in seasonal variations is computed using Fast Fourier Transform has shown to improve reliability of prediction 
of earthquake The present paper deals with the use of neural network algorithms which can learn the behavior 
of radon with respect to known meteorological parameters. This method has potential of tracking “changing 
patterns” in dependence of radon on meteorological parameters and it may adapt to such changes on its own 
in due course of time. Another neural network algorithm using Probabilistic Neural Networks that requires 
neither an explicit step of regression nor use of any specific period is also presented.

 

Keywords : radon, anomalies, earthquake precursor, neural networks.
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Abstract
 
-
 
The investigation throughout the world in past two 

decades provides evidence which indicates that significance 
variation of radon and other soil gases may occur in 
association with major geophysical events such as earthquake 
events. The traditional statistical algorithm which included 
regression to remove the effect of the meteorological 
parameters from the as is measured radon along with 
additional variation that periodicity in seasonal variations is 
computed using Fast Fourier Transform has shown to improve 
reliability of prediction of earthquake The present paper deals 
with the use of neural network algorithms which can learn the 
behavior of radon with respect to known meteorological 
parameters. This method has potential of tracking “changing 
patterns” in dependence of radon on meteorological 
parameters and it may adapt to such changes on its own in 
due course of time. Another neural network algorithm using 
Probabilistic Neural Networks that requires neither an explicit 
step of regression nor use of any specific period is also 
presented. 

 
  

 

I.
 

Introduction
 

n India more than 50% of the land area is seismically 
active. Any earthquake in these areas of Magnitude 
5.5 Richer Scale and above can cause severe loss of 

human life and property. The vulnerability of our 
civilization to earthquakes is rapidly growing, raising 
earthquakes to the ranks of major threats faced by 
humankind. About a million earthquakes of Magnitude 2 
or more are registered each year worldwide. About a 
hundred of them cause serious damage and, once or 
twice in a decade, a catastrophic earthquake occurs. 
The vulnerability of our world to earthquakes is rapidly 
growing due to well-known global trends like 
proliferation of high-risk construction such as nuclear 
power plants, high dams, radioactive waste disposals, 
deterioration of the ground and destabilization of 
engineering infrastructures in megacities, destabilization 
of the environment, population growth and other factors, 
including the escalating socioeconomic volatility of the 
global village. 

 

a)
 

Earthquake Precursory Studies
 

Earthquakes constitute a source of severe 
human disasters all around the world that occurs in a 
relatively   short    time   span 

   
of 

 
  occurrence    of   an 

 
 

  

earthquake, and considerable loss of life can be averted 
if a warning could be issued prior to its occurrence. 
Consequently, short-term indicators —

 
through the 

search for precursory signals —
 
have received great 

attention in the last several decades. As earthquakes are 
physical phenomena, most techniques used currently 
with prediction purposes are based on geophysical 
approaches, including seismology, magnetism, 
electricity, and geodesy. So, a wide range of methods 
have been proposed, using the monitoring of 
parameters such as b-values (i.e. the slope of the 
Gutenberg–Richter law relating the local number of 
earthquakes and their magnitude), VP/VS-values (ratio 
of the propagation velocities of P and S seismic waves), 
coda Q, tilt values, self-potential anomalies and 
electromagnetic data, that allowed to exhibit case by 
case precursory signals [Varostos and Alexopoulos, 
1984];

 
[ Jin and Aki, 1986];

 
[Molchan and Dmitrieva, 

1990]. The most relevant success in
 

this field is 
probably the successful prediction of the February 4, 
1975 magnitude 7.3 earthquake of Haicheng (China), on 
the basis of multiple precursory phenomena. 

 

In India, earthquake precursor related research 
was started about three decades back and

 
studies were 

mostly confined to seismological parameters 
investigations/observations. Though, the seismic gap 
hypothesis which proposes that the probability of a large 
earthquake in an individual fault segment is greater for 
those segments that have not slipped in a long time, 
has already been applied to Himalaya on the basis of 
energy release, micro-earthquake activity and seismicity 
patterns and three well known seismic gaps have been 
identified in the Indian Himalayan region namely; (1) 
Himachal gap in Himachal Pradesh, (2) Central gap in 
Central Himalaya and (3) Assam gap in Northeast 
Himalaya [Srivastava,1973]; [Srivastava and Rao, 1991]; 
[Khattri and Wyss, 1978].

 
After successful medium term 

forecast of 1988 M 7.3 earthquake in NE Himalayan 
region [Gupta and Singh, 1986], there was a lull period 
for quite some time. The first short term forecast of 
August 30, 1986 earthquake of M 5.0 was made by 
[Gupta et. al., 2005]. This forecast was based on the 
nucleation pattern. Subsequently, several such forecast

 

were made for Koyna region like 13 November 2005 M 
4.0, 26 December 2005 M 4.2 and 17 April 2006 M 4.7 
based on the nucleation process [Gupta et.al., 2007].   

I 
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b) Radon in Soil Gas: Literature Review  
The first evidence of a correlation between 

radon and earthquake came from observation of radon 
concentration in the mineral water of the Tashkent Basin 
prior to the destructive earthquake of 1966 [Ulamov and 
Mavashev, 1967]. Radon observations, both in soil gas 
and in ground water revealed many precursory changes 
of radon emission levels [Lomnitz and Lomnitz, 
1978[38]; Virk, 1993; Igarashi et al., 1995]. The effect of 
meteorological parameters was also analyzed by 
calculation the correlation coefficients and radon 
anomalies were found using the standard statistical 
procedures .The differentiation of radon emissions due 
to earthquakes from those due to effect of 
meteorological parameters on the measured radon 
concentrations were studied by [Wattananikorn, 
1998].Observations of radon have also been part of the 
international prediction projects in the Iceland test area. 
Significant pre-earthquake changes were found and 
discussed and described in [Stefansson, 2011]. 

II. Neural Network Algorithm for 
Radon Emanations Estimate 

An artificial neural network is an information 
processing system that consists of large number of 
simple processing elements called neurons. Each 
neuron is connected to other neuron by means of direct 
connection with an associated weight, which present 
information being used by the net to solve a problem. A 
general neural network is characterized by its pattern 
connections among the neurons, its method of 
determining weights and its activation function. The 
main advantages of the neural network method are 
learning capability for developing new solutions to 

problems that are not well defined, an ability to deal with 
computational complexity, a facility of carrying out quick 
interpolative reasoning, and finding functional 
relationship between sets of data. The statistical 
algorithm involves regression of meteorological 
parameters with measured radon. The regression 
equations thus obtained are used to find corrected 
radon time series. In case of neural networks the 
regression step is avoided.  Hence a neural network 
model can be found which can learn the behavior of 
radon with respect to meteorological parameter in order 
that changing emission patterns may be adapted to by 
the model on its own. The output of this neural model is 
the estimated radon values. This estimated radon value 
is used to decide whether anomalous behavior of radon 
has occurred and a valid precursor may be identified.  

There are varieties of neural network 
architectures available, which can model time series like 
Multi-layer perceptrons, Probabilistic neural networks, 
and Radial Basis function networks. Initially different 
neural network architectures were tested. Fig 1(a-b) 
shows the multi layer or MLP neural network 
architectures which were tested for the estimation of 
radon. The nomenclature followed for naming the neural 
network in the figure is <Type of NN>< Input> : 
<L1><L2><L3> :< Output>. The Fig. 1(a) indicates 
MLP s20 5:100-3-1:1 which indicates that the type of 
neural network is Multi Layer Perceptron with five inputs, 
three hidden layers with 100, 3 and 1 hidden neuron and 
one output. Fig. 1(a-b) also indicates the training 
performance, selection performance and test 
performance.  

Profile : MLP s20 5:100-3-1:1 ,  Index = 1
Train Perf. = 0.588539 ,  Select Perf. = 0.796853 ,  Test Perf. = 0.882128

 

Figure 1 (a) 

Neural Network Algorithms for using Radon Emanations as an Earthquake Precursor
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Profile : MLP s20 5:100-10-1:1 ,  Index = 2
Train Perf. = 0.631787 ,  Select Perf. = 0.798913 ,  Test Perf. = 0.894424

 

Figure 1 (b) 

Profile : RBF s20 5:100-13-1:1 ,  Index = 4
Train Perf. = 0.624520 ,  Select Perf. = 0.833809 ,  Test Perf. = 0.821096

 

Figure 1 (c) 

The inputs to the neural network are Measured 
Radon, Meteorological parameters Temperature, 
Rainfall, Relative humidity, and barometric pressure. The 
selection performance for both the MLP based neural 
network architectures is not satisfactory. Apart from MLP 
based neural networks radial basis neural networks are 
also tried. RBF networks have a number of advantages 
over MLPs. First, they can model any nonlinear function 
using a single hidden layer, which removes some 
design-decisions about numbers of layers. Second, the 
simple linear transformation in the output layer can be 
optimized fully using traditional linear modeling 

techniques, which are fast and do not suffer from 
problems such as local minima which plague MLP 
training

 
techniques. RBF networks can therefore be 

trained extremely quickly. The comparison summary for 
different networks is presented in table 1.As shown in 
the table different training methods are employed for 
these two chosen architectures. For MLPs based neural 
networks Back Propagation (BP) and Conjugate 
Gradient descent (CG) are used. For radial basis neural 
network K-Means (KM) is used for centre assignment, 
K-Nearest Neighbor(KN) for deviation assignment  and 

© 2013  Global Journals Inc.  (US)
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Pseudo Invert (PI) is used for linear least squares 
optimization. 

  

Table 1 

The K-means algorithm assigns radial centers 
to the first hidden layer in the network if it consists of 
radial units. K-means assigns each training case to one 
of K clusters (where K is the number of radial

 
units), 

such that each cluster is represented by the centroids of 
its cases, and each case is nearer to the centroids of its 
cluster than to the centroids of any other cluster. It is the 
centroids that are copied to the radial units. The 
intention is to discover a set of cluster centers which 
best represent the natural distribution of the training 
cases. The radial basis function is indented to be used 
as a time series approximation wherein the input data 
represents data samples of certain past times and the 
network has only one output, which is the estimated 
value. 

 

The chosen architecture of Radial Basis 
Function network is shown in Fig. 1 (c). The architecture 
is chosen based on the selection performance of 
different networks. The chosen network has five inputs 
which are Measured Radon, Meteorological parameters 
like Temperature, Rainfall, Relative humidity, and 
corrected barometric pressure. The RBF contained three 
hidden layers with 100, 13 and 1 hidden neurons and 
single output which is the estimated radon value. The 
estimation of radon was done for different time

 
periods 

starting from 10 days going up to 360 days. The radon 
was predicted for the subsequent day of period 
selection. If 20 days data is fed to the network then the 
estimated radon value is for 21st day. The neural 
network estimated radon value is compared with the 
measured value to find out the anomaly. 

 

Four cases are presented for the prediction 
comparison for the above described algorithm: 

 

In the first case
 
the estimation of radon was 

done over an annual period and the deviations from 
“raw” radon of

 
the “neural predicted” radon was used to 

detect the anomaly. The “raw” refers to the actual 
measured data. 

 

In the second case
 
the estimation of radon was 

taken over a period corresponding to the seasons. The 
seasonal period selected offered better results, but it 
has a problem that the seasonal periods are manually 
selected for region, can vary from place to place and not 
amenable to automation. 

 

In the third case
 
the estimation of radon on a 

period obtained by applying FFT to the measured “raw”, 
“corrected” data [Gupta et. al., 2007], and “neural 
predicted” data removing human and subjective factor 
out of the technique. This technique has the advantage 
that it can be applied automatically to the data of any 
location and is amenable to computerization and also 
showed best performance. 

 

In the fourth case
 
the estimation of radon was 

done on all other randomly varying periods. The results 
of all the above cases were compared with the results of 
statistically corrected radon results.

 

a)
 

Results and Comparison of Proposed Neural 
Network algorithm

 

The predicted radon using the Radial Basis 
Function Network is plotted versus the measured radon 
for the June 96-May 97 in Fig. 2 and for June 97-

 
May 98 

in Fig. 3. It may be observed from the Fig. 2 and Fig. 3 
that predicted radon using the neural network algorithm 
is following the trend of measured radon. This is not 
observed in case of sudden peaks which signify the 
precursor for an earthquake.      

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Index  Model Summary Report (traindata in nnmodeling.stw) 

 Profile Train Perf Select Perf Test Perf Train Error Select Error Test Error Training 

1 MLP s20 5:100-3-1:1 0.588539 0.796853 0.882128 0.125560 0.213866 0.187257 BP100,CG40 

2 MLP s20 5:100-10-1:1 0.631787 0.798913 0.894424 0.141368 0.213025 0.188681 BP71 

3 RBF s20 5:100-12-1:1 0.617619 0.843557 0.807473 0.064166 0.113283 0.085103 KM,KN,PI 

4 RBF s20 5:100-13-1:1 0.624520 0.833809 0.821096 0.064883 0.113147 0.086312 KM,KN,PI 

5 RBF s20 5:100-15-1:1 0.631014 0.812851 0.798642 0.065557 0.110153 0.084371 KM,KN,PI 

© 2013  Global Journals Inc.  (US)
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Figure 2 

 

Figure 3 

Case 1: In the first case the 360 days of data 
samples were fed to the neural network. It was observed 
in this case there were 18,19 and 19 true event 
predictions in the span of three years for the “raw”, 
“corrected” and “neural predicted” radon out of the total 
33 events (Table 2). The false anomalies were 28, 37 
and 30 respectively for the “raw”, “corrected” and 
“neural predicted” Radon respectively. The use of neural 
network for estimating the radon value has not made a 
significant impact on the prediction rate (Table 3). It was 
observed that there was no improvement in the event 
prediction i.e. true anomalies (TA) rate but there was a 
reduction in the false anomalies (FA). This analysis 
proved that the neural network was able to learn the 
meteorological parameter effect of radon, better than 
regression method used earlier.

 
 

Period

 

Raw TA/33

 

Corrected 
TA/33

 

NN TA/33

 Annual

 

18

 

19

 

19

 

Seasonal

 

20

 

26

 

25

 

FFT 47

 

20

 

27

 

28

 

FFT 32

 

25

 

27

 

29

 
Table 2
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Period
Raw 
FA

Corrected 
FA

NN
FA

Annual 28 37 30
Seasonal 35 64 48
FFT 47 32 23 18
FFT 32 25 21 17

Table 3



 

 
  

 
 

    
    

    
    

 

Case 2: The Radon emanation is enhanced in 
summer months and is somewhat suppressed during 
winter. The seasons were divided as June-Sep, Oct-Jan, 
Feb-May, This selection was based on the assumption 
that June to September is the main rainy season in the 
area, October to January being the winter season and 
February to May being the mild summer season in that 
area. Thus the selected period was 120 days 
corresponding to the seasons starting from June-1996. 
It was observed in this case there were 20, 26

 

and 25 
true event predictions in the span of three years for the 
“raw”, “corrected” and “neural predicted” radon out of 
the total 33 events

 

(Table 2). The false anomalies were 
35, 64 and 48 respectively for “raw”, “corrected” and 
“neural predicted” radon respectively (Table 3). 

 

Case 3: In this case periodicity was taken 
corresponding to the periodicity worked out by FFT. The 
same has been discussed in detail in chapter 3.It was 
observed in the case of 47 days there was 20, 27 and 28 
true event predictions

 

in the span of three years for the 
“raw”, “corrected” and “neural predicted” radon 
respectively and the false anomalies were 32, 23 and 15 
respectively for the “raw”, “corrected” and “neural 
predicted” radon respectively. However for 32-day 

period it was observed there were 25, 27 and 29 true 
event predictions in the span of three years for the 
“raw”, “corrected” and “neural predicted” radon and the 
false anomalies were 25, 21 and 14 respectively for 
“raw”, “corrected” and “neural predicted” radon 
respectively. It was observed that there was about 6% 
improvement in the event prediction rate i.e. true 
anomalies (TA) as compared to the statistically 
corrected radon. The false anomalies (FA) were also 
found to be further reduced [Gupta et. al., 2011].

 

Case 4: The above analysis represents three 
specific cases in which specific periods were taken 
which ranged from annual, seasonal and selection 
based on Fast Fourier transform technique.  It was 
thought to consider all the time periods starting from 10 
days to 360 days. The calculated anomalies were then 
plotted. Fig 4 shows the three kinds of anomalies for 
period varying from 10 days to 360 days. The values are 
calculated as a percentage of each anomaly over the 
total anomalies observed. It is observed from the graph 
that the prediction rate of the anomalies is highest in the 
range of periods defined by FFT also. This proves the 
using FFT technique to calculate the time period gives 
most effective results.

 

 

Figure 4

 

It is observed True Anomaly (TA) is best 
observed in the case of neural predicted radon as 
compared with meteorologically “corrected” radon and 
“raw” measured radon in all cases. Secondly 
computation of the mean and standard deviation over 
period given by FFT gives the best result both in high TA 
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and low FA, as compared to the seasonal and annual 
periods. There is a significant improvement in false 

anomalies in case of FFT period-defined neural network 
analysis compared to other methods.      

b) Neural Network Algorithm for Probabilistic Event 
Estimate

The neural network algorithm discussed above 
gives the radon estimates and further by using these 
estimates for finding out the anomalies has definitely 



 

 

  
 

given better result as compared to statistical algorithm. 
There are two basic aspects that need to be improved in 
this algorithm. Firstly, there are huge numbers of false 
anomalies which are undesirable. Secondly, radon 
emanations depend on not only earthquake build up but 
many other geophysical activities. Also as neural 
networks have the ability to learn complex non linear 
patterns inside the data which may not be identified by 
any statistical approach. Hence, another algorithm of 
probabilistic estimation of earthquake events is 
experimented upon. In this algorithm probabilistic neural 
network architecture is chosen. The probabilistic neural 
network is predominantly a classifier which maps the 
input pattern to a number of classifications. As the 
models involve classification the regression of the data 
is not done. The measured radon values with 
meteorological parameters are presented a continuous 
input. The earthquake event was presented to the 
network as a categorical output. The duration period for 
these events was selected to be 10 days before an 
actual

 

event [Zmazek et. al., 2005]. This not only 
increased the data set which otherwise is very 
minimalistic, but it also increased the span of probability 
output by the network. The chosen network is a 
probabilistic neural network. The chosen network is 
shown

 

in the Fig. 5.The result for the above chosen 
network is presented in Fig. 9. It was observed that 

although there was not much improvement in the event 
identification i.e. true anomalies (TA) (Table 4) but the 
probabilistic neural network reduced the false anomalies 
(FA) to zero (Table 5). 

 

Secondly, the output of the neural network is 
event estimation. The inputs presented to the neural 
network are measured radon and all the meteorological 
parameters. The primary advantage of this network is 
that raw measured radon may be presented to the 
network without any corrections. The neural network 
takes care of the met corrections on the radon. 

 

Period

 

Raw 
TA/33

 

Corrected 
TA/33

 

NN 
TA/33

 

PNN

 

TA/33

 

Annual

 

18

 

19

 

19

 

19

 

Seasonal

 

20

 

26

 

25

 

26

 

FFT 47

 

20

 

27

 

28

 

28

 

FFT 32

 

25

 

27

 

29

 

29

 

Table 4

 

Period

 

Raw 
FA

 

Corrected 
FA

 

NN

 

FA

 

PNN

 

FA

 

Annual

 

28

 

37

 

30

 

0

 

Seasonal

 

35

 

64

 

48

 

0

 

FFT 47

 

32

 

23

 

18

 

0

 

FFT 32

 

25

 

21

 

17

 

0

 

Table 5

 

Profile : PNN 6:6-578-2:1 ,  Index = 9
Train Perf. = 1.000000 ,  Select Perf. = 0.785467 ,  Test Perf. = 0.813149

 

Figure 5
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Figure 6 

III. Conclusion 
Emission of Radon is strongly influenced by day 

to day meteorological conditions as well as seasonal. 
Different authors have sought to tackle seasonal 
variations by normalizing the raw emission values over a 
local “time period” of observation (varying from days to 
may be few months or a season) as a way of tackling 
the periodic variations in the mean emitted value.  The 
day to day meteorological influences on emitted radon 
have been tackled by some form of regression / 
corrections on raw data of emission based on measured 
meteorological parameters like humidity, temperature, 
pressure etc. There is no uniformity in the methods 
reported in literature to tackle daily and seasonal 
influences and no specific method of comparing 
efficacy of prediction is available.  

Neural Network algorithm have been worked 
out by incorporation of FFT based time period and 
methods of regression. Additionally, Probabilistic Neural 
Networks that take all possible measured data (like 
emitted radon, meteorological conditions) as inputs and 
focus on event (earthquake) as final output, is also used 
wherein nonspecific time period or regression is 
required. The two algorithms are compared by using TA 
(True anomaly) and FA (False anomaly) on the same 
basic radon data and the improvement in prediction 
between the algorithms is clearly brought out.   

In this paper it is shown that a period arrived at 
by applying FFT to annual radon emission data gives 
improved results. Further the day to day influences of 
meteorological conditions have been sought to be 
removed

 

via neural network techniques.

 1.
 

It can be concluded that the use of neural networks 
for characterization and evaluation of radon 
anomalies gives improved results on account of 
their known ability to model more complex 
dependency. The paper has contributed by showing 
that better dependency modeling reduces FA. It not 
only shows the extent or scope that is there in 
improving physical models but also provides better 
prediction in the interim period as compared to 
statistical algorithm. The

 
algorithm used 

automatically models meteorological parameter 
effects.

 
The event prediction i.e. true anomalies (TA)

 in this case showed an improvement of 6% as 
compared to statistical technique and it further 
reduces the false anomalies (FA).

 2.
 

It can be concluded that probabilistic neural network 
(PNN) algorithm which directly gives event as an 
output from raw data on radon emission gives no 
false anomalies and event prediction is also at par 
with earlier neural network technique. Use of 
probabilistic neural network also shows that the 
threshold levels used in precursors also have a 
dependency that is not clearly understood, and 
hence the PNN by bypassing the simpler regression 
and threshold models gives lowest FA of all the 
three algorithms.

 3.
 

It can be concluded that algorithms proposed in this 
paper for earthquake predictive modeling  has 
several advantages namely:
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i. The algorithms are also highly amenable to 
computerized implementation. 



 

 
 

ii.

 

They algorithms offer options of low to nil manual 
selection and/or specialized perception of the 
phenomenon.

 
iii.

 

Due to (b) above they have better potential of being 
applied at newer locations.

 
iv.

 

They automatically take into account regional 
average of the emitted radon and its day to day 
variations caused by non-tectonic phenomenon.
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Sustainability is a burning factor in the forestry sector around the world. Understanding sustainability 
is also a critical question. This research examined the status of Bangladesh forestry by indicating the needs of 
forest products

 

and the efficiency of forest policy and management practices, and relates sustainability with 
scarcity situations Bangladesh is a country of beauty with forest and river. The natural significant of 
Bangladesh is mainly depends on its forest. The greenness

 

of our country is the gift of heaven. But we are not 
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Abstract

 

-

 

Sustainability is a burning factor in the forestry 
sector around the world.

 

Understanding sustainability is also a 
critical question. This research examined the status of

 

Bangladesh forestry by indicating the needs of forest products 
and the efficiency of forest policy

 

and management practices, 
and relates sustainability with scarcity situations Bangladesh is 
a

 

country of beauty with forest and river. The natural significant 
of Bangladesh is mainly depends

 

on its forest. The greenness 
of our country is the gift of heaven. But we are not aware of 
this

 

marvelous asset. In this work we have evaluated the status 
of forest of Bangladesh under the

 

approach of soft computing. 
The method is Self Organization Map (SOM). We classified the

 

data set by Multiple Regression Analysis (MRA). The study 
area we have designed the south

 

part of the Bangladesh.

 
  

  

I.

 

Introduction

 

overty could occupy many dimensions in space 
(resource, economic,cultural), in persistence

 

(periodic, fluctuating and lifelong) and in its 
identity (child, woman and poverty of elders).

 

Peluso, 
Humphrey, and Fortmann (1994) explained the 
sustainability issues as a condition of

 

resource 
poverty,and coined the term natural resource dependent 
areas (NRDA) to address the

 

unsustainable situation of 
resource abundant and resource scarce areas together. 
By NRDA the

 

authors meant the places where natural 
resources either account for a substantial part of the 
local

 

economy or attract population. The NRDA concept 
reiterates that even if resources are there, the

 

nature of 
the policy may influence the availability of resources to 
ordinary people, and could

 

influence the

 

poverty. 
Therefore, sustainability evaluation may need to address 
different forms of

 

policy measures explaining how they 
influence resource availability and poverty. The 
approach

 

of sustainability indicators considered here is 
compartmentalization of policy evaluation. By

 

compartmentalization of policy this article emphasizes 
particular issues like the nature of

 

resources, market 
oriented investment and commitment to sustained 

supply (e.g. Gaventa, 1980; Marchak, 1983; Peluso et 
al., 1994). However, natural resource dependence is not 
a prior cause of poverty and hence sustainability. There 
are some other causes, such as centralized economic 
structure (Bunker, 1984), technological inability (Blaikie, 
1985; Freudenburg, 1992) and concentration of 
ownership and control (Marchak, 1983; Freudenburg, 
1992) that may bring a sustainability risk to NRDA 
countries. Thus, policy discourses inevitably become 
linked with control of resources, such as, resource 
dependence, resource use, resource waste and nature 
of capital. Taking the present land use as the end result 
of past policies, an attempt is made to track the past 
social indicators of policy discourses. This study 
presents the resource scarcity situation of Bangladesh 
as links to those. 

a) Issues of sustainability indicators 
In Bangladesh about 16% of the land area is 

legal forest but mostly located in south-west (SW) and 
south-east (SE) corners of the country (Map 1). Bhuiyan 
(1994) reported that out of the forest areas, actual 
managed forest was only 9.2% (1.32 million ha) and 
Unclassed State Forest (USF) was 6.9% (0.99 million ha) 
in early 90s. WRI/CIDE (1990) estimated that the forest 
area would be only 1 million ha or 6.9% of total land 
area. Moreover, the cover intensity is different in different 
forest types (Table 2). An early report of Gittins and 
Akonda (1982) estimated remaining natural forest cover 
to be only 3.3% of total land, which is less than 0.5 
million ha. Other than the mangroves and salt forests 
the distinct area patterns of forest ecotypes of 
Bangladesh are not well marked. Therefore, the spatial 
status of Bangladesh forests is often classified under 
legal types rather than ecotypes. A legal type may 
include different ecotypes and may be adjusted with the 
need of administration. As a result often there is a 
change in the space status of forests of Bangladesh. 
The following section presents the situation of changing 
forested space of Bangladesh. However, the most 
recent figure is stated by Muhammed, Koike, 
Sajjaduzzaman, and Sophanarith (2005) from 
unpublished data of the Forest Management Planning 
Database Survey 2003. They mentioned that the 
estimated forest area of the country is about 2.53 million 

P
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ha and this is about 17.5% of the total land base of 
Bangladesh.

Keywords : sustainability, multiple regression analysis 
(MRA), self organization map (SOM), greenness.
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II.

 

Data Collection

 
a)

 

State of Costal Forest in Bangladesh

 

The coastal part of Bangladesh includes the 
famous Sundarbans Mangrove Forest. A number of

 

depressed basins are found in the district of greater 
Mymensingh and Sylhet ,and some are found

 

Chittagong which are inundated by fresh water during 
the monsoon that gradually dry out

 

during the dry winter 
season. These depressed basins are known as 'Haor'.

 
b)

 

Costal Forest in Chittagong

 

The coastal part of Chittagong includes the 
famous Sandip Mangrove Forest. A number of

 

depressed basins are found in the district of greate 
Mirssorai, Gorokghata, Kutubdiya, Shitakundo, 
Chonuya, Banchkhali, Teknaf and some are found 
Urirchor. which are inundated by fresh water during the 
monsoon that gradually dry out during the dry winter 
season. 

c) Costal Forest are three types 
It is necessary to examine forest cover under 

different major categories of land, which are 

i. Mangroves 

ii. Non Mangroves 

iii. Strip 
 

 

i.

 

Mangroves

 

Mangroves are a group of trees and shrubs that live in the coastal intertidal zone

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mangroves Forming a

 

Wall Along Florida Inlets

 

There are about 80 different species of 
mangrove trees. All of these trees grow in areas with 
lowoxygen

 

soil, where slow-moving waters allow fine 
sediments to accumulate. Mangrove forests

 

only grow 
at tropical and

 

subtropical latitudes near the equator 
because they cannot withstand

 

freezing temperatures.

 

Many mangrove forests can be recognized by 
their dense tangle of prop roots that make the trees

 

appear to be standing on stilts above the water. This 
tangle of roots allows the trees to handle the

 

daily rise 
and fall of tides, which means that most mangroves get 
flooded at least twice per

 

day. The roots also slow the 
movement of tidal waters, causing

 

sediments to settle 
out of the

 

water and build up the muddy bottom.

  

Mangrove forests stabilize the coastline, 
reducing erosion from storm surges, currents, waves,

 

and tides. The intricate root system of mangroves also 
makes these forests attractive to fishes and

 

other 
organisms seeking food and shelter from predators.

 

 

Mangrove Plantation in Chittagong

 

Mangrove

 

afforestation along the entire 
southern coastal frontier is an innovation of foresters.

 

During 1960-61, Government undertook afforestation 
programme along the shore land of

 

coastal districts. 
This initiative got mementum from 1980-81 with the aid 
of development

 

partners and afforestation programs are 
extended over foreshore islands, embankments and

 

along the open coasts. Since 1960-61 upto 1990-91, 
142,835 hectare of mangrove plantations

 

have been 
raised under a number of coastal afforestation projects. 
The present 2012 net area of

 

mangrove plantation is 
48466.97 hectare after losing some area due to natural 
calamities.

 

Self Organization Map to Assess Forest Development and Problems with Multiple Regression Analysis

Year of Garden 
Create

Mangrove 
(Hector)

Strip Non Manograve

1990-91 80.97 -- 40.48
1991-92 688.82 -- 40.48
1992-93 688.37 -- 60.73
1993-94 1044.86 3.00 139.67
1994-95 794.34 -- 47.15
1995-96 310 -- 384
1996-97 300 60.00 --
1997-98 600 -- --
1998-99 590 93 10

© 2013   Global Journals Inc.  (US)

a.

b.
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ii. Non-Mangrove 
Table 1 : Forest Area in Bangladesh 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

iii.

 

Strip

 

Table 2 :

 

Total Eco-type of the costal forest in Chittagong south

 

 

 

 

 

 

 

 

Source: Chittagong Coastal Forest Division of Bangladesh

 

(2011-12)

 
 

d)

 

Man-Made Mangroves, Coastal Afforestation

 

These mangrove plantations were established 
on newly accreted lands (mud flats) prior to formal

 

declaration as Reserved Forest. The species used were 
mostly Keora (Sonneratia apeta)

 

and Gewa

 

(Excoecarai 
agallocha). Since these lands were not declared as 
“Reserved Forest” the Forest Act

 

was not strictly 
applicable on them. Consequently the FD in mostcases 
failed to provide the

 

required protection because of the 
land litigations and poor legal back up from other 
government

 

agencies such as district administrations, 
police, etc. Many of the good coastal plantations

 

established in Chittagong and Noakhali were lost to 
shrimp farms with the direct and indirect

 

indulgence of 
other government officers such as DCs and land 
administration agencies.

 

Ultimately the wish of the DCs 
prevailed since they are the most powerful actors and 
highly

 

favored by ministers, members of parliament, etc. 
Thus many of the coastal plantations were

 

devastated. 
Revilla (1998) during the FRMP inventory reported the 
following growing stock in

 

the mangrove a forestation 
areas.

 

Table 3

 

:

  

FRMP inventory results of coastal afforestation 
divisions

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Self Organization Map to Assess Forest Development and Problems with Multiple Regression Analysis

Country / 
region
Bangladesh

Reference 
year

Total area (’000 ha)

Land area Inland
water

Forest Other wooded land Other                        
land  

Closed  
Open Plantation Shrubs/Trees Forest

fallow
Bangladesh 1996 720 0 232 105 17 11,943 1,383

% of
Bangladesh

5.0 0 1.6 0.7 0.1 82.9 9.6

Total Eco-type at last-2012 Area in hectares
Mangrove 48466.97
Non- Mangrove 1211.95
Strip 4163.93

Description Chittagong
Coastal
Afforestation
Division

Area in hectares 20042
Sample size 408
Number of trees with
DBH 15 cm and above

10

Basal area in m2 per
hectare for trees with
DBH 15 cm and above

0.29

Volume in m3 per
hectare contributed by
trees having DBH 15
cm and above

1.02

Poles per hectare 15228
Saplings per hectare 2202
Seedlings per hectare 373

Source: FD, Government of Bangladesh

© 2013   Global Journals Inc.  (US)
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e)

 

Self Organization Map

 

A self-organizing map (SOM) or self-organizing 
feature map (SOFM) is a training Map that

 

is trained 
using unsupervised learning to produce a uncertain 
result discredited representation of

 

the input space of 
the training samples, called a map.. Self-organizing

 

maps are different from

 

other artificial neural networks in 
the sense that they use a neighborhood function to 
preserve the

 

topological properties of the input space. 
The figure 1 shows the impact of SOM implementation

 

in this work.

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

1

 

:

 

The Self Organization Map

 

Self Organization Map to Assess Forest Development and Problems with Multiple Regression Analysis

III. Result

In this work we have implemented the system based on the SOM and got the following result.

© 2013   Global Journals Inc.  (US)
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Self Organization Map to Assess Forest Development and Problems with Multiple Regression Analysis

IV. Conclusion

This research in general reflected that the 
“Forests and Forestry in Bangladesh” (Forestry Sector)
is experiencing problems. The current trends are in no 
way favorable for the overall development of the sector. 
By 2020 there may be a big lockage between the 
demand and supply of wood. Peoples’ expectations 
from the FD will increase many fold, especially for forest 

based recreation, small wood supply, environmental 
parameters, peoples’ participation, etc. Though most of 
the forest lands are managed by the FD the major 
supply of wood comes from homesteads. All possible 
lands especially the USF should be brought under 
proper management. The process of degradation 
should be stopped. The FD should be drastically 
reorganized on par with other Government 
administrative set ups. At the same time the 

© 2013   Global Journals Inc.  (US)
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Government should allocate adequate funds for the 
forestry sector and encourage large scale social forestry 
programme.
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Abstract

 

-

 

Detecting micro calcifications -

 

early breast cancer indicators –

 

is visually tough while recognizing 
malignant tumors is a highly complicated issue. Digital mammography ensures early breast cancer detection 
through digital mammograms locating suspicious areas with benign/-

 

malignant micro

 

calcifications. Early 
detection is vital in treatment and survival of breast cancer as there are no sure ways to prevent it. This paper 
presents a method of tumor prediction based on extracting features from mammogram using Gabor filter with 
Discrete cosine transform and classify the features using Neural Network.
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Tumor Prediction in Mammogram using Neural 
Network 

Ms. P. Valarmathi α & Dr. V. Radhakrishnan σ 

Abstract - Detecting micro calcifications - early breast cancer 
indicators – is visually tough while recognizing malignant 
tumors is a highly complicated issue. Digital mammography 
ensures early breast cancer detection through digital 
mammograms locating suspicious areas with benign/-
malignant micro calcifications. Early detection is vital in 
treatment and survival of breast cancer as there are no sure 
ways to prevent it. This paper presents a method of tumor 
prediction based on extracting features from mammogram 
using Gabor filter with Discrete cosine transform and classify 
the features using Neural Network. 
Keywords : mammograms, micro calcifications, gabor 
filter, discrete cosine transform, artificial neural network 
(ANN). 

I. Introduction 

igital mammography and computer aided 
diagnostics ensure that physicians can take 
accurate decisions with regard to breast cancer. 

There was much progress recently in the development 
of computer aided systems to classify mammograms. 
Mammograms are breast region X-ray images revealing 
points with high intensity density which could potentially 
be a tumor. Thus early diagnosis and screening is 
crucial for successful treatment/cure. Usually, masses 
and calcium deposits are identified visually as such 
deposits are denser than the surrounding soft tissue. 
Malign tumors are associated with unusually smaller 
clustered calcification. Other calcification types that 
correspond to benign tumors are diffuse, regional, 
segmental or linear and they are termed micro 
calcification.  

A mammogram is done through compressing 
the patient’s breast between two acrylic plates and 
passing an X-ray signal through it. It is al gray scale 
image indicating details inside the breast through 
contrast. Such details can also be normal tissues, 
vessels, muscles, varied masses and noise. Every mass 
type has varied shape, size, distribution, and brightness 
acting as features to help a radiologist toe diagnose 
breast tumors effectively.  
 
 
 
Author  α : Pursuing Ph.D in  Anna University, Professor, Department of 
Computer Science and Engineering, Mookambigai College of 
Engineering, Pudukkottai, Tamilnadu, India.  
E-mail : goodmathi@yahoo.com 
Author σ : Dean (Academic), Mookambigai College of Engineering, 
Pudukkottai, Tamilnadu, India. E-mail : prof.vrk@gmail.com 

Mammograms with clustered micro-
calcifications, mass lesions, breast architecture 
distortion and breast asymmetry have shown that they 
are linked to breast cancer. Micro calcifications are 
small, bright and arbitrarily shaped regions, whereas 
mass lesions are dense, have different size and 
properties and which are described as circumscribed, 
speculated or ill-defined [1, 2]. Circumscribed masses 
are usually uniform and smooth shaped like irregular 
circles. Speculated lesions are segments distributed as 
a multi armed star in many directions while ill-defined 
masses lack a specific pattern. Figure 1 shows 
examples of these features. 

 

Figure 1 : Abnormal Mammograms 

Currently, micro calcification detection is hard 
due to their fuzzy nature; low contrast and low 
distinguishing ability from ROS with their sizes ranging 
between 0.1-1.0 mm with the average being 0.3 mm. 
Micro calcifications shapes, distribution and size are 
varied. However it is hard to segment micro 
calcifications as they are surrounded by tissues [3]. 
Much research for various types of breast abnormalities 
was undertaken in the last two decades. Currently, 
computer aided mammogram detection systems for 
mass/micro calcification are used clinical routines like 
Image Checker and Second Look [4]. 

D 
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CAD system’s general architecture includes 
image pre-processing, definition of region(s) of interest, 
features extraction and selection, and classification. 
Generally computer aided mammography techniques 
cover image enhancement, segmentation, detection and 
classification [4]. 

Various features were extracted for 
mammogram abnormalities. Masses feature extraction, 
[5] has been split into three categories, intensity 
features, shape features and texture features. The 
wavelet, fractal, statistical, and vision-models-based 
features are used for masses detection [1]. Cheng et 
al[3] summarized micro calcification detection features 
into individual micro calcification features, statistical 
texture features, multi-scale texture features and fractal 
dimension features. Classification methods classify 
suspicious mammogram areas into benign, malignant 
or normal tissue. Digital mammograms present 
classification techniques are common and similar to 
classification procedures in neural networks, Bayesian 
belief network, and K-nearest neighbor. Though it was 
demonstrated that both LDA and ANN (artificial neural 
network) classify masses well [5]. 

Image feature extraction is important in signal 
processing techniques preprocessing. Digital image 
features can be extracted directly from spatial data or 
from  another  space.  Using  a  different  space through  

special data transform like Fourier transform or wavelets 
transform could separate special data with specific 
characteristics. Detecting image texture features is 
difficult as such features are variable and scale-
dependent. 

An uncorrelated measurement should be 
investigated to transform the data into a different 
domain in designing an automated mammogram 
classifier. Mammogram classification requires a 
transform that uncorrelated data without losing the main 
characteristics of the image. Naturally discrete wavelets 
transform suit mammogram feature extraction. The idea 
of wavelets is explained by Daubechies (1992) [6] who 
said that wavelets are functions used to prevent other 
functions. This is called mother wavelet. A set of 
functions is generated by mother function translations 
and dilations.  

Wavelet decomposition is through 2D wavelets 
transform application to an image producing a set of 
four different coefficients in every decomposition level. 
Three levels of 2D wavelets decomposition are 
illustrated in Figure 2 [7]. The produced coefficients are  
– Low frequency coefficients (A). 
– Vertical high frequency coefficients (V). 
– Horizontal high frequency coefficients (H). 
– High frequency coefficients in both directions (D). 

 

 

Figure 2 : Wavelets multi resolution decomposition 

In this paper, the classification accuracy 
achieved for mammograms using Multi-Layer 
Perception Neural Network (MLPNN) is investigated. For 
predicting tumor, features are extracted from 
mammogram using Gabor filter with Discrete Cosine 
Transform (DCT). The rest of the paper is organized as 
follows: Section 2 reviews some the researches 
available in the literature; section 3 details the various 
techniques used in this study, section 4 reports the 
results and section 5 concludes the paper.

 

II.
 Related Works

 

Buciu et al [8] suggested an approach to deal 
with digital mammogram classification. Patches around 
tumors

 
are manually extracted to segment abnormal 

areas from the rest of the image, considered as 
background. Gabor wavelets filter mammogram images 
and directional features extracted at various 
orientations/frequencies. Principal Component Analysis 
reduces filtered/unfiltered high-dimensional data 
dimensions. Proximal Support Vector Machines finally 

classify data. Superior mammogram image 
classification performance is attained after Gabor 
features extraction instead of using original 
mammogram images. Gabor features robustness for 
digital mammogram images distorted by Poisson noise 
of differing intensity levels is also addressed.

 

Eltoukhy, et al., [9] described a wavelet and 
curve let transform comparative study for breast cancer 
diagnosis. Mammogram images are decomposed into 
various resolution levels sensitive to various frequency 
bands through the use of multi-resolution analysis. A set 
of large coefficients is extracted from each 
decomposition level. Then based on Euclidian distance 
a supervised classifier system development is 
undertaken. Classifier performance is evaluated through 
a 2 X 5-fold cross validation, followed by a statistical 
analysis. The experiment’s results reveal that curve let 
transform has a higher-throughput than wavelet 
transform with statistically significant difference.

 

Suganti et al [10] presented an automated 
system for breast tumor classification as either malign or 

© 2013   Global Journals Inc.  (US)
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benign. It includes three stages: image enhancement 
and demising, multiple feature extraction techniques, 
and final classification stage. Three different 
classification schemes like ANNs, Support vector 
machines (SVMs) and Radial Basis Function (RBF) were 
used. The system was implemented and tested on 
classifier fusion techniques based on Majority Voting 
Methods and Behavior-Knowledge Space Method. Also 
SVMs were used for the first time for cluster 
characterization. Classifier performance was evaluated 
by using Receiver Operating Characteristic (ROC) 
methodology and classification rate. Results obtained 
results show high classification performance and so this 
method is quite promising. 

Ayer et al. [11] revisited ANN models use in 
breast cancer risk estimation assessing both 
discrimination and calibration. Risk prediction was 
obtained using 10-fold cross-validation on a large data 
set of 62,219 consecutive mammography findings. ANN 
model achieved an AZ of 0.965, significantly higher than 
that of radiologists, 0.939 (P<0.001). ANN calibration 
assessed by Hosmer-Lemeshow (H-L) goodness-of-fit 
statistic test was 12.46 (P>0.1, df=8), indicating a good 
match between risk estimates and malignancy 
prevalence. 

Islam et al [12] presented a computer aided 
mass classification method in digitized mammograms 
using Artificial Neural Network (ANN) and performing 
benign-malignant classification on region of interest 
(ROI) having mass. A major mass classification 
mammographic characteristic is texture. ANN exploits 
this to classify mass as benign or malignant. Statistical 
textural features in characterizing masses are mean, 
standard deviation, entropy, sleekness, kurtosis and 
uniformity. This method aims to increase classification 
process efficiency objectively to reduce many false-
positive of malignancies. Three layers artificial neural 
network (ANN) with seven features was proposed to 
classify marked regions into benign or malignant 
achieving 90.91% sensitivity and 83.87% specificity 
which is promising compared to a radiologist's 75% 
sensitivity. 

Cede no. [13] suggested improvements in 
neural network training for pattern classification with the 
proposed training algorithm being inspired by neuron’s 
biological met plasticity property and Shannon’s 
information theory. During training the Artificial 
metaplasticity Multilayer Perceptron (AMMLP) algorithm 
prioritizes updating weights for less frequent activations 
over those more frequent. This way metaplasticity is 
modeled artificially. AMMLP achieves better efficient 
training maintaining MLP performance. Wisconsin 
Breast Cancer Database (WBCD) is used to test the 
proposed algorithm. AMMLP performance is tested 

to back propagation Algorithm (BPA) and recent 
classification techniques when applied to the same 
database. 

Karabatak et al [14] presented an automatic 
diagnosis system to detect breast cancer based on 
association rules (AR) and neural network (NN). AR 
reduces breast cancer database dimensions in this 
study with NN being used for intelligent classification.  
AR + NN system performance is compared with NN 
model with input feature dimension being reduced from 
nine to four through the use of AR. A 3-fold cross 
validation method was applied to Wisconsin breast 
cancer database to evaluate system performance in test 
stage. The proposed system’s correct classification rate 
is 95.6% proving that AR could reduce feature space 
dimensions and that the AR + NN model can provide 
quick automatic diagnosis for other diseases 

III. Material and Methods 

a) Mammogram Database 
Mammogram images used in experiments were 

from the Mammographic Image Analysis Society (MIAS) 
[15] and the 322 samples database was labeled as one 
of the three categories: normal, benign and malign. 
There are 208 normal images, 63 benign and 51 malign. 
Each 1024×1024 pixels image is centered. Abnormal 
cases are divided into six categories: micro calcification, 
circumscribed masses, speculated masses, ill-defined 
masses, architectural distortion and asymmetry. 
Coordinates of abnormality center are provided along 
with approximate radius (in pixels) of a circle enclosing 
abnormality for every abnormal case. The widest 
identified abnormality has a radius of 197 pixels, while 
tightest abnormality has a 3 pixel radius.  

b) Gabor Wavelets 
2D Gabor wavelets were much used in 

computer vision applications to model biological-like 
vision systems. Studies reveal that Gabor elementary 
functions suit modeling simple cells in visual cortex [16]. 
Other property is provided by optimal joint resolution in 
both space and frequency, suggesting simultaneous 
analysis in both domains. Gabor wavelet orientation 
property suits it for several applications, including image 
texture analysis or image retrieval [17]. A complex 
Gabor wavelet is a product of a Gaussian kernel with a 
complex sinusoid described as: 

( ) ( )
2

2 2exp exp exp
22

T T
T T

k
k k k kz z z ik z σψ
σ σ

    
= − −         

 

where k and kc
PCAF are characteristic wave vector:

 

2
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v
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ππ ϕ µ

+
−
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through classification accuracy, sensitivity and 
specificity analysis, and confusion matrix. AMMLP’s 
99.26% classification accuracy is promising compared 
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The parameters v and µdefine a filter’s 
frequency and orientation. Given an image I (z), a 2D 
Gabor wavelet transform is a convolution of this image I 
(z) with a family of Gabor filters and many orientation 
and frequency values: 

( ) ( ) ( )k kI z I z z z dzψ′ ′ ′= −∫ ∫  

c) Discrete Cosine Transform 
Orthogonal transforms are used in pattern 

recognition as it enables a noninvertible transformation 
from the pattern space to a reduced dimensionality 
feature space [18]. Thus, classification procedures are 
carried out with fewer features albeit with a small 
increase in classification error. Discrete Cosine 
Transform (DCT) converts time series signal into basic 
frequency components. On application of DCT an image 
is decomposed into a set of cosine basis functions. The 
DCT [19] of a list of n real numbers s(x), x = 0,..., n-1, is 
the list of length n given by: 

( ) ( ) ( ) ( )1

0

2 1
2 cos

2

n

x

x u
S u nC u s x

n
π−

=

+
= ∑  

where ( )
1

22C u
−

=   for u=0 or otherwise  ( ) 1.C u =  

The constant factors are chosen so that the 
basis vectors are orthogonal and normalized. 

The inverse cosine transform (IDCT) is 
computed as follows: 

( ) ( ) ( ) ( )1

0

2 1
2 cos

2

n

x

x u
S x n C u s u

n
π−

=

+
= ∑  

Where ( )
1

22C u
−

=   for u=0 or otherwise ( ) 1.C u =  

d) Artificial Neural Network (ANN) 
Artificial Neural Network (ANN)are a collection 

of mathematical models imitating properties of 
biological nervous systems and functions of adaptive 
biological learning, made up of many processing 
elements highly interconnected with weighted links 
being similar to synapses. Unlike linear discriminates, 
ANNs use non-linear mapping functions as decision 
boundaries. ANN’s advantage is their ability to self-
learn, and often solve issues too complex for traditional 
techniques, or hard to find algorithmic solutions. 

It includes input and output layers with one or 
more hidden layers between them. Depending on 
weight values of w(j, i) and w(k, j), inputs are r 
amplified/weakened to get a solution correctly. 
Determined weights train ANN using known samples. 
Generally, a known mammogram database with chosen 
features and desired results trains the ANN. After 
weights determination ANN can readily classify masses. 

ANNs are computer models inspired by biologic 
neural network structures, consisting of interconnected 

nodes with their overall ability to predict outcomes being 
determined by intra neuron connections [20]. ANNs 
simulate neural processes by summing negative 
(inhibitory) and positive (excitatory) inputs to produce a 
single output [21]. Though ANNs differ in how neurons 
are connected and inputs processed, the focus is on 
“feedforward” networks, a commonly used ANN model 
in medical research. 

Figure 3 illustrates ANN’s generic structure 
consisting of node series in three layers (input, hidden, 
and output layers). Each input layer node is called an 
input node and represents an input variable (eg, an 
imaging feature like calcification/breast density) used as 
an outcome predictor. Output layer’s single node 
(output node) represents predicted outcome (eg, 
malignancy probability). An inputs and output 
correspond to predictor variables and the outcome 
variable Y, respectively, in logistic regression models. 
Hidden layer nodes (hidden nodes) have intermediate 
values calculated by networks without any physical 
meaning. Hidden nodes allow ANN to model complex 
relationships between input variables and outcome.  

 

Figure 3 : Generic Structure of Artificial Neural Network 

Different layer nodes are connected through 
connection weights, represented by arcs, containing 
“knowledge” representing relationships between 
variables, corresponding to coefficients in a logistic 
regression model. ANNs “learn” relationships between 
input variables and effects they have on outcome by 
strengthening (increasing) or weakening (decreasing) 
connection weight values through known cases basis. 
The optimal weight estimation process generating 
reliable outcomes is called learning/ training [22]. Many 
algorithms can train ANNs and the most popular is back 
propagation which in turn is based on the idea of 
adjusting connection weights to minimize discrepancy 
between real and predicted outcomes by propagating 
discrepancy in a backward direction (ie, from output 
node to input nodes). Table 1 gives the parameters of 
the ANN used in this study. 

© 2013   Global Journals Inc.  (US)
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Table 1 : Parameters of the ANN 

Number of input nodes 25 
Number of outputs 2 

Number of hidden layer 1 
Number of neurons in hidden 

layer 
10 

Learning Algorithm Back propagation algorithm 
Learning rate 0.1 
Momentum 0.5 

Activation function sigmoid /tanh/gaussian 

IV. Results and Discussion 

The performance efficiency of the ANN for 
different activation function for classifying the 
mammograms is investigated. The mammograms were 
classified as micro calcified and non-micro calcified. 
Features are extracted from the mammograms using 
Gabor filter with DCT. Mini MIAS containing 61 
mammograms was used for evaluation. The following 
Table 2 shows the summary. 

Table 2 

  
  

 
Naïve 
Bayes 

Neural Network 
Sigmoid 

Activation 
Tanh 

Activation 
Gaussian 
Activation 

Correctly Classified Instances 38 55 56 58 
Incorrectly Classified Instances 23 6 5 3 
Kappa statistic 0.2549 0.8034 0.8359 0.9019 
Mean absolute error 0.3692 0.14 0.1135 0.0874 
Root mean squared error 0.5903 0.3098 0.277 0.2233 
Relative absolute error 73.93% 28.03% 22.72% 17.50% 
Root relative squared error 118.06% 61.96% 55.40% 44.66% 
Coverage of cases (0.95 level) 70.49% 91.80% 95.08% 95.08% 
Mean rel. region size  56.56% 68.85% 67.21% 68.85% 
Total Number of Instances 61 61 61 61 

 

 

Figure 4 : Classification Accuracy Obtained by Various 
Activation Function 

It is observed from Figure 4 that the ANN with 
Gaussian function achieves the maximum classification 
accuracy of 95.08%. Similarly, the RMSE is also the 
lowest for Gaussian function. Table 3 tabulates the 
precision, recall and f-measure of various methods. 
Figure 5 shows the graph of precision and recall. 

Table 3 : Precision, Recall and F-Measure 

  Precision    Recall     F-Measure  
Naïve Bayes 0.64 0.623 0.617 
Sigmoid Activation 0.904 0.902 0.902 
Tanh Activation 0.919 0.918 0.918 
Gaussian Activation 0.955 0.951 0.951 

 

Figure 5 : Precision and Recall 

The best precision and recall was achieved for 
ANN with Gaussian function.  

V. onclusion  

Computer aided mammography was 
extensively studied. This research is mainly to detect 
and classify masses and micro calcifications. 
Techniques in computer-aided mammography include 
pre-processing, segmenting suspicious areas, 
extracting features, and classifying into benign, 
malignant or normal tissue. Different techniques-
/algorithms were proposed or extended for digital 
mammograms, but reliable masses or micro 
calcification detection continues to be a challenge. This 
paper presents a method of tumor prediction based on 

© 2013   Global Journals Inc.  (US)
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with Discrete cosine transform and classify the features 
using Neural Network. The efficiency of various 
activation functions for ANN is also investigated.

 Experimental results show that the Gaussian function 
achieves the best performance for classification. 
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Abstract - Your Understanding how biological visual systems 
recognize objects is one of the ultimate goals in computational 
neuroscience. People are able to recognize different types of 
objects despite the fact that the objects may vary in view, 
points, sizes, scale, texture or even when they are translated or 
rotated. In this paper we focus on syntactic approach for the 
description of objects as Normalized Vector Codes using 
which objects are recognized based on their shapes. 
Keywords : pattern recognition, formal representation of 
images, object recognition.  

I. Introduction 

attern recognition could be formally defined as 
categorization of input data into identifiable 
classes via extraction of significant features or 

attributes of the data from the background of irrelevant 
detail. A pattern class is a category, determined by 
some given common attributes. When a set of patterns 
falling into disjoint classes are available, it is desired to 
categorize these patterns into their respective classes 
through the use of some automatic device. It is 
important to note that learning or training takes place 
only during the design (or updating) phase of a pattern 
recognition system. Once acceptable results have been 
obtained, the system is engaged in the task of actually 
performing recognition on samples drawn from the 
environment in which it is expected to operate. The main 
objective of this research is to investigate and develop a 
general approach formally from a new theory based on 
Structural or Syntactic Pattern Recognition.  

The problem of pattern recognition is divided 
into the following sub problems: 

1. Image pre processing 
2. Object Description 
3. Classification 
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Figure 1
 
: Description Object Recognition System

 

a)
 

Pre-Processing
 

To improve the quality of the noisy images we 
get from the real time environment image enhancement 
and restoration techniques can be used. Pixel neighbour 
processing techniques such as low pass filtering, high 
pass filtering or median filtering are used for the removal 

P 
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The pre-processing also known as low level 
image processing is performed on the input image to 
improve the quality of the image and to simplify the 

image for further processing. The pre-processing steps 
involve noise removal, conversion of gray scale and 
colour images into binary images and the extraction of 
contour from the binary image. The object description 
module takes an input contour image and gives a vector 
of direction and length called a knowledge vector as
output. This plays an important role in the whole process 
as the knowledge vector gives more information about 
the objects present in the image which is used to 
characterize the pattern. We use a syntactic approach 
for the description of objects. The knowledge vector 
obtained here gives information about the direction and 
the length of lines in the contour of objects which can 
then be given as input to a classifier module. The 
normalization of this vector plays an important role in the 
classification process. The vector has to be analyzed 
and normalized in such a way that it better suits for more 
variance of objects. The classification module takes the 
normalized vector as input and identifies them as a 
member of one of the predefined classes depending on 
the set of attributes that they hold. The design of a 
classifier involves the selection of the classifier and the 
estimate of parameters for the classifier. The feed-
forward artificial neural networks with back-propagation 
learning algorithm could be used for classification. 
Details of such neural networks could be obtained from 
standard literature.



of noise in the image. The pixel point processing 
techniques such as binary contrast enhancement, 
stretching or shrinking and histogram equalization are 
used to improve the contrast of the image.    

The input image to the system may be a colour 
image, a gray scale image or a binary image. These 
images have to be converted to binary images for 
further processing. Segmentation is an important 
process in our object recognition system as it highlights 
the objects present in the image from its background. 
The function im2bw() in matlab is used to convert the 
images to binary. The graythresh()  function computes a 
global threshold (level) that can be used to convert an 
intensity image to a binary image with im2bw. Level is a 
normalized intensity value that lies in the range [0, 1]. 

The contours are extracted as they give the 
outlines of shapes of the objects present in the image. 
The function bwtraceboundary() in matlab is used for 
finding the contours.  The initial point of the object is 
identified, and the outline tracing algorithm is used.  
bwtraceboundary() traces the outline pixels of an object 
in binary image bw. Nonzero pixels belong to an object 
and zero pixels constitute the background. Figure 2 
shows a sample binary image and its contour. 

       
 

(a)                                      (b)
 

Figure 2
 
:
 
a.  Binary Image

 
&

 
b. Contour

 

b)
 

Object Description
 

The notion of ‘Picture Description Languages’ 
refers to the language of digital images defined over a 
regular array of vertices. Having extracted the contour of 
an image this process involves running through the 
contour pixel by pixel and performing some form of 
calculations using every pixel and its surrounding pixels. 
This involves finding the length of the contour in every 
possible direction. The eight possible directions are two 
horizontal directions, two vertical directions and four 
diagonal directions. As the lines other than straight lines 
have more variations in their directions, the length of the 
descriptor becomes large. It is then reduced to a single 
occurrence of eight directions and normalized to fixed 
number of pixels for making it invariant. Following is the 
knowledge vector of a hexagon.

 

<69,98>/R64*D1*DR1*D2*DR1*D1*DR3*D1*DR1*D1
*DR1*D2*DR1*D1*DR1*D1*DR1*D1*DR1*D1*DR3*D
2*DR1*D1*DR1*D1*DR1*D1*DR1*D1*DR1*D1*DR1*
D2*R1*DR1*D1*DR1*D1*DR1*D1*DR1*D1*DR1*D2*
DR1*D1*DR3*D1*DR1*D1*DR1*DL1*D1*DL1*D2*DL
3*D1*DL1*D1*DL1*D1*DL1*D1*DL1*D2*DL1*D1*DL

3*D1*DL1*D1*DL1*D1*DL1*D2*DL1*D1*DL1*D1*DL
3*D1*DL1*D2*DL1*D1*DL1*D1*DL1*D1*DL1*D1*DL
1*D1*DL2*D1*DL1*D1*DL1*D1*DL2*L63*U1*UL1*U1
*UL1*U1*UL1*U2*UL1*U1*UL3*U1*UL1*U1*UL1*U1*
UL1*U2*UL1*U1*UL1*U1*UL3*U1*UL1*U1*UL1*U2*
UL1*U1*UL1*U1*UL1*U1*UL3*U1*UL1*U2*UL1*U1*
UL1*U1*UL1*U1*UL1*U1*UL2*U1*UL1*U1*UL1*UR1
*U1*UR3*U1*UR1*U2*UR1*U1*UR1*U1*UR1*U1*UR
1*U1*UR3*U2*UR1*U1*UR1*U1*UR1*U1*UR1*U1*U
R1*U2*UR3*U1*UR1*U1*UR1*U1*UR1*U1*UR1*U2*
UR1*U1*UR3*U1*UR1*U1*UR1*U1*UR1*U2*UR1*/<
70,98># 

This can then be reduced to single occurrence 
of eight directions as  

<69,98>/R64+1*DR31*D58*DL33*L63*UL32*
U57*UR32*/<70,98># and then normalized to 


 

R17*DR16*DL17*L17*UL16*UR17 

So, the final vector is a normalised vector 
consisting of a single occurrence of eight directions with 
their length, which can then be fed into an artificial 
neural network for further process of classification.

 

II.
 

GENERATION OF DIRECTION LENGTH 

CODE
 
(DLC)

 

The connectivity between the pixels is an 
important concept used in

 
the field of object recognition. 

Two pixels are said to be connected, if they are adjacent 
in some sense and their intensity levels satisfy a 
specified criterion of similarity. If pixel p with coordinates 
(x,y) and pixel q with coordinates (s,t) are pixels of 
object (image subset) S, a path from p to q is a 
sequence of distinct pixels with coordinates 

 

(x0, y0), (x1, y1),……….., (xn, yn)

 

where (x0, y0) = (x,y) and (xn, yn) = (s,t), (xi, yi) is 
adjacent to (xi-1, yi-1), 1 ≤ i ≤ n, and n is the length of 
the path. If there a path exists from p to q consisting of 
pixels in S, then p is said to be connected to q. The gap 
of one or two pixels marks the presence of the next 
component in the same object or the beginning of the 
next object which can be then found by

 

analysing the 
relationship among the components. 

 

With this background, we shall see now as to 
how to apply Look Ahead Tracer (LAT) algorithm to 
various image types and extract knowledge from them. 
Let (x,y) be the initial point. The algorithm continues to 
find the immediate pixel connected to (x,y) in one of the 
8 directions. In this technique, a previously recognized 
direction during a scan is given the first priority status 
when compared to the other preferential ones. If R is the 
identified direction, then the other preferential directions 
are DR, D, DL, L, UL, U, UR. 

 

The trace continues until there is no pixel 
connectivity to the current point (x,y), after removing the 
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pixels which are already traced, thus producing a 
knowledge string component.  

By ‘knowledge’, we mean the direction code 
and length code of each contour component in the 
image. 

 

Figure 3
 
:
 
Direction Codes

 

 

 

 

  
 

 

 

<104,109>/R81*D81*L81*U80*/<105,109>#
 

 

(a) Image of a Square
 

       (b) Contour Map
 

(c)
 
<104,109>/R81*D81*L81*U80*/<105,109>#

 

Figure 4
 
: The generation of knowledge vector of a 

square
 

One can easily say that the above knowledge 
vector represents a square from the fact that the four 
directions R,D,L and U has the same length except the 
direction U that has 1 pixel less than other 3 sides. This 

is because of the immediate removal of the scanned 
pixels. The starting pixel at position <104,109> is 
removed after its scan. 

III. KNOWLEDGE VECTOR ANALYSIS 

The direction codes in the knowledge vector 
obtained by tracing the contour of an object are R, DR, 
D, DL, L, UL, U and UR. For better processing, let us 
categorize these directions into basic directions R,D,L 
and U and diagonal directions DR,DL,UL and UR. For 
example, consider the knowledge vector of a square in 
figure 5. 

     R100*D100*L100*U99 

Figure 5 : The knowledge vector of a square 

This shows the square consists of four basic 
directions with all lengths equal. Shapes with all the 
basic directions but with equal alternate length can be 
identified as a rectangle. Shapes with four sides 
consisting of only diagonal directions can be considered 
as rhombus.  

The task of identifying regular shaped objects is 
simple. Objects in a real time environment may not be 
regular always. For the effective identification of those 
objects, the shapes of the objects can be approximated 
to some regular polygons to which it is closer to. This is 
possible by predefining the classes of regular shapes 
with some pre conditions set and approximating the 
other shapes to one of these shapes by identifying them 
as a member of the predefined class.  

It is important to note that, the diagonal sides 
present in the shape of an object do not necessarily 
appear alone as the connection of only diagonal pixels. 
The occurrence of other pixels depends on the angle at 
which the diagonal lines appear in the image. Possibly D 
and R pixels appear more with DR, D and L pixels 
appear more with DL, U and L pixels appear with UL 
and U and R pixels appear with UR. For example 
consider a line with the direction code DR. As shown in 
fig: if the line bends more towards right  the more R 
pixels appear, in the same way if it bends more towards 
down the more D pixels present with DR as shown in 
figure 6. In this respect, when the lineis rotated with a 
small change in the slope, they can be approximated to 
one of these shapes. 

 

 
(a) Line with DR         (b) Line with direction code

 

Figure 6
 
: Slant lines with small changes in the slope

  

© 2013   Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
III

  
Is
su

e 
II 

 V
er
sio

n 
I 

  
  
 

  

27

  
 

(
DDDD DDDD

)
Y
e
a
r

01
3

2
D

Normalized Vector Codes for Object Recognition using Artificial Neural Networks in the Framework of 
Picture Description Languages

The vector data consists of both the Direction 
Code (DC) and the Length Code (LC). The direction 
data is a string of the elements from the set VN, that is 
the set of non-terminals. The string elements are 
separated by a delimiter, which is denoted by the 
symbol . An arbitrary square can be represented by the 
vector code in the following manner:

In a vector code, the part preceding the symbol 
* is called direction code and the part following the 
symbol * is called the length code. The symbol n 
represents the length of the sides of the square. For 
utility point of view, here we represent a knowledge 
about a square as <x1,y1>/Rn*Dn*Ln*Un*/<x2,y2># 

instead of RDLU*nnnn. <x1,y1> refers to the 
coordinates of the starting point; the delimiter * denotes 
change in direction; <x2,y2> refers to the coordinates 
of the end point of the contour component.

For example, let us consider a sample image of 
a square and its contour shown in figure 4. Now, the 
knowledge vector of a square is 

R�D�L�U*n�n�n�n



a) Three Sided Shapes 
Listed below are the three sided shapes rotated 

in different angles with their direction codes. 

 

Three sides with one basic side and two 
diagonal directions or two basic and one diagonal 
direction or three sided shapes that do not satisfy the 
above said conditions can be approximated to one of 
these shapes. For instance, let us consider the rotated 
triangle with no basic sides. 

 

Could be approximated to  

 

b) Four Sided Shapes 
- Square 

 

Figure 10 : Slant lines with small changes in the slope 

Four basic sides or four diagonal sides with 
equal lengths. 
 
 

 

Four basic sides or four diagonal sides with 
equal alternate lengths.

 

In the same manner, shapes with more sides 
can be predefined. When the shape of an object 
appears it can be then classified by artificial neural 
networks as a member of one of these classes.

 

-

 

Parallelogram

 

 

c)

 

Vector Normalization

 

This section shows the approximation and the 
normalization of the Knowledge vector of different 
shapes to produce the input vector for aneural network.

 
 
 
 
 

The knowledge vector obtained is

 

<71,167>/D109*L96*UR3*R1*UR2*U1*UR2*U1*UR1
0*U1*UR4*U1*UR6*R1*UR1*U2*UR6*U1*UR4*R1*U
R2*U2*UR7*U1*UR3*R1*UR1*U1*UR2*U1*UR3*UR8
*U1*UR4*U1*UR5*R1*UR2*U2*UR6*U1*UR4*R1*UR
1*U1*UR1*U1*UR2*/<72,166>#

 

Vector limited to single occurrence of eight 
directions

 

<71,167>/R6*D109*L96*U19*UR89*/<72,166>#

 

Vector approximated and normalized to 100 pixels

 



 

D34*L30*UR36

 
 
 
 
 
 

<104,109>/R81*D81*L81*U80*/<105,109>#

 

<104,109>/R81*D81*L81*U80*/<105,109>#

 



 

R25*D25*L25*U25

 
 
 
 

<92,72>/R104*D63*L104*U62*/<93,72>#/<273,254
>#

 

<92,72>/R104*D63*L104*U62*/<93,72>#/<273,254
>#

 



 

R31*D19*L31*U19  
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<86,102>/R25*D1*DR7*D1*DR1*R1*DR6*D1*DR2*D
24*DL1*L1*DL5*L2*D1*DL4*L1*DL3*D1*DL1*L2*DL1
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*L25*UL2*U1*UL7*U1*UL3*L1*UL4*U28*R1*UR2*R1
*UR1*R2*UR5*R1*UR2*R1*UR1*R2*UR2*/<87,102>
#

 

Vector limited to single occurrence of eight 
directions

 

<86,102>/R25+9*DR16*D24+5*DL15*L25+7*UL16*
U28+2*UR13*/<87,102>#

 

Vector normalized as

 



 

R14*DR13*D14*DL12*L14*UL11*U15*UR10

 
 
 
 

<81,138>/R11*DR1*R4*DR1*R2*DR1*R2*DR4*R1*D
R2*R1*DR5*D1*DR3*D1*DR2*D1*DR1*D1*DR1*D2*
DR1*D2*DR1*D3*DR2*D3*DR1*D16*DL1*D4*L1*DL1
*D3*DL1*D2*DL1*D2*DL1*D1*DL1*D1*DL1*D1*DL4*
D1*DL5*L1*DL2*L1*DL4*L3*DL1*L1*DL1*L5*DL1*L1
0*UL1*L4*UL1*L2*UL1*L1*UL3*L1*UL1*L1*UL3*L1*
UL4*U1*UL1*U1*UL1*U1*UL1*L1*UL1*U1*UL1*U2*
UL1*U1*UL1*U3*UL1*U3*UL1*U3*UL1*U15*UR1*U4
*UR1*U3*UR1*U3*UR1*U1*UR1*U2*UR1*U1*UR1*R
1*UR1*U1*UR1*U1*UR1*U1*UR4*R1*UR3*R1*UR2*
R2*UR3*R2*UR1*R4*/<82,137>#

 

Vector limited to single occurrence of eight 
directions

 

<81,138>/R32*DR26*D45*DL25*L33*UL24*U48*UR2
3*/<82,137>#

 

Vector normalized as

 



 

R4*DR20*D6*DL20*L4*UL21*U6*UR20

 

IV.

 

THE SHORT COMINGS OF TRADITIONAL 

PATTERN RECOGNITION SYSTEMS AND THE 

NEED FOR

 

ADAPTIVE PROCESSING

 

Objects in the real world from an image or 
image sequence of the world are detected with the 
advanced software tools the imaging applications like 
Automatic Object Recognition (AOR) that uses different 
object models which are known a-priori. Humans can 
perform this task of object recognition effortlessly and 
instantaneously. However, such a task of implement-
ation based on machines is performed using algorithms 
and has been very difficult in networks for real time 
imaging problems which

 

are non-linear in nature. In 
some applications, the patterns/objects to be 
recognized are so fuzzy that they cannot be modelled 
with conventional tools. In order to solve these neural 
network processors can be used as the best tool 
because of the fact that the processor can build a 
recognition engine from simple image annotations made 
by the programmer. It then extracts the characteristics or 
feature vectors from the annotated objects and sends 
them to the neural network. Neural networks having 
adaptive processing elements are capable of 
performing generalization and can consequently classify 

situations never seen before by associating them to 
similar learned situations.  

 

a)

 

Artificial Neural Networks

 

Learning from a set of examples is an important 
attribute needed for most pattern recognition systems. 
Artificial neural network is an adaptive system being 
widely used in pattern recognition systems that changes 
its structure based on external or internal information 
that flows through the network. Artificial neural networks 
are adjusted, or trained, so that a particular input leads 
to a specific target output. The neural network design 
part consists of two processes, training and application. 
The training of the neural network continues until the 
mean squared error

 

reduces to a certain threshold or 
until the maximum number of iterations is reached. 
Once training is completed, the network can be applied 
for the actual classification of the data. The classification 
technique used may be one of the following: 

 

1.

 

Supervised classification -

 

in which the input 
pattern fall as a member of a predefined class.

 

2.

 

Unsupervised classification -

 

in which the pattern 
falls into an unknown class as there are no 
predefined classes. 

 

The learning or training takes place only during 
the design phase of a pattern recognition system. Once 
the results obtained are satisfactory, the

 

system is ready 
to perform the task of recognition on samples drawn 
from the environment in which it is expected to operate.

 

b)

 

Feed-forward neural networks

 

Feed-forward networks are commonly used for 
pattern recognition. A three-layer feed forward neural 
network is typically composed of one input layer, one 
output layer and one hidden layer. In the input layer, 
each neuron corresponds to a given

 

input pattern while 
in the output layer each neuron corresponds to a 
predefined pattern. Once a certain sample is input into 
the network, he best situation is that the output will be a 
vector with all elements as zero only except the one 
corresponding to the pattern that the sample belongs to. 
Of course, it is very complex to construct such types of 
neural networks. The commonly used networks for 
minimizing the cost are multi-layer-feed-forward neural 
networks, which uses the back-propagation learning 
algorithm for training neural networks. 

 

i.

 

Back-Propagation Algorithm

 

Multi-layer feed-forward networks have been 
used as powerful classifiers. The training of back-
propagation algorithm involves 4 stages
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1. Initialization of weights
2. Feed forward stage
3. Back propagation of errors 
4. Updating of weights and bases

During the feed-forward stage each layer in the 
network calculates its activation value and passes it to 
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the layers in the next level. The neurons in the output 
layer produce the output of the network and compare it 
with the target output to determine the error. During the 
back-propagation stage the error is back propagated 
from the output layer to each layer in the previous level 
for the correction of the adjustable parameters. This 
process repeats until the error reaches a minimum 
threshold or until the maximum number of iterations 
performed. The Back propagation algorithm is 
discussed below.

 

Parameters used

 

x = (x1,x2……,xi,….,xn)  -  Input training vector

 

t = (t1,t2,……..,tk,….,tm)  -

 

Output target vector

 

δk

 

= error at output unit yk

 

δj = error at hidden unit zj

 

α

 

= learning rate

 

vij

 

= weights of input layer

 

voj

 

= bios on hidden unit j

 

zj

 

= activation of hidden unit j

 

wjk = weights of hidden layer

 

wok

 

= bios on output unit k

 

yk

 

= activation of output unit k

 

1.

 

Initialize the weights to small random values

 

2.

 

While the stopping condition is false, do steps 3 to 
10

 

3.

 

For each training pair do steps 4 to 10

 

4.

 

Each input receives the input signal xi

 

(i=1,…..,n) 
and transmits it to all units in the hidden layer zj

 

(j=1,….,p).

 

5.

 

Each hidden unit zj

 

sums its weighted input signals 

 

 

and applies its activation function

  

 

and sends this signal to all units in the output layer 
yk

 

(k=1,….,m).

 

6.

 

Each output unit yk

 

(k=1,…,m) sums its weighted 
input signals 

 

 

and applies its activation function to calculate the output 
signals

 

 

7.

 

Each output unit yk

 

receives a target pattern tk

 

corresponding to an input pattern and calculates 
the error term as 

 

 

8.

 

Each hidden unit zj

 

sums its delta inputs from units 
in the layer above. The error information term is 
calculated as,

 

 

9.

 

Each output unit yk

 

updates its bias and weights. 
The change in weight is given by

 

 

And the bias correction term is given by

 

 

Therefore, 

 

 

and

 

 

10.

 

The hidden unit zj

 

updates its bias and weights. The 
weight correction term is

 

given by

 

 

and the bias correction term is

 

 

Therefore,

 

 

and

 

 

11.

 

Test the stopping condition.

 

V.

 

RESULTS

 

Neural network with 8 neurons in the input layer 
and 9 neurons in the output layer each representing 9 
different classes of shapes is trained with a set of

 

input 
patterns. The fastest back-propagation algorithm known 
as Levenberg-Marquardt back propagation (trainlm) 
present in matlab toolbox is used to train the neural 
network. trainlm

 

is a network training function that 
updates weight and bias values according to 
Levenberg-Marquardt optimization. Fig. 5.7. shows the 
neural network created for our case of problem. Fig. 5.8 
shows the performance of the neural network for the 
given set of training and test patterns.
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Figure 7 : Neural Network with 8 neurons in the input 
layer and 9 neurons in the output layer 

 

Figure 8

 

: Neural Network Performance

 Table 1 shows nine object classes based on 
regular geometric polygons such as triangle, rectangle, 
square, parallelogram, pentagon, hexagon, heptagon, 
octagon and nonagon which is approximated as circle. 

 
 
 
 
 
 
 
 
 
 
 
 

 

Table 1
 
: Nine basic classes recognized by the neural network

 

 
R

 
DR

 
D

 
DL

 
L
 

UL
 

U
 

UR
 

Class
 

1.
 

0.0
 

0.0
 

34.0
 

0.0
 

30.0
 

0.0
 

0.0
 

36.0
 

1
 

2.
 

33.0
 

0.0
 

31.0
 

0.0
 

0.0
 

36.0
 

0.0
 

0.0
 

1
 

3.
 

28.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

2
 

4.
 

25.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

2
 

5.
 

31.0
 

0.0
 

19.0
 

0.0
 

31.0
 

0.0
 

19.0
 

0.0
 

3
 

6.
 

30.0
 

0.0
 

0.0
 

21.0
 

28.0
 

0.0
 

0.0
 

20.0
 

4
 

7.
 

0.0
 

20.0
 

32.0
 

0.0
 

0.0
 

20.0
 

29.0
 

0.0
 

4
 

8.
 

0.0
 

25.0
 

0.0
 

13.0
 

23.0
 

14.0
 

0.0
 

24.0
 

5
 

9.
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

13.0
 

23.0
 

14.0
 

5
 

10.
 

0.0
 

17.0
 

17.0
 

16.0
 

0.0
 

17.0
 

17.0
 

16.0
 

6
 

11.
 

17.0
 

16.0
 

0.0
 

17.0
 

17.0
 

16.0
 

0.0
 

16.0
 

6
 

12.
 

0.0
 

17.0
 

17.0
 

11.0
 

11.0
 

12.0
 

16.0
 

16.0
 

7
 

13.
 

17.0
 

11.0
 

11.0
 

12.0
 

16.0
 

16.0
 

0.0
 

16.0
 

7
 

14.
 

14.0
 

13.0
 

13.0
 

12.0
 

14.0
 

11.0
 

15.0
 

10.0
 

8
 

15.
 

15.0
 

11.0
 

13.0
 

12.0
 

13.0
 

11.0
 

14.0
 

11.0
 

8
 

16.
 

6.0
 

20.0
 

4.0
 

21.0
 

6.0
 

20.0
 

4.0
 

19.0
 

9
 

17.
 

0.0
 

38.0
 

0.0
 

0.0
 

25.0
 

0.0
 

0.0
 

37.0
 

1
 

18.
 

0.0
 

25.0
 

0.0
 

19.0
 

12.0
 

19.0
 

0.0
 

25.0
 

5
 

19.
 

0.0
 

37.0
 

0.0
 

0.0
 

33.0
 

0.0
 

31.0
 

0.0
 

1
 

20.
 

17.0
 

8.0
 

18.0
 

8.0
 

17.0
 

8.0
 

18.0
 

7.0
 

8
 

21.
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

25.0
 

2
 

22.
 

23.0
 

14.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

13.0
 

5
 

23.
 

5.0
 

20.0
 

2.0
 

20.0
 

5.0
 

20.0
 

2.0
 

20.0
 

9
 

24.
 

2.0
 

20.0
 

5.0
 

20.0
 

2.0
 

20.0
 

5.0
 

20.0
 

9
 

25.
 

0.0
 

17.0
 

16.0
 

17.0
 

0.0
 

17.0
 

16.0
 

17.0
 

6
 

26.
 

16.0
 

17.0
 

0.0
 

17.0
 

16.0
 

17.0
 

0.0
 

17.0
 

6
 

27.
 

0.0
 

17.0
 

16.0
 

17.0
 

0.0
 

17.0
 

16.0
 

17.0
 

6
 

28.
 

15.0
 

17.0
 

11.0
 

12.0
 

14.0
 

13.0
 

10.0
 

12.0
 

8
 

29.
 

0.0
 

25.0
 

0.0
 

15.0
 

19.0
 

15.0
 

0.0
 

25.0
 

5
 

30.
 

19.0
 

16.0
 

0.0
 

25.0
 

0.0
 

25.0
 

0.0
 

15.0
 

5
 

31.
 

16.0
 

0.0
 

35.0
 

0.0
 

16.0
 

0.0
 

34.0
 

0.0
 

3
 

32.
 

0.0
 

35.0
 

0.0
 

0.0
 

32.0
 

0.0
 

33.0
 

0.0
 

1
 

33.
 

14.0
 

0.0
 

33.0
 

0.0
 

0.0
 

35.0
 

0.0
 

0.0
 

1
 

34.
 

0.0
 

0.0
 

31.0
 

0.0
 

33.0
 

0.0
 

0.0
 

35.0
 

1
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35. 31.0 3.0 12.0 3.0 31.0 3.0 12.0 3.0 8 
36. 0.0 28.0 0.0 0.0 44.0 0.0 0.0 28.0 1 
37. 0.0 0.0 45.0 0.0 0.0 28.0 0.0 27.0 1 
38. 21.0 0.0 29.0 0.0 21.0 0.0 29.0 0.0 3 
39. 39.0 0.0 0.0 30.0 0.0 30.0 0.0 0.0 1 
40. 27.0 0.0 23.0 0.0 27.0 0.0 23.0 0.0 3 
41. 4.0 20.0 6.0 20.0 4.0 21.0 6.0 20.0 9 
42. 11.0 13.0 15.0 12.0 11.0 12.0 14.0 12.0 8 
43. 0.0 15.0 20.0 15.0 0.0 25.0 0.0 25.0 5 
44. 35.0 0.0 16.0 0.0 35.0 0.0 15.0 0.0 3 
45. 33.0 0.0 0.0 35.0 0.0 0.0 32.0 0.0 1 
46. 12.0 3.0 31.0 3.0 12.0 3.0 31.0 3.0 8 
47. 45.0 0.0 0.0 28.0 0.0 0.0 0.0 0.0 1 

 
In the same way the DLC of real time images 

also can be approximated and normalized to fixed 
number of pixels. Such code gives us the input vector 
that can be given to the neural networks for the 
classification of their shapes as the shape in one of the 
9 classes. Later more analysis can be done for further 
classification of these shapes inside the classes to 
produce more detailed classes for the actual 
identification of objects. 

  

<64,184>/R4*DR2*R2*D1*DR1*R2*DR4*R2*DR1*R1
*DR1*D1*DR1*R2*DR1*D1*DR4*R1*DR2*D1*DR4*R
1*DR1*D2*DR3*D1*DR2*R1*DL1*DR1*D1*DR1*R2*
UR1*R3*UR1*R5*UR1*R5*UR1*R4*UR1*R32*DR1*U
R1*R2*DR1*R6*D6*DR1*DL1*DR1*D23*DL1*D5*L1*
DL1*D3*DL1*D4*DL3*DR4*R2*DR1*R2*DR1*R2*DR1
*R2*DR2*R2*DR1*R1*DR1*D1*DR1*R1*DR1*R2*DR
2*R1*DR6*R1*DR2*R1*DR1*D1*DR1*R2*D1*DR1*D1
*DR1*R1*DR1*D1*DR1*R1*DR1*DL6*D1*DL1*L2*D1
*DL4*L1*DL2*L1*DL1*D1*DL2*L1*DL2*L2*DL1*L1*D
L4*L2*DL2*L2*DL1*L2*DL2*L2*DL1*L3*D1*DL2*DR1
*D2*DR1*D3*DR1*D3*R1*DR1*D4*DR1*D19*R1*DR
1*DL2*D10*DL1*D3*L5*DL1*L13*DL1*UL1*L23*UL1*
L4*UL1*L5*UL1*L4*UL1*L3*UL1*L1*DL2*D2*L1*DL1
*D1*DL3*D1*DL4*D1*DL4*L1*DL1*D1*DL1*L1*DL3*
DL3*L1*DL2*L1*DL1*L2*DL1*D2*DL1*L2*DL1*L1*DL
1*L1*DL1*L1*DL1*UL2*L2*UL1*L1*UL1*L2*UL1*U2*
UL1*L2*UL2*L1*UL2*L1*UL5*L1*UL2*U1*UL1*L1*UL
1*U1*UL1*L1*UL1*U1*UL1*L1*UL1*U1*UL2*U1*UL1
*U1*UL1*U1*UL4*DL2*L2*DL1*L5*DL1*L5*DL1*L6*D
L1*L29*UL1*L1*DL1*UL1*L8*U5*UL1*U1*UR1*UL1*
U24*UR1*U4*UR2*D1*U3*UR1*U4*UR3*U2*UL2*L2*
UL1*L2*UL1*L2*UL2*L4*UL2*L1*UL1*U1*UL1*L2*UL
2*L1*UL2*L2*UL1*L1*UL1*U2*UL1*L2*UL1*L1*UL1*
U1*UL4*U1*UL1*L2*U1*UL1*L1*UL1*U3*UR5*R1*U
R1*U1*UR1*R1*UR1*U1*UR2*R1*UR5*R1*UR1*R2*
UR2*R1*UR3*R1*UR2*R1*UR1*R2*UR1*R2*UR2*R2*

UR1*R2*UR2*R1*UR1*U1*UL1*U2*UL2*U3*UL1*U3*
UL2*U5*UL1*U20*UR1*U8*UR1*R11*UR1*R26*DR1*
R7*DR1*R5*DR1*R5*DR1*R3*DR1*R2*UR3*D1*U2*
UR2*U1*UR3*U1*UR4*R1*UR1*U2*UR1*R1*UR2*U1
*UR1*R1*UR1*U1*UR1*R1*UR2*R1*UR2*R2*UR1*R
1*UR1*U1*UR2*R1*UR1*R2*UR1*/<65,183># 
<64,184>/R26+160*DR74*D19+91*DL82*L29+153*
UL74*U20+94*UR77*/<65,183># 

 R3*DR22*D2*DL23*L3*UL22*U2*UR23 
Is identified as a member of shape class circle. 

VI. CONCLUSION 

In this Paper a syntactic approach is proposed 
for shape based object recognition. The knowledge 
vector is reduced to the input vector to a neural network 
by some vector approximation and normalization 
processes. The research efforts during the last decade 
have made significant progresses in both theoretical 
development and practical applications. The method 
presented here may offer a promising solution for object 
recognition problem. 
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 α, Kazi Namirur Rahman
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 ρ 

Abstract -
 
The word „Job‟ term as a regular activity performed 

in exchange for payment is considered as one of the most 
important activities for many families worldwide .Evaluation is 
necessary when more than one opportunity come to an 
individual personality. Then it requires the job offer evaluation. 
To fulfill their desired goal, it is the‟ evaluation‟ which assesses 
them well. This involves many factors to be measured and 
evaluated. These factors are expressed both in objective and 
subjective ways where as a hierarchical relationship exists 
among the factors. In addition, it is difficult to measure 
qualitative factors

 
in a quantitative way, resulting incomplete-

ness in data and hence, uncertainty. Besides it is essential to 
address the subject of uncertainty by using apt methodology; 
otherwise, the decision to choose a job will become inapt. 
There exist many methods name as Analytical Hierarchical 
Process (AHP), Analytical Network Process (ANP) and so on. 
But the mentioned methods are not suitable to address the 
subject of uncertainty and hence, resulting inappropriate 
selection to the expecting job. Therefore, this paper 
demonstrates the application of a novel method named 
Evidential Reasoning (ER), which is capable of addressing the 
uncertainty of multi-criterion problem, where there exist factors 
of both subjective and objective nature. The ER method 
handles uncertainties by using a belief structure

 
is aggregating 

degrees of belief from lower level factors to higher level 
factors.

 

Keywords
 
: multiple criteria decision analysis (MCDA), 

uncertainty, evidential reasoning (ER) and analytical 
hierarchy process (AHP).

  

 

hen we attempt to evaluate of job offers, it 
involves multiple criterions such as, location, 
salary, job content, long-term prospects, safety, 

and environment, proximity to hospitals, main road, 
office, transportation cost and utility cost, which are 
quantitative and qualitative in nature.

 
Numerical data 

which uses numbers is considered as quantitative data 
and can be measured with 100% certainty.

 
[4] Examples 

of quantitative data utility cost, transportation cost are 
the examples of

 
quantitative data since they can be 

measured using number and with 100% certainty. On 
the contrary, qualitative data is descriptive in nature, 
which defines some concepts or imprecise 
characteristics or quality of things [5].

 
Hence, this data
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can‟t describe a thing with certainty since it lacks the 
precision and inherits ambiguity, ignorance, vagueness.

 

Consequently, it can be argued that qualitative data 
involves uncertainty since it is difficult to measure 
concepts or characteristics or quality of a thing with 
100% certainty. Examples of qualitative data associated 
with in choosing a job are quality of location, safety and 
environment.  “Quality of Location” is an example of 
equivocal term since it is an example of linguistic term. 
Hence, it is difficult to extract its correct semantics 
(meaning). However, this can be evaluated using some 
evaluation grade such as   excellent, good, average and 
bad.  Therefore, it can be seen that qualitative criterions 
which have been considered in selecting a job involves 
lot of uncertainties and they should be treated with 
appropriate methodology. There exists a number of 
techniques to handle multi-criterion problems such as 
AHP (Analytical hierarchy process), ANP (Analytical 
network process) and IPV (inner product vector) 
approach [8][9]. These approaches use a pair wise 
comparison matrix in order to identify the importance 
between two attributes or data. For example, whether 
the quality of location is more important than 
environment [16][17]. By applying pair wise comparison 
method we are able to calculate the weight of these two 
attributes, for example they can be 0.59 for location and 
0.41 for safety. It can be seen that both are qualitative 
data. However, the calculation of such weight of the

 

attributes is unable to address the problem of 
incompleteness or vagueness. If a belief structure is 
used taking account of evaluation grade of the attribute 
this incompleteness may be addressed and hence the 
uncertainty. Moreover, when we add another attribute, 
for example environment with location and safety it can 
be seen that the ranking of the attributes in terms of their 
importance will be changed. These types of problems 
associated with AHP [8] and ANP causes serious 
problems in decision making. The

 
issues as mentioned 

can be addressed by using Evidential Reasoning 
Approach (ER), which is a multi-criteria decision analysis 
(MCDA) method[13][14]. ER deals with problems, 
consisting of

 
both quantitative and qualitative criteria 

under various uncertainties such as incomplete 
information, vagueness, ambiguity [7].The ER approach, 
developed based on decision theory in particular utility 
theory [1][21], artificial intelligence in particular the 
theory of evidence [18][19]. It uses a belief structure to 
model

 
a judgment with uncertainty. For example, in AHP 

W 
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approach the importance of the attribute location and 
safety has been calculated as 0.51 and 0.49 
respectively. However, such calculation of importance of 
the attributes contains uncertainty. The reason for this is 
that qualitative attribute such as location or safety needs 
to be evaluated using some linguistic evaluation grades 
such as excellent, average, good and bad etc. This 
requires human judgment for evaluating the attributes 
based on the mentioned evaluation grades. In this way, 
the issue of uncertainty can be addressed and more 
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II. Evidential Reasoning Approach

The evidential reasoning algorithm is 
considered as the kernel of the ER approach. This 
algorithm has been developed based on an evaluation 
analysis model [22][23] and  the evidence combination 
rule of the Dempster-Shafer (D-S) theory [15][18][19], 
which is well-suited for handling incomplete uncertainty 
[22]. The ER approach uses a belief structure to model 
an assessment as a distribution. It differs with other 
Multi Criteria Decision Making (MCDM) modeling 
model a judgment with uncertainty. For example, in AHP 
methods in that it employs evidence-based reasoning 
process to derive a conclusion [13][14][20]. The main 
strength of this approach is that it can handle 
uncertainties associated with quantitative and qualitative 
data, related to MCDM problems [13][14] [20]. 

The ER approach consists of five phases[27] 
including 1) Information acquisition and representation 
or assessment, 2) weight normalization, 3) basic 
probability assignment 4) attribute aggregation, 5) 
Combined degree of belief calculation, 6) utility function 
7) ranking.

a) Assessment
One of the critical tasks of developing a 

decision support system is to acquire information and to 
represent them in appropriate format so that it will feed 
into a model.  Since ER approach employs belief 
structure to acquire knowledge, appropriate information 
should be selected to feed the ER algorithm, which is 
used to process the information.

Let ‘Job evaluation’ (S) be an attribute at level 1 
as shown in Fig. 1, which is to be assessed for an 
alternative (A) (i.e. a job at a certain location) and this 
assessment can be denoted by A(S). This is to be 
evaluated based on a set of wi sub-attributes (such as 
facilities, cost, general) at level 2, denoted by:

},.......,.........,,{ 321 ni wwwwwS = .

Job evaluation (S) can be assessed by using a 
set of evaluation grades consisting of

Excellent (H1), Good (H2), Average (H3), Bad (H4)

accurate and robust decision can be made. 

The ER approach has addressed such issue by 
proposing a belief structure which assigns degree of 
belief in the various evaluation grades of the attributes, 
which is not the case in AHP in other multi-criterions 
decision techniques.

In section 2 will briefly represent ER algorithm. 
Section 3 will demonstrate the application of ER in job 
evaluation problem. Section 4 will represent the results 
and achievement. Finally section 5 will conclude the 
research.

and this set can be written as 

},.......,2,1,,.........,{ 21 NnHHHH n  . These 

evaluation grades are mutually exclusive and collectively 
exhaustive and hence, they form a frame of discernment 
in D-S terminology. 

A degree of belief is associated with each 
evaluation grade, which is denoted by

},......,1),,{( NnH nn 

Hence, 

},......,1),,{()( NnHSA nn  

denotes that the top attribute S is assessed to grade 

nH  with the degree of belief n . In this assessment, it 

is required that 0n   and  1
1




N

n
n . If  1

1




N

n
n

the assessment is said to be complete and if it is less 
than one then the assessment is considered as 
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Figure 1 : Evaluation Hierarchy for Operation

Level 2Level 1 Level 3



 

 
 

 

 

 

 

 

incomplete. If  0
1




N

n
n   then the assessment stands 

for complete ignorance. In the same way, sub-

attribute iw  is assessed to grade nH  with the degree of 

belief in, and this assessment can be represented as

 

},......,1,......,1),,{()( , niandNnHwA inni  

 

Such that    0, in     and  1
1




N

n
n  . 

The incompleteness as mentioned occurs due 
to ignorance, meaning that belief degree has not been 
assigned to any specific evaluation grade and this can 
be represented using the equation as given below.

        





N

n
nH

1
1 

    (1)

 

Where H   is the belief degree unassigned to 

any specific grade. If the value of H   is zero then it can 
argued that there is an absence of ignorance or 

incompleteness. If the value of  H   is greater than zero 
then it can be inferred that there exists ignorance or 
incompleteness in the assessment. The ER algorithm, 
as will be discussed, has the procedures to handle such 
kind of ignorance. It is also necessary to distribute the 
degree of belief between evaluation grades for certain 
quantitative input data. For example, sub-attribute 
„proximity to hospital‟, which is at the level 3 of the Fig. 
1, consists of four evaluation grades namely Excellent, 
Good, Average and Bad. When the hospital is located 
within 1km of the job place, it is considered as excellent, 
when it is located within 1.5km of the place it is 
considered as good, when it is located within 2 km of 
the place it is considered as average and when it is 
located within 3 km of the place it is considered as bad.  
However, when a hospital is located 1.3 km of the place, 
it can be both excellent and average. However, it is 
important for us to know, with what degree of belief it is 
excellent and with what degree of belief it is average. 
This phenomenon can be calculated with the following 
formula.    

inin
inn

n
in

hih
hh

,,1
,1

1
, 1,

,
 




 





   

,1, inin hhhif 

 

Here, the degree of belief in,  is associated 

with the evaluation grade „average‟ while in ,1   is 

associated with the upper level evaluation grade i.e. 

excellent. The value of hn+1

 

is the value related to 
excellent, which is considered as 1km i.e. the location of 

the hospital. The value of 1nh  is related to average, 

which is 1.5 km. Hence, applying equation (2) the 
distribution of the degree of belief with respect to 1.3 Km 
of the location of the hospital from the job place can be 
assessed by using equation (2) and the result is given 
below: 

{(Excellent, 0.4), (Good, 0.6), (Average, 0), (Bad,0)}, 

b)

 

Weight Normalization 
The identification of the importance of the 

attributes is very important, since each attribute does 
not play the same role in decision making process. For 
example, the sub-attribute of the “Facilities” attribute at 
level 2 consists of three attributes namely, proximity to 
main road, hospitals and office.  It is important for us to 
know among three attributes which is the most 
important in evaluating their parent attribute “Facilities”. 
This can be carried out by employing different weight 
normalization techniques such as Eigenvector, AHP, 
Pair wise comparison [8][9][16][17]. In this research Pair 
wise comparison method has been considered for the 
normalization of the weights of the attribute by 
considering the following equations 




 j

i
i

i
i

y

y

1

   ;i= 1…….j

 

(3)

 





L

i
i

1
1       (4)

 

Equation (3) is used to calculate the importance 

of an attribute )( iw .This has been calculated by dividing
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(2)

the importance of an attribute )( iy   (this important of 

the attribute has been determined from survey data) by 

the summation 


j

i
iy

1
of importance of all the attributes. 

Equation (4) has been used to check whether the 
summation of the importance of all the attributes is 
within one i.e whether they are normalized.  

c) Basic Probability Assignment
The degrees of belief as assigned to the 

evaluation grades of the attributes need to be 
transformed into basic probability masses. Basic 
probability mass measures the belief exactly assigned 
to the n-th evaluation grade of an attribute. It also 
represents how strongly the evidence supports n-th 

evaluation grade )( nH of the attribute. The 

transformation can be achieved by combining relative 
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weight )( iw   of the attribute with the degree of belief 

)( ,in

 

associated with n-th evaluation grade of the 

attribute, which is shown by the following equation.

 

),()( ,, lininiin awHmm 
„‟‟

 

;,......,1 Nn 
‟‟‟‟‟‟‟‟‟

,....,,.........1 Li  (5)

 

However, in case of hierarchical model, the 
basic probability mass represents the degree to which 
the i-th basic attribute supports the hypothesis that the 
top attribute y is assessed to n-th evaluation grade.

 

The remaining probability mass unassigned to 
any individual grade after the ith attribute has been 
assessed can be given using the following equation.

 





N

n
lin

N

n
iniiH awmHmm

1
,

1
,, ),(11)( 

,....,,.........1 Li 

 

(6)

 

d)

 

Kernel of ER Approach

 

The purpose of ER algorithm is to obtain the 
combined degree of belief at the top level attribute of a 
hierarchy based on its bottom level attributes, also 
known as basic attributes. This is achieved through an 
effective process of synthesizing/aggregating of the 
information. A recursive ER algorithm is used to 
aggregate basic attributes to

 

obtain the combined 
degree of belief of the top level attribute of a hierarchy, 
which can be represented as

 

},......,1),,{()( NnHSA nn  

 

. In this recursive ER 

algorithm, all the basic attributes are aggregated 
recursively in the following manner as shown in Fig. 2.

 

In this Fig.2 “Facilities” is considered as the top 
level attribute, which consists of three sub-attributes. 

The top level attribute “Facilities” can be denoted by w 
(i) such that i= 1, 2, 3,..n. This means at this level there 
could be other attributes. For example, in our case, this 
level consists of three attributes and the level is 
considered as second level as shown in Fig. 1. It is 
interesting to note that top level of Fig.1 contains only 
one attribute and that can be denoted by So (Job 
evaluation) and has three sub-attributes at second level. 
For the top level attribute (S) the combined degree of 
belief needs to be calculated based on the second level 
attributes.  

From Fig.2 it can be observed that w(1), 
[considering the value of i as 1] consists of three sub- 
attributes and hence 

}...,.........,,{ 181312111 wwwww 

 

Or 

  }...,.........,,{ ,2,1,, nJiJijiji wwwwiw 

 

such that i=1…..n and j = 1…..L. Taking account of the 
basic probability assignment and remaining unassigned 

probability mass of three sub-attributes mass of 1w
  

matrix (1) has been developed as shown below. These 
bpa (such as m11, m21,,etc and reaming unassigned bpa 
such MH1) have been calculated by using equations 5 
and 6.  

 
 
 
 
 
 
 
 
 

Recursive Step

 
 
 
 

Basis Step

 
 
 
 
 
 
 
 
 
 
 

               

 

           
Figure 2

 

: Recursive Manner of Assessment [27]

  

Hospital 
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Office 
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From matrix (1), it can be seen that each sub-
attribute is associated with five basic probability 
assignment(bpa), where four first four bpa  

),,,( 41312111 mmmm  are associated with four 

evaluation grades ),,,( 4321 HHHH  and final bpa i.e. 

iHm ,  is showing the remaining probability mass 

unassigned to any individual grades after the 
assessments on sub-attribute have been considered. 
Each row in this matrix represents bpa related to one 
basic attribute or sub-attribute.  

Now it is necessary to aggregate the bpa of 
different sub-attributes. The aggregation is carried out in 
a recursive way. For example, the bpa of first sub-
attribute attribute (which is shown in the first row of the 
matrix 1) is aggregated with the bpa of second sub-
attribute. The result of this aggregation is illustrated in 
the first row of the matrix (2) and this can be considered 
as the base case of this recursive procedure since this 
will be used in the latter aggregation of the sub-
attributes. This aggregation can be achieved by using 
the following equation, which will yield combined bpa 

(such as )2(4)2(1 .....,......... II mm )   as shown in the first 

row of the second matrix. 

)( 1121211211)2()2(1 mmmmmmKm HHII    (7) 

Similarly 
)2(4)2(3)2(2 ,, III mmm can be calculated.   

Where  )2(IK  is a normalization factor used to 

resolve the conflict and this can be calculated using the 
equation (8). 

..........1,........,1,1

1

1 1
1,)(,)1( 































  LimmK
N

n

N
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t

itiIniI  

The aggregation of the third attribute is carried 
out with the resultant of the aggregation of the bpa of 
the first two attributes. In this way, the aggregation of the 
other attributes is carried out and finally, the combined 
aggregations of all the attributes are obtained. This 
phenomenon has been depicted in Figure 2, where the 
combined aggregation is obtained, which will be used to 
obtain the combined degree of belief for the second 
level attribute “facilities”.  Equation (9) represents the 
more generalized version of equation (7)     
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(1) (2)

(10)

(11)

(12)

(8)
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Equation 13 is used to calculate the combined 

degree of belief by using final combined basic 

probability assignment, say in this case “facilities”.
 

  ,,.,.........1,
1

:
)(,

)(, Nn
m

m
H

LIH

LIn
nn 




 

(13) 

  ,
1

~
:

)(,

)(,

LIH

LIH
H m

m
H


 Where 

),.....1(1,)1(, Nnmm nIn  (14) 

n   and H  represent the belief degrees of the 

aggregated assessment, to which the general  factor 

(such as “facilities”) is assessed to the grade nH  and 

H, respectively. The combined assessment can be 

denoted by   .,......,1,)())(( , NnaHayS lnnl   ,. 

It has been proved that 1.
1

  H
N

n n   

The recursive ER algorithm combines various 
piece of evidence on a one-by-one basis. 

e) The Utility Function (Ranking Job) 
Utility function is used to determine the ranking 

of the different alternatives. In this research different job 
sector have been considered as the alternatives. 
Therefore, the determination of ranking of the 
alternatives will help to take a decision to decide the 
suitable job.  There are three different types of utility 
functions considered in the ER approach namely: 
minimum utility, maximum utility and average utility. In 
this function, a number is assigned to an evaluation or 
assessment grade. The number is assigned by taking 
account of the preference of the decision maker to a 
certain evaluation grade.  Suppose the utility of an 

evaluation grade nH  is )( nHu , then the expected 

utility of the aggregated assessment ))(( layS  is 

defined as follows: 





N

n
lnnl aHuaySu

1
)()()))(((   

The belief degree )( ln a   represents the lower 

bound of the likelihood that la is assessed to nH , whilst 

the corresponding upper bound of the likelihood is given 

by ))()(( lHln aa    The maximum, minimum and 

average utilities of la  can be calculated by: 

)),())()(()()()(
1

1
max NlHlNn

N

n
lnl HuaaHuaau  





 

),()()())()(()(
2

11min n

N

n
lnlHll HuaHuaaau 



   

.
2

)()()( minmax ll
laverage

auauau 
  

It is important that if 0)( 1 Hu , then 

)()))((( min ll auaySu   if all the original assessments 

))(( li aeS  in the belief matrix are complete, then 

0)( lH a  

and 

).()()()))((( minmin laveragelll auauauaySu   

It has to be made clear that the above utilities 
are only used for characterizing a distributed 
assessment but not for the aggregation of factors.  

 

In the previous section, we have discussed 
about the ER method and how to implement it. 
Therefore, in this section we will look at the results from 
using this method on the different types of job. The ER 
approach for job evaluation consists mainly of four key 
parts, which are the identification of factors, the ER 
distributed modeling framework for the identified factors, 
the recursive ER algorithms for aggregating multiple 
identified factors, and the utility function [3] based ER 
ranking method which is designed to compare and rank 
alternatives/options systematically. Each part will be 
described in detail in above section. Job evaluation, can 
be described in two broad categories: the Objective 
attribute, and subjective attribute as shown in Fig. 1 and 
each attribute weights are 

W1=0.20,w2=0.20,w3=0.60,w11=0.33,w12=0.33,w13
=0.33,w21=0.70,w22=0.30,w31=0.05,w32=0.15,w33
=0.05,w34=0.2,w35=0.05,w36=0.5 

Figure 3 shows the assessment grades defined 
by the decision maker for Level 3(Fig. 1). Shows the 
assessment distribution which must be done first by 
employing the transformation equation. Any 
measurements of quality can be translated to the same 
set of grades as the top attribute which make it easy for 
further analysis.  

The assessments given by the Decision Maker 
(DM) in Figure 1 are fed into Decision support system 
(DSS) [25][26] and the aggregated results are yielded at 
the5main criteria level (Fig. 1). The assessment grades 
for each main criterion are abbreviated in Figure 3. The 
numbers in brackets show the degrees of belief of the 
DM that are aggregated from the assessments of the 
sub-criteria. One can rank the job for each criterion in 
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The results in Figure 3. are also useful in that 

they indicate the weak and strong points of each 
alternative regarding the decision criteria applied. The 
DSS [25][26] provides a graphical display of the results 
presented in Figure 6. The assessments in Figure 3 
need to be propagated to the top level. The numbers 
under each grade indicate the aggregated assessments 
(or degrees of belief) of the DM. For instance, the results 
for job Acme Manufacturing (A) can be interpreted as 
follows: job Acme Manufacturing (A) is assessed to be 
15% bad, 10% average, 23% good, and 52% excellent. 
The total degree of belief does not add up to one (or 
100%) as a result of incomplete and/or missing 
assessments. The results in Figure 5. are supported by 

decision support system(DSS). The job could be ranked 
in order of preference by comparing them with each 
other as in Fig.3. However, a comparison may not be 
possible when job have very similar degrees of belief 
assigned to each grade. One way to solve this problem 
is to quantify the grades. There are several ways of 
quantifying grades. One of them is to assign a utility for 
each grade and then obtain an expected utility for each 
job. Then, jobs are ranked based on their expected 
utility [3].  In this research, the former approach is used. 
A number of hypothetical lottery type questions were 
presented to the DM in order to establish preference 
among grades. The following utilities are assigned to 
each grade:  
(Bad, 0.4),         (Average, 0.7),       (Good, 0.85)        and 
(Excellent, 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 : Assessment Grades Defined by the Decision Maker for the 3rd Level 

Attributes 
Acme 

Manufacturing 
(A) 

Bankers 
Bank (B) 

Creative 
Consulting (C) 

Dynamic 
Decision 

Making (D) 
Location B(0.2)A(0.8) G(0.4)E(0.6) G(0.4)E(0.6) E(1.0) 

Job Content G(0.4)E(0.6) B(0.2)A(0.8) B(0.2)A(0.8) G(0.4)E(0.6) 

Safety B(0.2)E(0.8) A(1.0) G(1.0) A(1.0) 

Environment E(1.0) G(1.0) G(0.4)E(0.6) G(1.0) 

Long-term Prospects G(1.0) B(0.2)E(0.8) E(1.0) B(0.2)A(0.8) 

Proximity to Hospitals(Km) 2.3 2.6 2.4 2.0 

Proximity to Office(Km) 2.0 1.6 1.0 2.0 

Proximity to Main Road(Km) 1.4 1.0 2.1 2.5 

Salary(Thousand) 1.0 1.6 1.6 2.0 

Transportation Cost(Thousand) 2.3 1.0 1.1 1.4 

Utility  Cost(Thousand) 2.0 2.3 2.0 2.0 

Figure 4
 
: Assessment Scores of Job Sector Based on Sub Criteria

 

(E-Excellent,
 
G-Good,

 
A-Average,

 
B-Bad)

 

Attributes Assessment Grades 
Location Excellent Good Average Bad 

Job Content Excellent Good Average Bad 

Safety Excellent Good Average Bad 

Environment Excellent Good Average Bad 

Cost Excellent Good Average Bad 

General Excellent Good Average Bad 

Facilities Excellent Good Average Bad 

Long-term Prospects Excellent Good Average Bad 

Job Evaluation Excellent Good Average Bad 

Transportation Cost Quantitative 

Proximity to Hospital Quantitative 

Proximity to Office Quantitative 

Utility Cost Quantitative 

Salary Quantitative 

Proximity to Main Road Quantitative 

© 2013   Global Journals Inc.  (US)
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order of preference by comparing the distributed 
assessments shown in Figure 4.
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Figure 5 : Overall Assessment For Acme Manufacturing (A) 

Alternative Excellent Good Average Bad Total DoB 
Unassigned 

DoB 
Acme Manufacturing (A) 0.14 0.8 0.04 0.01 0.99 0.01 

Bankers Bank (B) 0.16 0.23 0.48 0.13 1.00 0.00 

Creative Consulting (C) 0.17 0.70 0.10 0.03 1.00 0.00 

Dynamic Decision Making (D) 0.18 0.40 0.40 0.02 1.00 0.00 

Figure 6 : The Overall Assessment (Alternatives) 
(Dob-Degree of Belief) 

Alternative Minimum Utility Maximum Utility Average Utility Rank 
Acme Manufacturing (A) 0.850 0.855 0.853 1 

Bankers Bank (B) 0.743 0.743 0.743 4 

Creative Consulting (C) 0.847 0.847 0.847 2 

Dynamic Decision Making (D) 0.808 0.808 0.808 3 

Figure 7 : The Expected Utilities of Alternative Job 

 

Figure 8 : Expected Average Utility of Alternative 

The total Degree of belief for each job in Figure 
6 does not add up to one, because some of the 
assessments were incomplete and missing. For 
example, the total Degree of belief assigned to job 
alternative is 97%. That is, there is a 3% unassigned 
degree of belief. The DSS uses the concept of utility 
interval to characterize the unassigned Degree of belief 
(or ignorance) which can actually fall into any grade. The 
ER algorithm generates a utility interval enclosed by two 
extreme cases where the unassigned Degree of belief 
goes either to the least preferred grade (minimum utility) 

or goes to the most preferred grade (maximum utility). 
The minimum and maximum possible utilities of each 
alternative generated by the DSS [25][26] (based on the 
given utility values for each grade above) are shown in 
Figure 7. or Fig. 5. For example, the results for job Acme 
Manufacturing (A) from FIG.6. are as follows: job Acme 
Manufacturing (A) is minimum utility.  
{[(Degree of belief assigned under grade bad + 
unassigned Degree of belief) utility of grade bad] + 
(Degree of belief assigned under grade average * utility 
of grade average) + (Degree of belief assigned under 

Attributes 
Acme Manufacturing 

(A) 
Second level assessment

 
Third level assessment

 

Location B(0.2)A(0.8)   

 Job Content G(0.4)E(0.6) 
General{(E,0.15),(G,0.78),(A,0.

05),(B,0.02)} 
 

Safety B(0.2)E(0.8)  Job Evaluation 
{(E,0.14),(G,0.8),(A,0.04), 

(B,0.01)} 
Environment E(1.0) 

Salary(Thousand) 40000 

Long-term Prospects G(1.0) 

Proximity to Hospitals(Km) 2.3 
Facilities{(E,0.2),(G,0.6),(A,0.15

),(B,0.05) 
Proximity to Office(Km) 2.0 

Proximity to Main Road(Km) 1.4 

Transportation Cost 
(Thousand) 

2.3 
Cost{(E,0.22),(G,0.68),(A,0.05), 

(B,0.05) 

Utility  Cost (Thousand) 2.0 
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grade good *utility of grade good) + (Degree of belief 
assigned under grade excellent * utility of grade 
excellent)}. 

Hence, job Acme Manufacturing (A) minimum 
utility.  {[(0.1+ 0.01) 0.4] + (0.1 * 0.7) + (0.29 *0.85)+ 
(0.5 *1.0 ) =0.860 job Acme Manufacturing (A) 
maximum utility . {(Degree of belief assigned under 
grade bad* utility of grade bad) + (Degree of belief 
assigned under grade average* utility of grade average) 
+ (Degree of belief assigned under grade good* utility 
of grade good) + [(Degree of belief assigned under 
grade excellent + unassigned Degree of belief) *utility 
of grade excellent]}. 

Hence, job Acme Manufacturing (A)   maximum 
utility {(0.1* 0.4) + (0.1 * 0.7) + (0.29 *0.85) + [(0.5 
+0.01)*1.0]} =0.866 job Acme Manufacturing (A) 
average utility. (Maximum utility + minimum utility)/2 
=0.863. 

The job may be ranked based on the average 
utility but this may be misleading. In order to say that 
one job theoretically dominates another, the preferred 
job minimum utility must be equal or greater than the 
dominated job maximum utility. The ranking of job is as 
follows: 
Acme Manufacturing (A) > Creative Consulting (C)> 
Dynamic Decision Making (D) > Bankers Bank (B) 

 

This paper established the scheme of the 
application of this evidential reasoning to solve a 
multiple criteria job offers evaluation with uncertain, 
incomplete, imprecise, and/or missing information. From 
the results shown above, it is reasonable to say that the 
evidential reasoning method is a mathematically sound 
approach towards measuring the job quality as it 
employs a belief structure to represent an assessment 
as a distribution. This approach is quite different from 
the other Multi Criteria Decision Making model such as 
the Saaty ‟s AHP method which uses a pair wise 
comparison matrix[8][9][13[14]. Hence, the ER method 
can handle a new attribute without recalculating the 
previous assessment because the attribute can be 
arranged or numbered arbitrarily which means that the 
final results do not depend on the order in which the 
basic attributes are aggregated. Furthermore, any 
number of new job alternative can be added to the 
assessment as it does not cause a „rank reversal‟ as in 
the Saaty‟s AHP method[8][9][13[14]. Finally, in a 
complex assessment as in the job quality appraisal 
which involved objective and subjective assessments of 
many basic attributes as shown in Figure 1, it is 
convenient to have an approach which can tackle the 
uncertainties or incompleteness in the data gathered. 
Therefore, the ER is seen as reasonable method for 
„quality job‟ evaluation. 
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Abstract   -   Rapid growth of software industry leads to need 
of new technologies. Software effort estimation is one of the 
areas that need more concentration. Exact estimation is 
always a challenging task. Effort Estimation techniques are 
broadly classified into algorithmic and non-algorithmic 
techniques. An algorithmic model provides a mathematical 
equation for estimation which is based upon the analysis of 
data gathered from previously developed projects and Non-
algorithmic techniques are based on new approaches, such 
as Soft Computing Techniques. Effective handling of cost is a 
basic need for any Software Organization. The main tasks for 
Software development estimation are determining the effort, 
cost and schedule of developing the project under 
consideration. Underestimation of project done knowingly just 
to win contract results into loses and also the poor quality 
project. So, accurate cost estimation leads to effective control 
of time and budget during software development. This paper 
presents the performance analysis of different training 
algorithms of neural network in effort estimation. For sake of 
ease, we have developed a tool in MATLAB and at last proved 
that Bayesian Regularization [20] gives more accurate results 
than other training algorithms. 

  effort estimation, levenberg-marquardt 
(trainlm), back propagation, bayesian regularization 
(trainbr), gradient descent (traingdx), MATLAB. 

I.     Introduction 

oftware effort estimate is one of the noticeable 
& mind catching field. But since it was started, it is 
challenging factor for software industry and 

Academia to realize the exact estimation of software 
development. In today’s fast changing world, success in 
managing projects is a critical factor for the success of 
the entire organization. Estimation that either 
overestimated or underestimated both is very critical. In 
case of Overestimating time and effort (or budget), due 
to a presumed lack of resources or because the 
projected completion is too late, can convince 
management not to approve projects that may 
otherwise contribute to the organization. On the other 
hand, underestimation may result in approval of         
projects that will fail to deliver the expected product                          
within   the   time    and      budget      available.      There 
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are many factors that influence the Software 
estimation, some of them are: uncertainty, level of detail 
of preparing the project plan, managerial factors, lack of 
past data, pressure to lower estimation and estimator 
experience [1]. In spite of the critical role of accuracy, 
examples of incorrect estimation abound, especially in 
IT projects, resulting in enormous waste of time and 
money. Some techniques which were used in the past 
are not in use during present time, like SLIM [14], 
checkpoint [2], Seer [2]. In all the way of work time, 
many of new advance roads have been suggested for 
effort estimation like Genetic programming [11], Fuzzy 
logic [10], Neural Network [15], data mining [9], etc. 

One cannot state that one model give better 
accuracy above all. Each and every give different level 
of accuracy in different Environment. But in recent days, 
Neural Network gains main attention due to many flavor 
of algorithm available for it.  The main focus of this 
paper is to investigate the accuracy of estimation using 
neural network approach based on three different 
training algorithms: Levenberg-Marquardt (trainlm) [20], 
Back propagation [20], Bayesian Regularization 
(trainbr) [20] and this has been done with the help of 
tool generated by us in MATLAB. 

This paper comprises as follow: section II 
describes the some former effort estimation models and 
review of related work to Neural Network, section III 
includes introduction of Neural Network and training 
algorithms used for this paper, in section IV problem is 
stated, section V describes methodology used, section 
VI includes experimental results and comparisons. In 
last conclusion and future scope is given. 

II. Review of Literature 

The period of Effort Estimation was started from 
the expert judgments, which is based on the 
experiences of experts. But it is only proceed as pillar 
when current project & pertinent Past projects are 
similar. Choices of effort estimation techniques footstep 
from COCOMO [14] to AI approaches [2]. In 1970, Larry 
Putnam developed the method SLIM [14], based on the 
Rayleigh function and the influence used to Rayleigh 
curve was Manpower Buildup Index (MBI and 
Productivity Factor (PF) [2]. Linear programming was 
key work to drive effort estimation in SLIM [14] and 
depend upon the source line of code. 

In 1981 developer Barry Boehm developed 
COCOMO as constructive cost model [4].  Which is one 

S 
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of an easy going & understandable model, could call 
the effort & time period of project. Due to some 
problems and some misses found in COCOMO, later on 
Barry Bohem developed the advance road of this model 
i.e. COCOMO 2.0 [7]. As growth of software industry 
rising tremendously and previous version was not up to 
need. 

After that, Howard Rubin proposed the 
ESTIMAC model to estimate effort at conception stage 
[4]. Equations used in this model are not available, 
because it was a proprietary model. ESTIMAC is high 
level model but doesn’t provide accurate solution [3]. 
Six critical estimation dimensions identified by Rubin for 
this model are: effort hour, staff size, cost, hardware 
resource requirement, risk, portfolio impact [2]. But 
these methods (COCOMO, SLIM, ESTIMAC) are based 
on Line of code (LOC). The main problems in Line of 
Code methods are: lack of universally accepted 
definition for exactly what line code really is? Other side 
line of code is language dependence.  

So, in 1979 at IBM, developer Allan Albrecht 
developed measurement method called Function point 
[3] in order to reduce the issues related with LOC 
methods. Function point defines the complexity of 
software system in terms of functions that system 
delivers to user. It comprise linear combination of five 
basic software components (input, output, master files, 
interfaces, inquiries) consider to be low, average, high 
[3]. In 1990, GC Low and DR. Jeffery also concluded in 
their paper that Function point method is more 
consistent then the line of code measure [6]. But on the 
other side, function point method is unable to deal with 
Uncertain, imprecise and incomplete data.   

Many researcher’s use different Neural Network 
with different datasets in order to generate more 
accurate result for effort estimation. The main advantage 
of neural network is its ability to handle non-linear data 
and confidence in decision making. In 1995, Krishna 
moorthy Srinivasan and Douglas Fisher applied the 
machine learning approach for Software Effort 
Estimation [16]. They applied the Back propagation 
algorithm on COCOMO dataset, along with 
configuration of 33   neuron of input layer, 10 neurons 
for hidden layer and 1 output neuron. Actually they had 
done three experiments on different datasets.  They 
concluded that Back propagation competitive again 
traditional approaches but quite sensitive.  

In one paper written by Ali Idri, et al. [17] in 
2002, in which he uses COCOMO-81 dataset and three 
layered back-propagation ANN, concluded that 
accuracy provide by back propagation is acceptable.   

In 2005, N Tadayon compares the three models 
COCOMO II, Neural Network and expert judgments to 
state the strength of different estimation techniques [13]. 
In 2006, according to Barcelos Tronto et.al Neural 
Network approach provides better tune result than the 
linear regression [18]. In his methodology, he used the 
Back propagation as training algorithm on COCOMO 
dataset. 

In 2010, Iman Attarzadeh, proposed new model 
of COCOMO II using neural network, and comcluded 
that neural network approach gives best accuracy than 
COCOMO II. 

Mrinal Kantri, et al. [19] implemented a back-
propagation ANN of 3-3-1 architecture on   Lopez Martin 
dataset consist of 41 projects. 

Table I :  Summary of Datasets and Neural Network used 

 
Author’s Name 

 
Year 

 
Dataset 

 
Project 

 
Training 

Algorithm 

 
ANN Layers 

 
Conference/ 

Journal 
Krishnamoorthy 

et.al 
 

1995 
 

COCOMO 
 

63 
 

BPA 
 

33-10-1 
 

IEEE 

Ali Idri, et al.  
2002 

 
COCOMO 

 
63 

 
BPA 

 
13-13-1 

 
IEEE 

N Tadayon 2005 - - BPA - IEEE 
Barcelos Tronto 

et.al 
 

2006 
 

COCOMO 
 

68 
 

BPA 
 

1-9-4-1 
 

IEEE 

Attarzadeh
  

2010 
 

COCOMO, Ar
tifical 

 
100 

 
BPA 

24 input 
neuron 

 
IEEE 

Mrinal Kantri  
2011 

 
Lopez martin 

 
41 

 
BPA 

 
3-3-1 

 
IEEE 

There are many other techniques such as 
ordinary least square (OLS) [2], Case based reasoning 
[12], Date mining [9], Bayesian COCOMO II [2], Genetic 
Programming [5] etc. also used for the effort estimation 
but not discussed in this paper. 

 

 

III.
  
Introduction to Neural Network 

                                                 

and Training Algorithms
 

A Neural Network is massively distributed 
processor made up of simple processing elements 
called neuron, which model some functionality like 
human brain [15]. The use

 
of Neural Network offers the 
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some useful properties and capabilities: - Nonlinearity, 
Adaptivity, Evidential Response, Confidence in decision 
made. A primary advantage of learning systems is that 
they are nonparametric; predictive models can be 
tailored to, the data at a particular site [8]. 

Figure 1 : Model of Neural Network 

 

Figure 1 represents the model of neural 
network. A set of synapses or connecting links is 
characterized by a weight or strength of its own. A signal 
xj at the input of synapse j connected to neuron k is 
multiplied by the synaptic weight wkj. An adder for 
summing the input signals. An activation function for 
limiting the amplitude of output of a neuron.  

By adjusting of number of neurons in hidden 
layer, input layer and choosing of better algorithm for 
training data and testing phase will give result with high 
level of accuracy. Training a neural network model refers 
to choosing one model from the set of permitted models 
that reduces the cost criterion. Basically, training is of 
two types Supervised and Unsupervised [15]. In case of 
Supervised, desired input and output is given to network 
but in case of unsupervised only desired inputs are 
given. The network itself makes the decision of output.  
There are plenty of the training algorithms available in 
neural network. In this paper three algorithms are used: 
Leven berg-Marquardt (trainlm) [20], Back propagation 
algorithm [20], and Bayesian Regularization [20]. 

Leven berg-Marquardt (trainlm) [20] is a 
network training function that updates weight and bias 
values according to Leven berg-Marquardt optimization 
[20]. This is a simple method for approximating a 
function. trainlm is highly recommended as a first-choice 
supervised algorithm. One of the main drawbacks of the 
Leven berg-Marquardt algorithm is that, for certain 
problems it needs the large storage of some matrices. 

Back propagation [20] learning updates the 
network weights and biases in the direction in which the 
performance function decline most quickly, the negative 
of the gradient [20]. There are too many flavors of Back 
propagation. For this study, Gradient descent with 
momentum and adaptive learning rate back propagation 
(traingdx) is used. The function traingdx combines 
adaptive learning rate with momentum training. It is a 
simple method with no specialization needed. But due 
to low prediction capability, results are not accurate. 
This has been shown in Experiment section. 

One of the problems that occur during above 
neural network training algorithms is over fitting. Due to 

this, error in early stage is very small, but, when new 
data is presented to the network the error is large. The 
solution to this problem is Bayesian regularization 
(trainbr) [20]. trainbr updates the weight and bias values 
according to Levenberg-Marquardt [20] optimization. It 
minimizes a grouping of squared errors and weights, 
and generates a network that generalizes well. The 
process is called Bayesian regularization. It is suitable 
method for estimation when large number of inputs is 
used for best output. Till now, Levenberg-Marquardt and 
Back-propagation algorithm used by many researchers 
for training phase.  

IV.   Problem Statement 

The main aim of any software development 
organizations is to finish the project within acceptable or 
customary schedule and budget. Budget is mainly 
driven by labor cost and time and together they form a 
measure called effort. From quality point of view 
estimating effort is one of the major important factors. 
Because estimation either it be over estimate or under 
estimate, produces worst results. In case of over 
estimation of time and effort project completion is too 
late due to lack of resources, which refuses the 
management to approve that favored project. On the 
other hand, under estimation may result in approval of 
projects that will fail to deliver the expected product 
within the time and budget available [1]. So, there is a 
need of accurate estimation effort technique at early 
stages of software development. In this research, the 
main aim is to improve software effort estimation by 
using different training algorithms of Neural network.  

The main reason for using such a learning 
system for this problem is to keep the estimation 
process up-to-date by incorporating up-to-date project 
data. At last Comparison is drawn between training 
algorithms used in this research to state that Bayesian 
Regularization gives much accurate estimation. One 
algorithmic approach, COCOMO is also compared with 
all three algorithms. 

V.   Proposed Methodology 

  Following are the steps used for Effort 
Estimation: 

a) Data Collection  
The dataset used in this work is NASA93 

(http://promisedata.googlecode.com) a public 
available data set consisting of a total of 93 projects at 
the time of this study. 

b) Division of Data 
  Data set is divided into two parts: Training and 
Testing. For our work we divide the data into 85-15% 
ratio i.e. 80 rows for training and 13 for testing. These 13 
rows are randomly choose by formula (ceil (1+(93-
1)*rand(13,1))), available in MATLAB. From this, for 
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testing row number 15,40,92,74,91,94,5,80,59,64,71,63, 
38 are chosen. 

c) Cost Drivers 
Cost drivers for this work choose from the cost 

drivers designed for COCOMO II. Table II represents, 
Cost drivers for COCOMO. 

 
  
 

Table II : Cost-drivers of COCOMO model 

Attribute Type Description 
RELY               Product Required system reliability 
CPLX               Product Complexity of system modules 
DOCU               Product Extent of documentation required 
DATA               Product Size of database used 
RUSE               Product Required percentage of reusable 

components 
TIME Computer Execution time constraint 
PVOL Computer Volatility of development platform 
STOR Computer Memory constraints 
ACAP Personnel Capability of project analysts 
PCON Personnel Personnel continuity 
PCAP Personnel Programmer capability 
PEXP Personnel Programmer experience in project 

domain 
AEXP Personnel Analyst experience in project 

domain 
LTEX Personnel Language and tool experience 
TOOL               Project Use of software tools 
SCED               Project Development schedule compression 
SITE               Project Extent of multisite working and 

quality of inter-site communications 

d) Tool Generation 
For the sake of ease, tool is generated with the 

help of MATLAB. This has been shown in Figure II.  

e) Preparation of Neural Network 
Depending upon the architecture the Neural 

Network is of two types: feed-forward and Feed-back. A 

feed-forward, is the architecture in which the network 
has no loops. But feed-back neural network is 
architecture in which loops

 
occurs in the network.

 

 

  

Figure II : Tool developed with the help of MATLAB 
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For our work, we use feed-forward network with 
three different training algorithms: LM, BPA, BR. The 
Neural Network is implemented using 12 neurons for 
input layer, 12 for hidden layer and 1 for output layer.  

f) Performance Criteria  
Mean Magnitude Relative Error: MMRE is 

frequently used to evaluate the performance of any 
estimation technique. It seems obvious that the purpose 
of MMRE is to assist us to select the best estimation 
approach. It measures the percentage of the absolute 
values of the relative errors, averaged over the N items 
in the "Test" set and can be written as [18]: 

MMRE = {actual effort} - {estimated effort}|}\ {actual 
effort} 

VI. Experimental Results and Comparison 

Neural Network trained by three different 
training algorithms, with same dataset i.e. NASA93. 
Table III summarizes the result obtained by COCOMO 
model and three different training algorithms. 

 
 

Table III : Effort Estimation by using different training algorithms in Neural Network                                                   
and COCOMO model 

Row No. Expected COCOMO LM BPA BR 
15 48 85.9557 53.7929 1737.61 61.9294 
40 114 66.9477 186.747 1702.08 121.206 
92 240 85.9557 117.681 1694.9 85.847 
74 4178.2 1649.24 1730.38 1843.92 4058.46 
91 1772.5 539.26 1400.97 1829.47 2902.12 
94 1924.5 393.61 2524.9 1830.02 1201.62 
5 25.2 38.2213 260.445 1731.69 83.0016 

80 703 904.279 367.178 1836.86 562.929 
59 4560 6718.84 1347.35 1945.73 4471.23 
64 150 115.445 270.15 1048.19 61.3017 
71 72 155.732 85.29 1759.78 106.606 
63 160 270.499 294.428 1056.21 61.7749 
38 444 463.311 150.555 1706.99 338.233 

Figure III : Column chart for effort estimation 

Table IV : Comparison between different training algorithms 

Performance 
Criteria 

 COCOMO
 

 LM
 

 BPA
 

 BR
 

 MMRE
 

 0.52
 

 1.23
 

 12.18
 

 0.48
 

In the testing phase the calculated efforts and 
errors using different training algorithms and COCOMO 
is shown in table III and table IV respectively. Figure III 
clearly present Bayesian Regularization is more accurate 
than others. As evident from the table III, the predicted 
values of the Bayesian Regularization efforts is very 
close to the expected or actual values as compare to 
LM, Back propagation and COCOMO. 

VII. Conclusion 

Effort Estimation is one of the crucial tasks in 
software project management. This simulation with 
NASA93 dataset has been carried out using tool created 
with the help of MATLAB. Neural Network is trained 
using “trainlm”, “traingdx” and “trainbr” algorithm. The 
result from our simulation shows that Bayesian 
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Regularization gives the best performance, among the 
other training algorithms. We have experimented with 15 
attributes of the COCOMO and further investigation can 
be done with other attributes and also concentration 
needed for process maturity. 
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Bayesian Network Model for Epidemiological 
Data 

(Radiation exposure and circulatory disease risk: 
Hiroshima and Nagasaki atomic bomb survivor data) 

Sagar Baviskar 

Abstract - This documentation describes the implementation 
of Bayesian Network on Hiroshima Nagasaki atomic bomb 
survivor data, using “R” software. Bayesian networks, a state-
of-the art representation of probabilistic knowledge by a 
graphical diagram, has emerged in recent years as essential 
for pattern recognition and classification in the healthcare field. 
Unlike some data mining techniques, Bayesian networks allow 
investigators to combine domain knowledge with statistical 
data. This tailored discussion presents the basic concepts of 
Bayesian networks and  its use for building a health risk model 
on Epidemiological data. The main objectives of our study is to 
find interdependencies between various attributes of data and 
to determine the threshold value of radiation dosage under 
which death counts are negligible. 
keywords : bayesian network; data mining; 
epidemiological data, health risk model, implementation 
of bayesian network in R. 

I. INTRODUCTION 

ur focus is on identification of the relationships 
between radiation exposure and its potential risk 
factors using Bayesian Network, with the 

emphasis on integrating medical domain knowledge and 
statistical data analysis. 

A Bayesian network is a graphical model that 
encodes the joint probability distribution for a set of 
random variables. Here we consider Bayesian networks 
with mixed variables, i.e. the random variables in a 
network are both discrete and continuous types. 

First, raw data are pre-processed into a format 
that is acceptable to the learning algorithms of Bayesian 
networks. Some important considerations are discussed 
to address the uniqueness of the data and the 
challenges of the learning. 

Second, a Bayesian network is learned from the 
pre-processed data set by integrating medical domain 
knowledge and generic learning algorithms. Third, the 
relationships revealed by the Bayesian network are used 
for finding the probability of death count.To learn a 
Bayesian network, the user needs to supply a training 
data set and represent any prior knowledge available as 
a Bayesian network. We are implementing The Bayesian  

 
Author : Computer Engineering College of Engineering Pune, India.    
E-mail : Sagarbaviskar91@gmail.com 

Network in “R” software in one section, we will 
explain detail implementation of Bayesian Network in R.  

This report makes use of data obtained from the 
Radiation Effects Research Foundation (RERF), 
Hiroshima and Nagasaki, Japan. RERF is a private, non-
profit foundation funded by the Japanese Ministry of 
Health, Labor and Welfare (MHLW) and the U.S. 
Department of Energy, the latter through the National 
Academy of Sciences. The conclusions in this report are 
those of the authors and do not necessarily reflect the 
scientific judgment of RERF or its funding                        
agencies [3] [7]. 

Abbreviations, notations and Acronyms: 
Bayesian Network (BN). 

II. WHAT IS BAYESIAN NETWORK? 

Bayesian network is a graphical model where 
nodes represent random variables (the two terms are 
used interchangeably in this article) and arrows 
represent   probabilistic dependencies between them. 

The graphical structure G = (V; A) of a 
Bayesian network is a directed acyclic graph (DAG), 
where V is the node (or vertex) set and A is the arc (or 
edge) set. The DAG defines a factorization of the joint 
probability distribution of V = {X1; X2;…;Xn}, often 
called the global probability distribution, into a set of 
local probability distributions, one for each variable. 

The Bayesian network is a state-of-the art 
representation of probabilistic knowledge. Bayesian 
networks represent domain knowledge qualitatively by 
the use of graphical diagrams with nodes and arrows 
that represent variables and the relationships among the 
variables. Quantitatively, the degree of dependencyis 
expressed by probabilistic terms.  

III. ADVANTAGES OF BAYESIAN NETWORK AS      

DATA MINING TOOL 

First, Bayesian networks allow investigators to 
use their domain expert knowledge in the discovery 
process, while other techniques rely primarily on coded 
data to extract knowledge. Second, Bayesian network 
models can be more easily understood than many of the 
other techniques via the use of nodes and arrows. 

O 
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These represent the variables of interest and the 
relationships of variables, respectively. Researchers can 
easily encode domain expert knowledge through the 
use of these graphical diagrams, and thus more easily 
understand and interpret the output of the Bayesian 
network. In addition, Bayesian network algorithms 
capitalize on this encoded knowledge to increase their 
efficiency in modeling process and accuracy in its 
predictive performance. Next, Bayesian networks are 
flexible in regards to missing information. Bayesian 
network models can produce relatively accurate 
prediction even in the situation where complete data are 
not available. Last, because Bayesian networks can 
incorporate domain knowledge into statistical data, 
Bayesian networks are less influenced by small sample 
size. 

A more detailed discussion will enhance the 
understanding of how Bayesian networks operate and 
why they are particularly well-suited to the 
epidemiological data such as Radiation exposure and 
circulatory disease risk: Hiroshima and Nagasaki atomic 
bomb survivor data.  

IV. BASIC PROBABILISTIC CONCEPTS 

Fundamentally, Bayesian networks are 
designed to, through the complex application of the 
well-developed probability theory (Bayes rule), obtain 
probabilities of unknown variables from known 
probabilistic relationships. To understand Bayesian 
networks, basic concepts such as the Bayesian 
probability approach, prior (or unconditional) probability, 
posterior (or conditional) probability, joint probability 
distribution, and Bayes rule, need to be discussed.  

V. BAYESIAN PROBABILITY VS CLASSICAL 

PROBABILITY 

There are differences between Bayesian 
probability and classical probability. The Bayesian 
probability of an event is a person degree of belief in 
that event; the classical probability is the probability that 
an event will occur. Contrary to classical probability, we 
do not need repeated trials to measure the Bayesian 
probability. Thus, Bayesian probability based on 
personal belief is useful where the probability cannot be 
measured, even by repeated experiments. 

VI. PRIOR PROBABILITY 

In a situation when no other information 
(evidence) I available, the probability of an event 
occurring is a prioror unconditional probability. The 
commonly used denotation of prior probability is P (A), 
where the event of A is occurring. Prior probability, P (A), 
is used only   whenno other information is available. 
Also, denotation, P (^A), can be used to represent the 
prior probability of an event not occurring. For example, 
suppose Ineffective Airway Clearance denotes a binary 

variable whether or not a particular patient admitted in 
hospital has anursing diagnosis of Ineffective Airway 
Clearance. The prior probability of Ineffective Airway 
Clearance may be expressed (estimated) as P 
(Ineffective Airway Clearance) = 0.15, meaning that 
without the presence of any other evidence 
(information), a nurse may assume that a particular 
patient has a 15% chance of having an Ineffective 
Airway Clearance. In this example of P (Ineffective 
Airway Clearance), we can assume that they can have 
values such as present or absent. Thus, P (Ineffective 
Airway Clearance) is viewed as P (Ineffective Airway 
Clearance=present), and P (^Ineffective Airway 
Clearance) as P (Ineffective Airway Clearance=absent). 

A probability term is also used to express 
random variables with multi-values in the nursing 
domain. For example, if we are interested in the random 
variable Cognition of a patient, this variable may have 
several possible values, such as very good, good, poor, 
and very poor. We might estimate them based on 
experience as: 

P(Cognition=verygood)=0.60; 
P(Cognition=good)=0.30;P(Cognition=poor)=0.08;and 
P(Cognition=very poor)=0.02. We can also state all the 
possible values of the random variable, Cognition, as P 
(Cognition) = (0.6, 0.3, 0.08, and 0.02), which can be 
defined as a probability distribution for the random 
variable Cognition. 

VII. CONDITIONAL PROBABILITY 

As discussed earlier, the probability of an event 
occurring is expressed as a prior or unconditional 
probability; once the evidence is obtained, it becomes 
posterior or conditional probability. Once we have new 
information B, we can use the conditional probability of 
A given B instead of P(A), which can be denoted as 
P(A|B).This means ‘‘the probability of A, given B’’. 
Suppose P (Ineffective Airway Clearance| Grunting) is 
estimated to be 0.60. This proposes that if a patient is 
observed to have a Grunting breathing sound, and no 
other information is available, and then the probability of 
the patient having an Ineffective Airway Clearance will be 
changed from 0.15 to 0.60. That is, without considering 
the presence of Grunting, the probability ofIn effective 
Airway Clearance (prior probability) is 0.15; while 
considering the presence of Grunting, the probability of 
Ineffective Airway Clearance (posterior probability) 
becomes 0.60. 

VIII. JOINT PROBABILITY DISTRIBUTION 

The joint probability distribution expresses all 
the probabilities of all combinations of different values of 
random variables. As mentioned in the Cognition 
example, the probability distribution of Cognition is a 
one dimension alvector of probability for all possible 
values of a variable. The joint probability distribution is 
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expres sed as an n-dimensional table (n> 1), which is 
called the joint probability table. The joint probability 
table consists of the probabilities of all possible events 
occurring. Table 2 illustrates an example of joint 
probability distribution with a two-dimensional table of 
the two variables Pain and Satisfaction with Care in the 
nursing care domain, in which each variable has three 
values. Because all events are mutually exclusive, the 
sum of all the cells is ‘1’ in the joint probability table. This 
distribution can answer any probabilistic statemen of 
interest. Adding across a row or column gives the prior 
probability of a variable; for example, P(Pain=Level 
I)=0.3 + 0.15 + 0.01 = 0.46. P(Pain=Level I 
∩Satisfaction with Care=High) can also be obtained 
which is 0.3. 

IX. BAYES’ RULE 

This section demonstrates the details of 
updating prior probability to conditional (posterior) 
probability using Bayes_ rule. Conditional probabilities 
can be redefined in Eq. (1),  

                                P(A|B) = P(A∩B)
P(B)

                                   (1) 

This equation can also be written as: 

P(A∩B)= P(A , B)= P(A|B)P(B)(2) 

P(A∩B)=P(A, B)= P(B|A)P(A)(3). 

 Based on two equations (Eq. (2) and (3)), we 
can induce the equation known as Bayes’rule in Eq. (5) 
(also Bayes’ law or Bayes’ theorem), by equating the 
two right hand sides and dividing by P (B)> 0 

       P(A|B) = P(B|A)P(A)
P(B)

                                                             (4) 

Bayes’ rule is useful in practice to estimate 
unknown P (A|B) from three probability terms                    
(i.e., P (B|A), P (A) and P (B)) that nurses may be able 
to easily estimate in a domain. In a task estimating the 
probability of Ineffective Airway Clearance, there can be 

conditional probabilitie son causal relationships as in 
Fig. 2: Nurses may want to derive a nursing diagnosis 
given information by Grunting. A nurse knows that 
Ineffective Airway Clearance may cause a patient to 
have a Grunting breathing sound (an estimated 40% of 
the time). The nurse also knows some unconditional 
facts: suppose the prior probability of a patient having 
Ineffective Airway Clearance is 0.15, and the prior 
probability of any patient having Grunting is 0.10.When a 
nurse would like toestimateP(Ineffective Airway 
Clearance|Grunting) which may not be well-known 
probability, conditional probabilities can be induced 
based on Bayes’ rule in Eq. (4). 

P (Grunting Ineffective Airway Clearance)=0.40 
P (Ineffective Airway Clearance)=0.15 
P (Grunting)=0.10 

According to these three probabilities 
 
P(Ineffective Airway Clearance| 
Grunting)=(P(Grunting|IneffectiveairwayClearance)*P(In
effectiveAirwayclearance))/(P(Grunting))= 

0.40 ∗ 0.15
0.10

= 0.60 

This simple example of Bayes’ rule 
demonstrates how unknown probabilities can be 
computed from the known. 

X. A TYPICAL BAYESIAN NETWORK 

Suppose that there are two events which could 
cause grass to be wet: either the sprinkler is on or it's 
raining. Also, suppose that the rain has a direct effect on 
the use of the sprinkler (namely that when it rains, the 
sprinkler is usually not turned on). Then the situation can 
be modeled with a Bayesian network (shown). All three 
variables have two possible values, T (for true) and F 
(for false). 
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The joint probability function is: 

                        P(G,S,R)=P(G,S|R)P(S|R)P(R), 

where the names of the variables have been 
abbreviated to G = Grass wet (yes/no), S = Sprinkler 
turned on (yes/no), and R = Raining (yes/no). 

The model can answer questions like "What is 
the probability that it is raining, given the grass is wet?" 
by using the conditional probability formula. 

XI. ABOUT DATA SET USED 

The dataset which is used describe circulatory 
mortality in the Life Span Study of atomic bomb 
survivors. It is based on Radiation exposure and 
circulatory disease risk: Hiroshima and Nagasaki atomic 
bomb survivor (1950-2003).  The data set is a detailed 
tabulation of person-years, case-counts, and summary 
data constructed from data on individual survivors. The 
cohort for analysis includes 86,661 survivors. Data on 
individual survivors are stratified by city, sex, age at 
exposure, attained age, calendar time, and dose. Cross-
classification variables used to define the table 
are:1)Name 2) City 3) Sex 4) Agexcat 5) Agecat 6) 
Ctime. Variables that includes the cell-specific numbers 
of subjects entering the study:1) Dosecat 2) Subjects 3) 
PYR 4) Agex 5) Age 6) colon10. Disease death counts 
variables:1) CVD 2)stroke 3)heartd 4)othcvd 5)concvd 
6)constroke 7)conheartd 8)conothcvd [3][7]. 

This report makes use of data obtained from the 
Radiation Effects Research Foundation (RERF), 
Hiroshima and Nagasaki, Japan. RERF is a private, non-
profit foundation funded by the Japanese Ministry of 
Health, Labor and Welfare (MHLW) and the U.S. 
Department of Energy, the latter through the National 
Academy of Sciences. The conclusions in this report are 
those of the authors and do not necessarily reflect the 
scientific judgment of RERF or its funding                     
agencies [3][7]. 

XII. IMPLEMENTATION OF BAYESIAN NETWORK         

IN “R” 

a) Various BN Algorithms  
We are using R software to implement the 

Bayesian Network for the above dataset. 
There are two packages named as 1) Deal and 

2) BN Learn using which we can implement the BN. 
In Deal package, we have Greedy algorithm to 

implement the BN for given dataset, and in BN learn we 
have 
1. Constraint based algorithm 
2. Score based algorithm 

In Constraint based algorithm, we can 
implement the BN by using either Grow-Shrink algorithm 
or Incremental association markov blanket. 

In Score based algorithm package, we have Hill 
climbing algorithm to build a BN. We will discuss the 
detailed implementation of BN using Deal package with 
Greedy algorithm and will just compare the results of 
rest of the algorithms in the following topics. 

b) Implementation of BN in R using Deal Package  
The data is in a file named as lsscvd10.csv 

which is a .csv file. So read the data from the csv file  
into R. 

For the implementation we considered following  
categorical variables (1) City 2) Sex 3) Agexcat 4) 
Agecat 5) Ctime 6)Dosecatand  continuous variables 
(CVD, STROKE, HEARTD, PYR, COLON10,   
SUBJECTS) [7]. 

Now after reading the data, we need to load the 
data into a data frame  which is an acceptable form in R. 
Now as the first 6 variables are categorical we need to 
normalize the data by factorizing those variables.  

In deal, a Bayesian network is represented as 
an object of class network. The network object is a list of 
properties that are added or changed. By default it is set 
to the empty network (the network without any      
arrows) [1]. 

If the option specify graph is set, a point and 
click graphical interface allows the user to insert and 
delete arrows until the requested DAG is obtained.  
Note that discrete nodes are grey and continuous nodes 
are white. 

The primary property of a network is the list of 
nodes. Each entry in the list is an object of class node 
representing a node in the graph, which includes 
information associated with the node. Several methods 
for the network class operate by applying an appropriate 
method for one or more nodes in the list of nodes. The 
nodes appear in the node list in the same order as in the 
data frame used to create the network object. 

The parameters of the joint distribution of the 
variables in the network are then determined by the 
function joint prior () with the size of the imaginary data 
base as optional argument. If the size is not specified, 
deal sets the size to a reasonably small value [1]. 

Then comes the most important function which 
is Learn () function. Using this function, the dataset is 
learned by R software for finding the relationship 
between the covariates, i.e, Random variables [1]. 

To get the best BN the heuristic searching 
technique is used. The search algorithm is used with 
restarts which is implemented in the function heuristic (). 
The initial network is then perturbed according to the 
parameter degree and the search is performed starting 
with the perturbed network [1]. 

After that using fit () function we can compute 
the probabilities which are desired [1]. 
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XIII. OUTPUTS OF VARIOUS BN ALGORITHMS 

a) Markov Blanket 

 

Markov blanket of a variable is set of variables 
containing its parent, children and children other 
parents. In figure Markov Blanket of a variable A is set of 
all variables shown in circle. Those outside circle are not 
part of Markov blanket of variable A [2]. 

b) Incremental Algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This algorithm is based on the Markov blanket 
detection algorithm of the same name, which is based 
on a two-phase selection scheme (a forward selection 
followed by an attempt to remove false positives). This 
algorithm is a variant of Incremental Association which 
uses speculative stepwise forward selection to reduce 
the number of conditional independence tests [2]. 

c) Grow Shrink Algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 

This algorithm is based on the Grow-Shrink 
Markov Blanket, the first (and simplest) 
Markov blanket detection algorithm used in a structure 
learning algorithm. 

But all the above algorithms are not finding 
exact relationship between the variables, it means the 
dependency between variables is unidirectional. So 
exact inference cannot be drawn using these algorithms. 
Also these algorithms are not exhaustive. 

d) Hill Climbing Algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This algorithm finds the optimal network 
structure in the restricted space. A hill climbing greedy 
search on the space of the directed graphs. The 
optimized implementation uses score caching, score 
decomposability and score quivalence to reduce the 
number of duplicated tests. But the network score 
obtained is much less than that of Greedy algorithm as 
hill climb algorithm is not an exhaustive algorithm [2]. 

e) Greedy Algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A greedy algorithm is an algorithm that follows 
the problem solving heuristic of making the locally 
optimal choice at each stage with the hope of finding a 
global optimum. The network score obtained is much 
higher as greedy algorithm is an exhaustive algorithm. 
Because of this we got the desired Bayesian       
Network [2]. 
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XIV. CONCLUSION 

So from the above discussion we can 
understand that the Greedy algorithm is the best 
algorithm to implement the Bayesian Network for the 
given dataset which considers all the possible 
relationship between the variables and finds a complete 
Bayesian network(Note: It is not mandatory that the 
same algorithm is best suitable for all the data.). Also, 
using the probability distribution obtained from above 
network, we found that radiation dosage below 0.5 Gy 
(dosecat 0-13) have negligible effect on death count 
(CVD, STROKE, HEARTD).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure : CVD_BN 

Joint probability distribution model for cvdis:  
[c|dosecat][s|agexcat][agexcat|ctime][ctime][dosecat
|agexcat][cvd|dosecat:agexcat:s:c:colon10:agex:subje
cts] 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

:

 

Heart

 

DBN

 

Joint probability distribution model for heartd is

 

[c|dosecat][s|agexcat][agexcat|ctime][ctime][dosecat
|agexcat]

 

[heartd

 

dosecat

 

gexcat:pyr:ctime:colon10:

 

agex:subject].

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure :  

Joint probability distribution model for stroke is:  
[c|dosecat][s|agexcat][agexcat|ctime][ctime][dosecat
|agexcat][stroke|dosecat:agexcat:s:c:olon10:agex:subj
ect] 

The above three are the probabilistic distribution 
models for CVD, STROKE and Heart D. 
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MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
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Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 



 

  

 
 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 
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12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  



 

 

   

 

sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.



 

  

 
 

Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

   

XIV

© Copyright by Global Journals Inc.(US)| Guidelines Handbook

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 



 

 

   

 

shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 
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Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 

                   



 

  

 
 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
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Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 



 

 

Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  
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Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    



 

Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  



 

 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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