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An Approach to Extract Features from Document Image for 
Character Recognition                    

By Mohammad Imrul Jubair & Prianka Banik
                                                      
 

Abstract
 
-
 
In this paper we present a technique to extract features from a document image which can 

be used in machine learning algorithms in order to recognize characters from document image. The 
proposed method takes the scanned image of the handwritten

 
character from paper document as 

input and processes that input through several stages to extract effective features. The object in the 
converted binary image is segmented from the background and resized in a global resolution. 
Morphological thinning operation is applied on the resized object and then the technique scanned 
the object in order to search for features there. In this approach the feature values are estimated by 
calculating the frequency of existence of some predefined shapes in a character object. All of these 
frequencies are considered as estimated feature values which are then stored in a vector. Every 
element in that vector is considered as a single feature value or an attribute for the corresponding 
image. Now these feature vectors for individual character objects can be used to train a suitable 
machine learning algorithms in order to classify a test object. The k-nearest neighbor classifier is 
used for simulation in this paper to classify the handwritten character into the recognized classes of 
characters. The proposed technique takes less time to compute, has less complexity and increases 
the performance of classifiers in matching the handwritten characters with the machine readable 
form.

 
Keywords : character recognition, morphological thinning operation, feature vectors, classifiers.
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An Approach to Extract Features from 
Document Image for Character Recognition 

     

Abstract - In this paper we present a technique to extract 
features from a document image which can be used in 
machine learning algorithms in order to recognize characters 
from document image. The proposed method takes the 
scanned image of the handwritten character from paper 
document as input and processes that input through several 
stages to extract effective features. The object in the converted 
binary image is segmented from the background and resized 
in a global resolution. Morphological thinning operation is 
applied on the resized object and then the technique scanned 
the object in order to search for features there. In this 
approach the feature values are estimated by calculating the 
frequency of existence of some predefined shapes in a 
character object. All of these frequencies are considered as 
estimated feature values which are then stored in a vector. 
Every element in that vector is considered as a single feature 
value or an attribute for the corresponding image. Now these 
feature vectors for individual character objects can be used to 
train a suitable machine learning algorithms in order to classify 
a test object. The k-nearest neighbor classifier is used for 
simulation in this paper to classify the handwritten character 
into the recognized classes of characters. The proposed 
technique takes less time to compute, has less complexity and 
increases the performance of classifiers in matching the 
handwritten characters with the machine readable form. 
Keywords : character recognition, morphological 
thinning operation, feature vectors, classifiers. 

  

  

 

  
  

         
 

     
 

  
     

 
 

been proposed for recognizing the handwritten 
characters such as, HDCRGF [1], IHDCRFDHMM [2], 
HCRNN [3], EFHSNNHCR [4], and PABPNN [5] which 
can recognize the character in image by classifying 
them, but they take so much time and the methods are 
too complex and difficult to implement as well. 

Recently SMHCR[6] has been proposed where 
a simplified technique is developed to recognize 
character from digital image. In that approach, the 
character object is segmented from the background and 
morphological thinning operation [7][8] is applied. After 
that the segmented image containing character object is 
partitioned into several cells. Feature value is estimated 
from each cell by calculating the proportion of the 
number of 0 and 255 intensity pixels. The estimated 
values for each cells are then stored in a vector and the 
vector is considered as a feature vector for that image.  

 

Figure 1

 

: 

 

(a) shows the extraction of character object 
from image and (b) is the extracted image, (c) is the 
result of morphological thinning operation on resized 

image, (d) shows the concept of partitioning the thinned 
image in same sized cells and (e) shows an example of 

calculating estimated value for a cell C where nw= 5 
and nb= 11, so Pi = 5/11 = 0.454

 
 

K-nearest neighbor (KNN) [9] classifier is used 
here and the feature vectors are used to train the 
classifier. After training, the classifier is able to classify a 
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ptical character recognition (OCR) has become 
an important field of research in the current 
growing period of technology. Automatic 

recognition of printed and handwritten information 
present on documents like cheques, envelopes, forms, 
and other manuscripts has a variety of practical and 
commercial applications in banks, post offices, libraries, 
and publishing houses. Basically OCR is a mechanism 
to convert machine printed or handwritten document file 
into editable text format [1]. The process of handwriting 
recognition involves extraction of some defined 
characteristics called features to classify an unknown 
handwritten character into one of the known classes. A 
typical handwriting recognition system consists of  some
steps, as like- preprocessing, segmentation, feature
extraction, and classification [2]. Many methods have

O



 
new test object into a recognized character. Fig. 1 
shows the steps of SMHCR[6]. 

In SMHCR [6], the features are calculated from 
the proportion of 0 and 255 intensity pixels in a certain 
cell which is not efficient in all cases. Here the feature 
values are dependent on counting of pixels, rather than 
the shape of the object; though the shape is an 
important factor for recognizing a character. In this 
paper, a modified technique is proposed where shape 
of a character object is taken into account in order to 
estimate a feature value. The techniques searches for 
different shapes of joint in a character object and 
calculate the frequencies of their occurrence. The joint-
shapes are pre-defined and their frequencies are 
considered as estimated feature values to be used in a 
suitable classifier. 

II.   Proposed Technique 
Let X is the input character image with size m × 

n. Generally, documents are prepared by writing or 
typing on white paper. So, in this paper, we consider the 
background to be white and the foreground character 
objects to be black. X is converted into a binary image. 
So the background pixels will be the intensity of 1 and 
the foreground object pixels will be the intensity of 0. As 
mentioned earlier, the proposed technique seeks for 
predefined joint-shape occurrences. 

Different kinds of joint-shapes are seen in 
character objects as indicated in Fig. 2 as an example. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The concept of joint-shape detection can be 
illustrated with the example given in Fig.2. A

 
character 

object is thinned and our technique searches for the 
four different predefined joint-shapes which are J1, J2, J3, 
J4. As we can see J1

 
occurred for 2 times, J2

 
occurred for 

1 times, J3
 
occurred for 1 times and J4

 
occurred for 2 

times. In this example, we will consider these 
frequencies to estimate feature values where- 

Frequency (J1) = F1 = 2 
Frequency (J2) = F2 = 1 
Frequency (J3) = F3 = 1 
Frequency (J4) = F4 = 2 

Now let’s consider a vector FX = [F1, F2, F3, F4] 
          = [2, 1, 1, 2] 

So, this FX will be the feature vector for the 
image X. In practical case number of joint-shape 
template is more (J1, J2, J3, J4 ……. Jn) and in 
consequence feature vector contains more element 
such as F = [F1, F2, F3, F4,….,Fn] when number of 
joint-shape template, i = n. We can produce a 
histogram from the frequencies contained in a vector. 
Fig. 3 shows an example of histogram obtained by 
processing an image containing the character “A” where 
i = 24. 
 
 
 
 
 
 
 
 
 
 
 
 
 

   
 

 In order to train a classifier,
 
more images are 

processed to obtain feature vector and these vectors 
are passed into classifier to define individual classes. 
For an example, if we train classifier for the class “A” 
with 11 feature vectors from 11 objects, we get the 
following graph.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

    
  (a)                              

  (b) 
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Figure 4 : (b) Shows Feature-vector histograms 
obtained from several training objects in (a)

An Approach to Extract Features from Document Image for Character Recognition

Figure 3 : (b) Shows the histogram of the feature 
vector obtained from (a) Image
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Figure 2 : (a) Shows a resized & thinned object (b) 
Indicates different joint-shapes Ji detected on the object 
which are numbered as J1, J2, J3, J4. and (c) Shows the 

template of joint-shapes J1, J2, J3, J4

(from left to right)



 
  

 
III. 

  

Simulation

 
The proposed technique has been simulated 

using Matlab programming language. In our simulation, 
we have used 24 templates of joint-shapes. Fig. 5 
shows the several templates.

 
 

 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

The joint-shapes are used as window and they 
slide through the image to find out any match. In every 
matching the frequency values are incremented by 1.

 

Several character images are used to extract 
feature vectors and k-nn classifiers is used and is 
trained to determine the class of a testing object.

 

Fig.6 
shows some of the training images and feature vector 
histograms for several training classes are shown in 
Fig.7.

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7

 

: 

 

Histograms of features vectors for several 

             

character classes (for simplicity only A to H are shown)

 
 

 
 
 
 
 Figure 6

 

: 

 

Example of some training image 
objects

 
 
 

Figure 5

 

: 

 

Several joint-shape templates
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Total 650 number of sample images with 
different handwritten characters collected from different 
people has been tested using the proposed method 
and the result shows that the proposed method 
performs successfully to recognize handwritten 

An Approach to Extract Features from Document Image for Character Recognition
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characters from document images and its average 
accuracy rate is 97.21%. The rate of success

 

in 
recognizing sample images for different individual 
characters are shown in Fig 6

 

and a comparison 
between the proposed technique and SMHCR

 

[6]

 

is 
also presented.

 
 

 
 
 

Figure 8

 

: 

 

Shows the accuracy rate of k-nn classifier 
in recognizing character using the proposed feature 

extraction method

 
 

 
 

(a)

 
 
 
 
 
 
 

 
 

 
 

Figure 9

 

: 

 

(a) Shows the number of feature element 
vs. running time graph and (b) Shows the number of 

feature element vs. accuracy rate graph

 
 

Fig. 9 shows some scenario related to feature 
vector’s size.

 

We can see that if we increase the number 
of elements in feature vector (i), the classifier needs 
more time to be trained (a) and as well as we will get 
more accuracy rate also (b).

 

IV.   Future Plan

 

The proposed technique can be improved to 
make it more

 

efficient. Predefined joint-shape templates 
can be selected carefully so that unused templates can 
be removed which will reduce time complexity. More 
powerful machine learning algorithms can be used in 
here in order to improve the recognition rate. Integration 
of this feature extraction method into the neural network 
is also a future plan

 

of this work.

 

V.    Conclusion

 

In this paper a method in presented to extract 
features from a document image. The features are

 

extracted by seeking the occurrence of some joint-
shapes in thinned object. The frequencies of occurrence 
are stored as feature elements in a vector. The feature 
vectors can be used through the classifiers in order to 
recognize a character object. The proposed feature 
extraction technique

 

is less complex, easy to implement

 

and integrate while recognizing the characters from 
document scanned image accurately.
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Abstract

 

-

 

The main research objective of this paper is to 
detecting object boundaries in outdoor scenes of images 
solely based on some general properties of the real world 
objects. Here, segmentation and recognition should not be 
separated and treated as an interleaving procedure.  In this 
project, an adaptive global clustering technique is developed 
that can capture the non-accidental structural relationships 
among the constituent parts of the structured objects which 
usually consist of multiple constituent parts. The background 
objects such as sky, tree, ground etc. are also recognized 
based on the color and texture information. This process 
groups them together accordingly without depending on a 
priori knowledge of the specific objects. The proposed method 
outperformed two state-of-the-art image segmentation 
approaches on two challenging outdoor databases and on 
various outdoor natural scene environments, this improves the 
segmentation quality. By using this clustering technique is to 
overcome strong reflection and over segmentation. This 
proposed work shows better performance and improve 
background identification capability.

 

I.

 

Introduction

 

mage segmentation

 

is the process of partitioning a 
digital image into multiple segments. One of the 
fundamental problem in computer vision is 

considered as image segmentation. The primary goal of 
image segmentation is to simplify or change the 
representation of an image into something that is more 
meaningful and easier to analyse[1]. In general, the 
outdoor scenes can be categorized into two namely, 
unstructured objects (e.g., sky, roads, trees, grass, etc.) 
and structured objects (e.g., cars, buildings, people, 
etc.). The unstructured objects mainly consists of 
backgrounds of images and structured objects consists 
of foreground of images. The background objects 
usually have nearly homogenous surfaces and are 
distinct from the structured objects in images. So many 
appearance

 

based methods are used to achieve high 
accuracy in recognizing these background object 
classes[2],[3],[4]. The challenge for outdoor 
segmentation comes from the structured objects that 
are often composed of multiple parts, with each part 
having distinct surface characteristics. Without certain 
knowledge about an object, it is difficult to group these 
parts together[5],[6]. The research objective of this 
paper  is to explore detecting object boundaries in 

outdoor scene images only based on some general 
properties of the real-world objects, such as perceptual 
organization laws, without depending on a priori 
knowledge of the specific objects.  

Perceptual organization plays an important role 
in human visual perception. Perceptual organization, 
refers to the basic capability of the human visual system 
to derive relevant groupings and structures from an 
image without prior knowledge of its contents. The 
Gestalt psychologists summarized some underlying 
principles (e.g., proximity, similarity, continuity, 
symmetry, etc) that lead to human perceptual grouping. 
The classic Gestalt laws pointed out that convexity also 
plays an important role on perceptual organization 
because many real-world objects such as buildings, 
vehicles, and furniture tend to have convex shapes. 
These can be summarized by a single principle, i.e., the 
principle of nonacidentalness, which means that these 
structures are most likely produced by an object or 
process, and are unlikely to arise at random [7]. 

For applying Gestalt laws to real world 
applications there are several challenges. One of 
challenge is to find quantitative and objective measures 
of these grouping laws. The Gestalt laws are in 
descriptive forms. Therefore, one needs to quantify them 
for scientific use. Another challenge consists of finding a 
way to combine the various grouping factors since 
object parts can be attached in many different ways. 
Under different situations, different laws may be applied. 
Therefore, a perceptual organization system requires 
combining as many Gestalt laws as possible. The 
greater the number of Gestalt laws incorporated, the 
better chance the perceptual organization systems may 
apply appropriate Gestalt laws in practices. Ren [8] 
developed a probabilistic model of continuity and 
closure built on a scale-invariant geometric structure to 
estimate object boundaries. Jacobs emphasized that 
convexity plays an important role in perceptual 
organization and, in many cases, overrules other laws 
such as closure.  

The main contribution of this paper is a 
developed perceptual organization model (POM) for 
boundary detection. The POM quantitatively 
incorporates a list of Gestalt laws and therefore is able 
to capture the nonaccidental structural relationships 
among the constituent parts of a structured object. With 
this model, we are able to detect the boundaries of 
various salient structured objects under different outdoor 

I
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environments.The proposed method outperformed two 
state-of-the-art studies [9],[10] on two challenging 
image databases consisting of a wide variety of outdoor 
scenes and object classes. 

 
 
 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 1 :

  

Block diagram of proposed work

 
II.

 
Methodology

 

The proposed system consists of three main 
steps for recognizing the common background and 
foreground objects.  

a) Background Identification in Outdoor Natural 
Scenes 

The objects seeming in natural scenes can be 
roughly divided into two categories namely, 
unstructured and structured objects. Unstructured 
objects typically have nearly similar surfaces, whereas 
structured objects typically consist of several essential 

parts, with each part having distinct appearances in their 
color, texture, etc. The common backgrounds in outdoor 
natural scenes are those unstructured objects such as 
skies, roads, trees, and grasses and these objects have 
low visual variability in most cases and are distinct from 
other structured objects in an image. For instance, a sky 
commonly has a identical form with blue or white 
colours; a tree or a grass usually has a textured 
presence with green colours. Hence, these background 
objects can be precisely predictable only based on 
appearance data. Assume if we use a bottom-up 
segmentation method to segment an outdoor image 
into uniform regions. Then, some of the regions must 
belong to the background objects. To recognize these 
background regions, we use a technique similar [2]. 

 

b) Perceptual Organization Model (POM) 
Most images consist of background and 

foreground objects and these foreground objects are 
structured objects that are often composed of multiple 
parts, with each part having distinct surface 
characteristics. Assume that we can use a bottom-up 
method to segment an image into uniform patches, then 
most structured objects should be oversegmented to 
multiple parts. After the background patches are 
identified in the image, the majority of the remaining 
image patches correspond to the constituent parts of 

READ IMAGE

 

PREPROCESSING

 

FILTER BANK

 

ADAPTIVE GLOBAL 
CLUSTERING

 

FOREGROUND 
EXTRACTION

 

ADABOOST

 

PERCEPTUAL 
ORGANIZATION MODEL

 

The key for this method is to use textons to 
represent object appearance information. The term 
texton is first presented for describing human textural 
perception. The whole textonization process proceeds 
as follows: First, the training images are converted to the 
perceptually uniform CIE color space. Then, the training 
images are convolved with a 17-D filter bank. We use 
the same filter bank as that in, which consists of 
Gaussians at scales 1, 2, and 4; the and derivatives of 
Gaussians at scales 2 and 4; and Laplacians of 
Gaussians at scales 1, 2, 4, and 8. The Gaussians are 
applied to all three color channels, whereas the other 
filters are applied only to the luminance channel. By 
doing so, we obtain a 17-D response for each training 
pixel. The 17-D response is then augmented with the 
CIE  channels to form a 20-D vector. After augmenting 
the three color channels, we can achieve slightly higher 
classification accuracy [3]. Then, the Euclidean-distance 
–means clustering algorithm is performed on the 20-D 
vectors collected from the training images to generate 
cluster centers. These cluster centers are called textons. 
Finally, each pixel in each image is assigned to the 
nearest cluster center, producing the texton map. After 
this textonization process, each image region of the 
training images is represented by a histogram of 
textons. We then use these training data to train a set of 
binary Adaboost classifiers to classify the unstructured 
objects (e.g., skies, roads, trees, grasses, etc.). to 
achieve high accuracy on classifying these background 
objects in outdoor images.
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structured objects. The challenge here is how to piece 
the set of constituted parts of a structured object 
together to form a region that corresponds to the 
structured object without any object-specific knowledge 
of the object. To tackle this problem, we develop a 
POM. Accordingly, our image segmentation algorithm 
can be divided into the following three steps. 

• Given an image, use a bottom-up method to 
segment  it into uniform patches. 

• Use background classifiers to identify 
background patches. 

• Use POM to group the remaining patches 
(parts) to larger regions that correspond to 
structured objects or semantically meaningful 
parts of structured objects. 
We now go through the details of our POM. 

Even after background identification, there is still a large 
number of parts remaining. Different combinations of the 
parts form different regions. We want to use the Gestalt 
laws to guide us to find and group these kinds of 
regions. Our strategy is that, since there always exist 
some special structural relationships that obey the 
principle of nonaccidentalness among the constituent 
parts of a structured object, we may be able to piece the 
set of parts together by capturing these special 
structural relationships. The whole process works as 
follows: We first pick one part and then keep growing 
the region by trying to group its neighbors with the 
region. The process stops when none of the region’s 
neighbors can be grouped with the region. To achieve 
this, we develop a measurement to measure how 
accurately a region is grouped. The region goodness 
directly depends on how well the structural relationships 
of parts contained in the region obey Gestalt laws. In 
other words, the region goodness is defined from 
perceptual organization perspective. With the region 
measurement, we can go find the best region that 
contains the initial part. In most cases, the best region 
corresponds to a single structured object or the 
semantically meaningful part of the structured object. 

c) Image Segmentation Algorithm 
The POM can capture the special structural 

relationships that obey the principle of 
nonaccidentalness among the constituent parts of a 
structured object. To apply the proposed POM to real-
world natural scene images, we need to first segment an 
image into regions so that each region approximately 
corresponds to an object part. In this implementation, 
Felzenszwalb and Huttenlocher’s approach [11] are 
used to generate initial superpixels for an outdoor scene 
image. We select this method because it is very efficient 
and the result of the method is comparable to the mean-
shift algorithm [12]. To further improve the segmentation 
quality, we apply a segment-merge method on the initial 
superpixels to merge the small size regions with their 

neighbors. These small size regions are often caused by 
the texture of surfaces or by the inhomogeneous 
portions of some part surfaces. Since these small size 
image regions contribute little to the structure 
information of object parts, we merge them together with 
their larger neighbors to improve the performance of our 
POM. In addition, if two adjacent regions have similar 
colors, we also merge them together. By doing so, we 
obtain a set of improved superpixels. Most of these 
improved superpixels approximately correspond to 
object parts. We now turn to the image segmentation 
algorithm.  

Given an outdoor scene image, we first apply 
the segment-merge technique described above to 
generate a set of improved superpixels. Most of the 
superpixels approximately correspond to object parts in 
that scene. We build a graph to represent these 
superpixels: Let be an undirected graph. Each vertex 
corresponds to a superpixel, and each edge 
corresponds to a pair of neighboring vertices. We then 
use our background classifiers are divide into two parts: 
backgrounds such as sky, roads, grasses, and trees 
and structured parts. We then apply our perceptual 
organization algorithm at the beginning, all the 
components in are marked as unprocessed. Then, for 
each unprocessed component to detect the best region 
that contains vertex . Region may correspond to a single 
structured object or the semantically meaningful part of 
a structured object. We mark all the components 
comprising as processed. The algorithm gradually 
moves from the ground plane up to the sky until all the 
components in are processed. Then, we finish one 
round of perceptual organization procedure and use the 
grouped regions in this round as inputs for the next 
round of perceptual organization on. At the beginning of 
a new round of perceptual organization, we merge the 
adjacent components if they have similar colors and 
build a new graph for the new components. This 
perceptual organization procedure is repeated for 
multiple rounds until no components in can be grouped 
with other components. In practice, we find that the 
result of two rounds of grouping is good enough in most 
cases. At last, in a post process procedure, we merge 
all the adjacent sky and ground objects together to 
generate final segmentation. 

III. Experimental Results 

a) Gould Database 

First we test image segmentation algorithm 
using Gould image data set (GDS). This data set 
contains 715 images of urban and rural scenes 
assembled from a collection of public image data sets: 
LabelMe, MSRC-21, PASCAL and geometric context. 
The images on this data set are downsampled to 
approximately 320 pixels × 240 pixels. The images 
contain a wide variety of man-made and biological 
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objects such as buildings, signs, cars, people, cows, 
and sheep. This data set provides ground truth object 
class segmentations that associate each region with 
one of eight semantic classes (sky, tree, road, grass, 
water, building, mountain, or foreground). In addition, 
the object class labels, the ground truth object 
segmentations that associate each segment with one 
physical object, are also provided.  Following the same 
setup we randomly split the data set into 572 training 
images and 143 testing images. Gould09 data set also 
used superpixels as a starting point. We used the 
normalized cut algorithm to generate 400 superpixels for 
use in the Gould09 method. The Gould09 method is a 
slight variant of the baseline method and achieved 
comparable result against the relative location prior 
method in Shotton’s method and Yang’s method on the 
MSRC-21 data set. Gould09 is trained on the training set 
and tested on the testing set. We first use the training 
images to train five background classifiers for 
background identification. Then, we test our POM 
method on both the testing set and the full GDS data 
set. We choose the method proposed by Martin as the 
measurement for segmentation accuracy. 

The segmentation accuracy score is defined as 
where and represent the set of pixels in the ground truth 
segment of an object and the machine-generated object 
segment, respectively. Because all the images in this 
data set are downsized to 320 pixels 240 pixels, we set 
the parameters of Felzenszwalb’s algorithm to small 
values to generate the initial superpixels from the input 
images. We found that Felzenszwalb’s algorithm with 
this set of parameters works well for small size images . 
We set parameters for our POM and we used the 572 
training images to learn five binary Adaboost classifiers 
to identify five background object classes (i.e., sky, 
road, grass, trees, and water). This compares the 
performance of our method.  

 
(a)  

 

 

 (c)  
 

 
(d)  

 

 
(e)  

 

 

 
With that of the baseline method (Gould09) on 

the GDS. The segmentation accuracy measurement is 
based on the average value. For each class, the score is 
averaged over all the salient object segments in the 
class. For overall objects, the score is averaged over all 
the detected salient object segments. If the size of a 
ground truth object segment is smaller than 0.5% of the 
image size, it is not a salient object and will not be 
accounted for in the segmentation accuracy. In total, we 
detected 2757 salient objects from143 testing images 
and, on average, 19 objects per image. We are able to 
achieve an average improvement of 16.2% over the 
performance of the Gould09 method. Among 2757 
salient objects detected in the testing images, the 
structured objects (buildings foregrounds) account for 
52.6%. Our method significantly outperforms the 
Gould09 method on segmenting the structured objects. 

(b)
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Figure 2 : Illustration of segmentation of an outdoor 
scene (a)input image, (b)segmentation of an input 
image: for background objects identification. Sky is 
labeled as blue, ground is labeled as yellow, and 
vegetations (tree or grass) are labeled as green, (c) 
label the input images, (d) and (e) shows the extraction 
of background and foreground objects of an image.



For the full data set, we detected 13 430 salient objects 
from 715 images and, on average, 18.8 objects per 
image. Structured objects account for 54.8% of the total 
detected salient objects.  

For the structured objects, POM does not gain 
any prior knowledge from training images. Our POM 
achieves very stable performance on segmenting the 
difficultly structured objects on the full data set. This 
shows that our POM can successfully handle various 
structured objects appearing in outdoor scenes. Pixel-
level accuracy reflects how accurate the classification is 
for multiclass segmentation methods. Pixel-level 
accuracy is computed as the percentage of image 
pixels correct class label. Our POM is not a multiclass 
segmentation method because it does not label each 
pixel of an image with one of eight semantic classes as 
Gould09. Therefore, our POM does not have pixel-level 
accuracy. Gould09 seems to be adaptable to the 
variation of the number of semantic classes. The 
method achieved 70.1% pixel-level accuracy on the 21-
class MSRC database according to and achieved 
impressive 75.4% pixel-level accuracy on the 8-class 
GDS. However, the foreground class in GDS includes a 
wide variety of structured object classes such as cars, 
buses, people, signs, sheep, cows, bicycles, and 
motorcycles, which have totally different appearance 
and shape characteristics. This makes training an 
accurate classifier for classifying the foreground classes 
difficult. As a result, the Gould09 method cannot handle 
complicated environments where multiple foreground 
objects may appear close to each other. In such cases, 
the Gould09 method often labeled the whole group of 
physically different object instances such as people, car, 
and sign as one continuous foreground class region. 
This affects the performance of Gould09 on the object-
level segmentation. If the foreground class can be 
further divided into more semantic object classes, the 
performance of the Gould09 method can be expected to 
improve on the GDS. The small number of semantic 
classes does not affect our method. Our method only 
requires identifying five background object classes (i.e., 
sky, trees, road, grass, and water). The remaining object 
classes are treated as structured objects.  

b) Berkeley Segmentation Data Set 
POM image segmentation method can be 

evaluated by using Berkeley segmentation data set 
(BSDS). BSDS contains a training set of 200 images and 
a test set of 100 images. For each image, BSDS 
provides a collection of hand-labeled segmentations 
from multiple human subjects as ground truth. BSDS 
has been widely used as a benchmark for many 
boundary detection and segmentation algorithms in 
technical literature. We directly evaluate our POM 
method on the test set of BSDS. The sizes of images in 
this data set are 481 321, which are larger than the sizes 
of images in GDS. We use larger parameters for 

Felzenszwalb’s algorithm to generate the initial 
superpixels for an input image. We use the same 
background classifiers trained in the GDS data set to 
identify background objects in this data set. Examples of 
our POM segmentation algorithm on the BSDS data set. 

The region-based segmentation accuracy 
measurement is still. For each image, BSDS provides a 
collection of multiple human-labeled segmentations. For 
simplicity, we only select the first human-labeled 
segmentation of the collection as ground truth for the 
image. The score is averaged over all the salient object 
segments. If the size of a ground truth segment size is 
smaller than % 0.5 of the image size, it is not a salient 
object and will not be accounted for segmentation 
accuracy. In total, we detect 681 salient objects from 
100 images and, on average, 6.8 objects per image. 
Our POM achieved an averaged segmentation accuracy 
score of 53% on the test set of BSDS. For the boundary-
based measurement, we use the precision– recall 
framework recommended by BSDS. A precision–recall 
curve is a parameterized curve that captures the trade 
off between accuracy and noise. Precision is the fraction 
of detections that are true boundaries, whereas recall is 
the fraction of true boundaries that are detected. Thus, 
precision is the probability that the segmentation 
algorithm’s signal is valid, and recall is the probability 
that the ground truth data is detected. These two 
quantities can be combined in a single quality measure, 
i.e., F-measure, defined as the weighted harmonic mean 
of precision and recall. Boundary detection algorithms 
usually generate a soft boundary map for an image. 

IV. Conclusion 

The main contribution of this paper is to 
develop a perceptual organization model for extracting 
background and foreground images of an object. Our 
experimental results show that our future method 
outpaced two competing state-of-the-art image 
segmentation approaches and achieved good 
segmentation quality on two challenging outdoor scene 
image data sets. It is well accepted that segmentation 
and recognition should not be separated and should be 
treated as an interleaving procedure. In this method 
mainly follows the scheme and requires identifying some 
background objects as a starting point and compared to 
the large number of structured object classes. There are 
only a few common background objects in outdoor 
scenes and these objects have low visual variety and 
hence can be reliably recognized. After background 
objects are identified, we roughly know where the 
structured objects are and delimit perceptual 
organization in certain areas of an image. Our method 
can piece the whole object or the main portions of the 
objects together without requiring recognition of the 
individual object parts. In other words, for these object 
classes, our method provides a way to separate 
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segmentation and recognition. This is the major 
difference between our method and other class 
segmentation methods that require recognizing an 
object in order to segment it. This paper shows that, for 
many fairly articulated objects, recognition may not be a 
requirement for segmentation. The geometric 
relationships of the constituent parts of the objects 
provide useful cues indicating the memberships of 
these parts. 

 

 

 
 

 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 

 
 

 

13. D. Comaniciu and P. Meer, “Mean shift: A robust 
approach toward feature space analysis,” IEEE 
Trans. Pattern Anal. Mach. Intell., vol. 24, no. 5, pp. 
603–619, May 2002. 

14. S. Gould, R. Fulton, and D. Koller, “Decomposing a 
scene into geometric and semantically consistent 
regions,” in Proc. IEEE ICCV, 2009, pp. 1–8. 

15. J. Shotton, M. Johnson, and R. Cipolla, “Semantic 
texton forests for image categorization and 
segmentation,” in Proc. IEEE CVPR, 2008, pp. 1–8. 

16. S. Gould, J. Rodgers, D. Cohen, G. Elidan, and D. 
Koller, “Multi-class segmentation with relative 
location prior,” Int. J. Comput. Vis., vol. 80, no. 3, 
pp. 300–316, Dec. 2008. 

17. C. Pantofaru, C. Schmid, and M. Hebert, “Object 
recognition by integrating multiple image 
segmentations,” in Proc. ECCV,  2008, pp. 481–494. 

18. B. Micusik and J. Kosecka, “Semantic segmentation 
of street scenes by superpixel co-occurrence and 3-
D geometry,” in Proc.  IEEE Workshop VOEC, 2009. 

1. S. K. Shah, “Performance modeling and algorithm 
characterization for robust image segmentation,” 
Int. J. Comput. Vis., vol. 80, no. 1, pp. 92–103, Oct. 
2008.

2. J. Shotton, J. Winn, C. Rother, and A. Criminisi, 
“Textonboost for image understanding: Multi-class 
object recognition and segmentation by jointly 
modeling texture, layout, and context,” Int. J. 
Comput. Vis., vol. 81, no. 1, pp. 2–23, Jan. 2009.

3. J. Winn, A. Criminisi, and T. Minka, “Categorization 
by learned universal visual dictionary,” in Proc. IEEE 
ICCV,  2005, vol. 2, pp. 1800–1807.

4. L. Yang, P. Meer, and D. J. Foran, “Multiple class 
segmentation using a unified framework over man-
shift patches,” in Proc. IEEE CVPR, 2007, pp. 1–8.

5. E. Borenstein and E. Sharon, “Combining top-down 
and bottom-up segmentation,” in Proc. 
IEEEWorkshop Perceptual Org. Comput. Vis.,
CVPR,  2004, pp. 46–53.

6. U. Rutishauser and D. Walther, “Is bottom-up 
attention useful for object recognition?,” in Proc. 
IEEE CVPR,  2004, vol. 2, pp. 37–44.

7. D. W. Jacobs, “What makes viewpoint-invariant 
properties perceptually salient?,” J. Opt. Soc. Amer. 
A, Opt. Image Sci., vol. 20, no. 7, pp. 1304–1320, 
Jul. 2003.

8. X. F. Ren, C. C. Fowlkes, and J.Malik, “Learning 
probabilistic models for contour completion in 
natural images,” Int. J. Comput. Vis., vol. 77, no. 
1–3, pp. 47–63, May 2008.

9. S. Gould, O. Russakovsky, I. Goodfellow, P. 
Baumstarck, A. Y. Ng, and D. Koller, The 
STAIRVision Library (v2.3) 2009 [Online].Available: 
http://ai.stanford.edu/~sgould/svl

10. M.Maire, P. Arbelaez, C. C. Fowlkes, and J.Malik, 
“Using contours to detect and localize junctions in 
natural images,” in Proc. IEEE CVPR, 2008, pp. 1–8.

11. C. Cheng, A. Koschan, D. L. Page, and M. A. Abidi, 
“Scene image segmentation based on perception 
organization,” in Proc. IEEE ICIP, 2009, pp. 1801–
1804.

12. P. Felzenszwalb and D. Huttenlocher, “Efficient 
graph-based image segmentation,” Int. J. Comput. 
Vis., vol. 59, no. 2, pp. 167–181, Sep. 2004.

References  Références Referencias

  
  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
III

  
Is
su

e 
II 

 V
er
sio

n 
I 

12

  
 

(
DDDD

)
Y
e
a
r

01
3

2
F

© 2013  Global Journals Inc.  (US)



 
 

  
Global Journal of Computer Science and Technology 
Graphics & Vision 
Volume 13 Issue 2 Version 1.0 Year 2013 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Bangla Character Recognition System is Developed by using 
Automatic Feature Extraction and XOR Operation                    

  
                                                     Islamic University, Bangladesh 

Abstract - This paper presents off-line bangle character recognition system using automatic feature 
extraction and XOR operation. In this system, the Bangla text is accepted as an image file which is 
first segmented into lines and words and then each word is segmented into characters. The pixels 
outside the boundary of the character are eliminated. The characters are scaled to a size equal to the 
database image. A XOR operation is performed between the scaled image and the database image 
and the error (%) is calculated. Finally, depending on the minimum error, the system recognizes the 
character to use in the output. The average recognition accuracy rate of the system was about 80%. 

 

GJCST-F Classification:  I.5.0  

Bangla Character Recognition System is Developed by Using Automatic Feature Extraction and XOR Operation 

Strictly as per the compliance and regulations of:

  
 

 

 

 

 

Keywords : character recognition;  character segmentation;  automatic feature extraction; XOR operation.

By Md. Mojahidul Islam, Md. Imran Hossain & Md. Kislu Noman

© 2013. Md. Mojahidul Islam, Md. Imran Hossain & Md. Kislu Noman. This is a research/review paper, distributed under the terms of 
the Creative Commons Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting 
all non-commercial use, distribution, and reproduction inany medium, provided the original work is properly cited.



Bangla Character Recognition System is 
Developed by using Automatic Feature 

Extraction and XOR Operation
        

Abstract -
 

This paper presents off-line bangle character 
recognition system using automatic feature extraction and 
XOR operation. In this system, the Bangla text is accepted as 
an image file which is first segmented into lines and words and 
then each word is segmented into characters. The pixels 
outside the boundary of the character are eliminated. The 
characters are scaled to a size equal to the database image. A 
XOR operation is performed between the scaled image and 
the database image and the error (%) is calculated. Finally, 
depending on the minimum error, the system recognizes the 
character to use in the output. The average recognition 
accuracy rate of the system was about 80%. 

 Keywords : character recognition;  character 
segmentation;  automatic feature extraction; XOR 
operation. 

I.
 

Introduction
 

     
 

   

    

 
 

   
 

  
 

 

II.

 

Implementation of Character 
Recognition System

 

The character recognition system can be divided 
as segmentation of text document into character and 
recognition of the character. The whole process is shown 
in Fig 1.
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he subject of character recognition has been 
receiving considerable attention in recent years 
due to the advancement of the automation 

process. Automatic character recognition improves the 
interaction between man and machine in many 
applications like office automation, cheque verification, 
mail sorting, and a large variety of banking, business 
and data entry applications. We are concerned here with 
the recognition of character in Bangla language. Bangla 

is the mother language of Bangladesh and 
approximately 10% of the world’s population speaks in 

Indian, Chinese and other languages trying to develop 
the complete character recognition system. In our 
country, research works in this field have achieved a 
limited success so far as compared to the other foreign 
languages. Though, the achievement in this fascinating 
field is not enough to reach the ultimate goal. But the 
progress of such research with Bangla language is still 
in an initial level. This research is a simple flourish to 

T

implement that dream as the initial step to convert the 
Bangla text to computer readable form that is 
development of complete Bangla Character Recognition 
system. Individual Bangla characters were recognized 
using various techniques such as geometric shape 
analysis, black runs and concavity measurement 
technique.  

Source

Printed Output

Image
Acquisition Pre-processing

Character 
Recognition

Feature 
Extraction

Text
Segmentation

Decision
Making Scaling

Knowledge
Base

Figure 1 : Block diagram of character recognition system

Md. Mojahidul Islam α, Md. Imran Hossain σ Md. Kislu Noman ρ&



       
 

 
 
 
 
 
 
 

    
 

 
 
 

 
 

 

a)

 

Image Acquisition

 

The input images are acquired from documents 
containing text by using scanner as an input device or 
using Adobe Photoshop or Paint. Acquired images are 
then stored in Hard Disk in JPG picture format. This image 
is then passed for preprocessing.

 

b)

 

Pre-Processing

 

The scanned image is converted into binary 
image. At first, the RGB image is converted into grayscale 
image and then binary image i.e. an image with pixel 0 
(white) and 1 (black). After converting the image, the 
unnecessary pixels (0s) from the original image is 
removed.  

 

c)

 

RGB to Grayscale and Gray to RGB Conversion

 

In practical cases most of the images are 
generally color (RGB), but it is complex to work with a 
three-dimensional array. So it needs to convert the RGB 
image into the grayscale image. The RGB to grayscale 
conversion is performed by MATLAB command.

 

I = rgb2gray(f)

 

 
 

For ease of analysis, the grayscale image is 
converted into binary image by using the following 
MATLAB command.

 

BW = im2bw(I)

 

III.

 

Text Segmentation

 

Text segmentation is a process where the text is 
partitioned into its elementary entities i.e. characters [10]. 
The total performance of the character

 

recognition process 
depends on the accuracy of the segmentation process of 
the text into the characters. In the segmentation phase, first 
the document is segmented into text lines, the text lines are 
segmented into text words and then the words are 
segmented into characters.

 

a)

 

Line Segmentation

 

Text line segmentation is performed by scanning 
the input image horizontally. Frequency of black pixels in 
each raw is counted to separate the line. The position 
between two consecutive lines, where the number of black 
pixels in a raw is zero denotes a boundary between the 
lines [13]. The output image is shown in Fig 2.
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(a)

    
(b)

(c)

Figure 2 : Line Segmentation (a) Bangla input text image, 
(b) Image of first segmented line and

(c) Text image without first line

b) Word Segmentation
In English text there is a minimum gap between 

two consecutive characters and two consecutive words. 
The minimum gap between two consecutive words is 
greater than two consecutive characters. Although 
maximum characters in Bangla text line are connected by 
matra line with each other, the same case occurs if the gap 
exists between them. For word segmentation from the text 
line, the vertical scan is performed. If there exists n 
consecutive scan that find no black pixel, we denote it to 
be a marker between two words. The value of n is the 
minimum gap between two consecutive words which is 
taken experimentally. The output is shown in Fig 3      
  

  
(a)

         (b)

                  (c)

Figure 3 : Word Segmentation (a) Bangla Text Line,
(b) Image of first segmented word and

(c) Image without first word

c) Character Segmentation
For character segmentation from the word, the 

vertical scan is performed. The starting boundary of a 
character is the first column where the first black is found. 
After finding the starting boundary of a character, it 
continues scanning until a column without any black pixel 
is found, which is the ending boundary of the character 
being  processed  [14].  Fig. 4 shows a single segmented 
character and its corresponding binary format.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4

 

: (a) Binary Form of a Segmented Character

 
d)

 

Knowledge Base

 

The knowledge base is designed based on the 
feature matrix of various characters. In order to build the 

knowledge base, first, the RGB character image is 
converted into grayscale image then it is converted into 
binary image. After getting the binary image, the 
unnecessary pixels from the character boundary is 
eliminated.  
e) Feature Extraction 

Feature extraction is the process of extracting 
essential information content from the image segment. It 
plays   an   important   role   in    the   whole    recognition 
process [10].  
f) Scaling 

Depending on the height and width of the 
database image the segmented characters are scaled. If 
the size of the segmented character is higher than the 
database character then the system will be scaled down all 
the segmented characters to the size of the database 
character, otherwise scaled up. If C be the segmented 
character then the scaled image S is obtained by the 
following MATLAB command: S = imresize(C, [height, 
width]). 

Where, height and width is the dimension of the 
database character. Fig 5(a) shows a database character 

whose size is 16×16. The segmented character    of 
size 20×20 shown in Fig 5(b) is scaled down to the size of 
database character 16×16 shown in Fig 5(c). This is 
repeated for all database characters and finally for all 
segmented characters.  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Image scaling (a) Database image of size 16×16, (b) Segmented image of size 20×20, and (c) Scaled image 
of (b) of size 16×16 
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Figure 5 :

(a)

(a) (b) (c)

00000000000000000000
01111110000011111100
00111100000001111100
10111110000000111100
11011100000000011100
10011110000110011100
11011111111110001100
11101111111111001100
11100111111111001100
11110011111111001100
11110001111110001100
11110000011100000100
11111000000000010000
11111100000000110000
11111111000011111100
11111111111111111100
11111111111111111100
11111111111111111100
11111111111111111100
11111111111111111110

       
0000000000000000
0111110001111100
1011100000011100
1011100000001100
1011111001001100
1011111111001100
1100111111101100
1110111111101100
1110011111001100
1110001110001100
1111100000010000
1111110101111100
1111111111111100
1111111111111110
1111111111111110
1111111111111110

00000000000000000000
01111110000011111100
00111100000001111100
10111110000000111100
11011100000000011100
10011110000110011100
11011111111110001100
11101111111111001100
11100111111111001100
11110011111111001100
11110001111110001100
11110000011100000100
11111000000000010000
11111100000000110000
11111111000011111100
11111111111111111100
11111111111111111100
11111111111111111100
11111111111111111100
11111111111111111110

      
      

0000000000000000
0111110001111100
1111110000011100
1011100000001100
1011110011001100
1011111111001100
1100111111001100
1100111111101100
1110011111001100
1110001110000100
1111100000010000
1111110000111100
1111111111111100
1111111111111100
1111111111111100
1111111111111110
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g) Character Recognition 
Character recognition performance depends on 

the scaling. If the segmented character is too higher or too 
lower than the database image then the character 
recognition performance is reduced. The character 
recognition procedure is described in following Algorithm: 
BEGIN 

1. Calculate totalpixel = height×width. 
2. Take XOR between first database character and 

scaled character S. 
3. Calculate no. of correct pixels (0 is the correct 

pixel), correctpixel. 
4. Calculate percentage of error using 

%100
total

correcttotal
(%)error 

pixel

pixelpixel ×
−

=  and 

save error (%).

 5.
 

Repeat Step 1 to Step 4 for all database characters.
 6.

 
Calculate minimum error (%) (emin) obtaining from 
Step 4 for database characters.

 7.
 

Define a error tolerance, errortolerance.
 8.

 
If emin<errortolerance

 Compare emin

 
for all %error

 If emin=error(i) (%)
               Then print the ith

 
character

         endif
 

          
else

 
 

           Print ‘the character is not recognized’
 endif.

 9.
 

Repeat Step 1 to Step 8 for all segmented characters
 10.

 
End

 

 
 

Figure 6

 

:

 

Character recognition (a) Database image of size 16×16, (b)

 

Scaled image of size 16×16,

 

(c) Image after 
XOR between (a) and (b)

 
Total number of pixels, totalpixel = 16×16 = 256

 Total number of correct pixels (0s), correctpixel

 
= 221

 

%100
total

correcttotal
(%)error 

pixel

pixelpixel ×
−

=  

                         
256

221256 −
=  

             = 13.6719% 
In this way, for all database character the error 

(%) calculation is repeated. If the database character 
exactly or approximately matches with the segmented 
character then the error (%) will minimum. So base on the 
minimum error, the system gives the corresponding 
output character.  

IV.
 

Result and Performance Analysis
 

The system is divided in two main phases: 
segmentation and character recognition. So the overall 
performance of the system directly depends on the 
performance of the two individual phases.

 The accuracy of this system is measured as the success 
rate for the recognition of characters. It is measured using 
Eq. (1):

 

%100
Test ofNumber 

Success ofNumber (%)Accuracy ×=
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(a) (b) (c)

0000000000000000
0111110001111100
1011100000011100
1011100000001100
1011111001001100
1011111111001100
1100111111101100
1110111111101100
1110011111001100
1110001110001100
1111100000010000
1111110101111100
1111111111111100
1111111111111110
1111111111111110
1111111111111110

0000000000000000
0111110001111100
1111110000011100
1011100000001100
1011110011001100
1011111111001100
1100111111001100
1100111111101100
1110011111001100
1110001110000100
1111100000010000
1111110000111100
1111111111111100
1111111111111100
1111111111111100
1111111111111110

0000000000000000
0000000000000000
0100010000000000
0000000000000000
0000001010000000
0000000000000000
0000000000100000
0010000000000000
0000000000000000
0000000000001000
0000000000000000
0000000101000000
0000000000000000
0000000000000010
0000000000000010
0000000000000000
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a) Segmentation Performance 
The segmentation performance of this system is shown in Table 1.

 

 

Table 1 : Text Document Segmentation Result 
No. of Lines in a 
Text Document 

Line Segmentation 
Accuracy (%) 

Word Segmentation 
Accuracy (%) 

Character Segmentation 
Accuracy (%) 

4 100 97 89.05 
5 100 97.5 92.50 
6 100 94 90.71 
7 100 96.67 92.69 
8 100 94 90.32 

b) Segmented Character Recognition Performance 
For character recognition, this system uses 

XOR operation which is a very simple matching 

technique. The character recognition performance of 
this system is shown in Table 2 for Shoroborno and 
table 3 for Numerical Character.  

Table 2 : Bangla Character (Shoroborno) Recognition Result 

No. of Test 
Sample 

Total No. of 
Characters 

Total 
No. of Success 

Success 
Rate (%) 

Average Success 
Rate (%) 

1 120 90 75 
 

76.96368 
 

2 150 116 77.33333 
3 125 94 75.2 
4 130 102 78.46154 
5 170 134 78.82353 

Table 3 : Bangla Numerical Character Recognition Result 

No. of Test 
Sample 

Total No. of 
Characters 

Total 
No. of Success 

Success 
Rate (%) 

Average Success 
Rate (%) 

1 50 42 84 
 

83.27363 
 

2 70 53 75.71429 
3 65 56 86.15385 
4 40 33 82.5 
5 50 44 88 

V. Discussion and Conclusion 

The aim of this system is to recognize Bangla 
characters. This system can recognize these characters 
with slight limitations. The limitations are discussed in 
the following section. 

a) Limitation 

The performance of this system depends on the 
segmentation and recognition. If the characters of text 
are in very close or overlap to each other, then the 
system fails to segment the characters. For Bangla 
characters, different font size is possible in practical. It is 
not possible to store all the front size in database. So it 
needs to scale the character which causes distortion in 
character shape. It should create a problem but the 
system should not fail always. 

b) Further Scope 

Due to the limitations described in previous 
section the system is not suitable for on-line 
applications. The overlapping character can be 
segmented by using Flood fill and Boundary fill 
algorithm. It is further target to perform this work. 

c) Conclusion 

In this paper the off line bangle character 
recognition system is developed by using automatic 
feature extraction and XOR operation. The efficiency of 
this system is not so high. In future, MLP and SVM 
classifier can be used for character recognition.     
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Abstract -
 
Information communication between two peers can 

be done using various mediums. These mediums can be 
either linguistic or gestures. The development of procedure for 
realizing gestures into meaningful information plays a pivotal 
role in instances where linguistic feature cannot be taken as a 
basis and gestures can be used as the alternative for the 
conveying the same. This project basically presents a very 
effective and efficient approach for recognizing the hand 
gesture that represents numbers. The work basically 
represents the active and in-active fingers with Boolean true or 
false respectively, in different combination for representing 
different numbers. The method of representing the hand 
gesture in binary pattern contributes a lot for increasing the 
performance of classification process. The binary Support 
Vector Machine (SVM) is considered as a recognition tool. 

 
I.

 
Introduction

 
igital Cameras are now integrated into personal 
computers, mobile cellular devices and handheld 
systems. These devices usually include a 

powerful microprocessor, capable of performing millions 
of computations per second. The technology on digital 
cameras and microprocessors are advancing rapidly 
that it is possible to create a human computer interfaces 
using these resources. The Gesture recognition system 
acts as a communication channel between humans and 
machines. 

 The human-machine interaction is similar to 
human-human interaction, in which, the valuable 
information are communicated using the human organs 
like hand gesture, etc. The design of a gesture 
recognition system should be based on common 
hardware support such as web-cams or mobile-
integrated cameras, to be applicable

 
to current PCs, 

mobile devices, Digital Cameras, etc. While designing 
such systems, certain parameter like uniform or non-
uniform background, different light intensity, etc. has to 
be considered, so that the system functions correctly. 

 This paper presents the design of a hand 
gesture recognition system that is divided into various 
modules. Initially, system is designed taking into 
consideration that the system is able to classify the input 
hand gesture representing number given at vertical 
position   with  

 
respect   to 

 
x-axis considering little or no 
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given at specified range of angle to make the system 
more flexible. 

 

II.

 

Literature Survey

 

Several approaches have been already used to 
design a hand gesture recognition system. All 
approaches gave primary focus on feature extraction of 
the hand gesture and was found that the better feature 
extraction step is performed, better will be the 
performance of classification. Ilan Steinberg et. al [4], 
proposed a method of recognizing hand gesture, by 
considering each pixel of the binary image as a feature. 
Omlin and Vapnik et. al. in [5, 6], have recognized user 
hand gesture using color histogram as their feature, in 
which,

 

the whole image was divided into smaller blocks 
and plot the corresponding histogram, for classification. 
Mokhtar M. Hasan et. al. [1], observed that the finger tip 
can also be used as a feature for recognition. 

 

Nasser H. Dardas in [3], used a bag of feature 
for classifying hand gesture. In this approach, all the key 
points of the training images were extracted and these 
key points are mapped to its corresponding histogram 
feature vector for classification. Oleg Rumyantsev et. al. 
introduced an efficient method for recognizing hand 
gesture, based on PCA method [2], in which, the test 
image and database images were represented using 
Eigen values and the hand gestures were correctly 
classified using the Euclidean distance of these Eigen 
values. 

 

III.

 

Methodology

 

This paper basically deals with the design of a 
system that acquires a user’s hand gesture and 
classifies it based on the predefined hand gestures, 
stored in a database. The figure 1 shown below is the 
list of gestures that the system will recognize it correctly: 

 
 
 
 
 
 
 
 
 

Figure 1
 
:
 
Gesture Representing Numbers
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deviation to images stored in database. The system is 
then modified again to recognize the hand gestures 



The work uses low-resolution web cam for 
capturing the hand gestures and an algorithm that 
processes the acquired images and then classifies the 
hand gesture correctly. The work mainly emphasizes on 
the feature extraction from the hand gestures and use 
that features in the recognition algorithms. Initially, the 
system will contain a setup procedure, in which, the 
algorithm is trained based on significant feature 
extracted for different hand gestures. Once the setup in 
completed, the system will be able to classify the given 
hand gesture based on the database knowledge.  

The design of hand gesture recognition system 
is broadly divided into two phase: preprocessing phase 
and classification phase. The performance of 
Classification phase is directly proportional to task 
performed during preprocessing phase. The task of pre-
processing stage is to:  
i. Extract the hand portion from an image  
ii. Remove the noises and unwanted feature  
iii. Convert processed image to binary image  
iv. Extract significant features from binary image to 

form a feature set for classification.  
The figure 2 represents general methodology 

followed for each module during the design of a system. 
For classification, the binary SVM (Support Vector 
Machine) is used, which is a machine learning 
algorithm.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2

 
: General flow diagram of a System for each 

module
 

The figure 3 below is describes abstract design 
of system that is divided into different modules.  

 
 
 
 
 
 
 
 
 
 
 

Figure 3

 

:

 

Representation of different modules of a 
system

 

a)

 

Module 1: Creation of Database

 

Creation of dataset pertaining to the various 
gestures is essential for any inferential studies related to 
gesture recognition. This reference dataset created not 
only store

 

features related to gestures, it also ease the 
process initiated for the gesture recognition. Hence the 
dataset set created should be concise yet effective. This 
module aims at creating reference dataset for various 
gestures in which the gestures are represented with the 
help of a Boolean trail, where each Boolean is set to 
either true or false based on the requirement of a 
gesture. In order to create a Boolean trail, the following 
steps should be initiated. 

 

Step 1: Image Acquisition:

 

In this step, the 
scene containing hand portion as a major object is 
stored. Here, constrain is included in system, that is, the 
images is taken at equidistant for both training and 
testing. 

 

Step 2: Color segmentation taking basis as tone 
of human skin to remove unwanted feature:

 

The second 
step extract the hand portion from uniform or non-
uniform background. This task was accomplished by 
considering the tone of human hand. 

 

Step 3: Converting the output of step 2 to binary 
image and noise removal:

 

To reduce computation 
complexity for feature extraction, the processed image 
was converted into binary image using a thresholding 
technique. The noises were handled using median filter. 
The morphological operator (erosion) is also used for 
removing small unwanted details. 

 

Step 4: Fingertip detection: The next immediate 
process is the feature extraction. The paper focuses only 
on identifying the active and in-active finger, represented 
by 1 and 0 respectively. To identify the active and in-
active finger, the first task performed was the finger tip 
detection. First, skeletonization technique is used to thin 
the finger portion. Then, for each 3x3 mask over whole 
image, the number of neighbors is calculated with 
respect to centered pixel. If the number of neighbor is 
exactly equal to one

 

then that center pixel is considered 
as fingertip. For each fingertip detected, the coordinate 
values for such pixels are stored. 
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Step 5: Determination of centroid: The centroid 
of a hand is calculated as:  

 
 
 
Where represents the centroid of the hand, xi 

and yi are x and y coordinates of the ith pixel 
representing hand region and k represents total pixels 
representing hand.  

Step 6: Determination of distance between 
centroid and finger tips: The distance between the 
centroid and the fingertip is calculated using Euclidean 
distance shown below:  

Distance, D2 = (x2 – x1)2 – (y2 – y1)2 

Where (x1, x2) and (y1, y2) represent the two 
co-ordinate values. Here one pair represents fingertip 
location and other pair represents centroid location.  

Step 7: Creating Boolean trails for gestures 
taking distance as feature: Through manual process, it 
was found that the distance from centroid to different 
fingertip were different. So, this distance can be used as 
a significant feature for identifying the active or in-active 
finger. Based on predefined distance for each finger 
from Centroid, the active fingers were represented by 1 
and the in-active finger was represented by 0. Hence, 
we extract Boolean trail for each gesture. For example, 
the Boolean trail for gesture representing 1 is will be 
01000. This Boolean trail for different gesture 
representing different number will be different. For 
consistency, the numbering of finger is done form left to 
right. The following is the Boolean trails stored in 
repository for different hand gestures representing a 
number from 0 to 9. 

Binary Code Equivalent 
Number 

00000 0 
01000 1 
01100 2 
11100 3 
01111 4 
11111 5 
01110 6 
01101 7 
01011 8 
00111 9 

Table 1 : Lookup Table or Number Pattern 

b) Module 2: Hand Gesture Recognition without 
Rotation  

In this module, the system is tested by 
extracting the Boolean trail for any given input hand 
gesture and matching that Boolean trail with the trails 
stored in the repository. If there is any match found then 
the corresponding equivalent number is displayed 
otherwise the system will generate an invalid gesture 
message. This module identifies hand gestures given in 

an upright position, that is, fist of hand is approximately 
perpendicular to horizontal x- axis. The following steps 
are performed to during implementation:  

Step 1: Repeat step 1 to 6 from module 1  

Step 2: Extraction of Boolean trail for an input 
hand gesture: Here certain range of distance is 
considered to identify active and in-active finger and 
hence to increase the efficiency of a sytem. So that, 
system can also recognize the hand gesture correctly 
even there is a small bents of finger during acquisition. 
Hence, if the distance for any finger is within specified 
range, then the corresponding bit is set to 1 else 0. In 
this way, the Boolean trial is extracted for a given 
gesture representing number.  

Step 3: Comparison of Boolean trail for an input 
hand gesture with repository: The Boolean trail extracted 
from step 2, for input hand gesture is compared with the 
each Boolean trail of repository created in step 7 of 
module 1. Finally, if there is match with any one of the 
binary pattern, the corresponding index value of the 
matched binary pattern is displayed, which is 
considered as the matched gesture. The Binary SVM is 
used for classification, in which, the input image is 
classified as either correct or incorrect. Therefore, 
number of binary SVM comparison has to be made with 
repository.  

c)
 

Module 3: Hand Gesture Recognition with Rotation
  

This method basically includes the recognition 
of hand gestures given at any angle. This module is 
included in system to include the property rotation 
invariant. So, several tasks were performed, where, the 
input hand gesture given at certain angle (i.e. gesture 
formed by rotating palm in clockwise or anti-clockwise 
direction) can also be identified correctly. The following 
are the steps initiated to include the property rotation 
invariant in the gesture recognition system: 

 

Step 1:

 

Repeat step 1 to 3 from module 1 

 

Step 2:

 

Identification of fist for any input 
gesture: The fist of the hand is identified by scanning the 
hand on row basis starting from the centroid of hand 
onwards directly to reduce unnecessary computation. If 
the number of continuous pixel representing hand 
portion, is in the range 50-60, then that row is 
considered as portion of fist. Here, we consider the fact 
that in whichever angle the palm is oriented the fist of 
hand is always coincide with horizontal axis. Once the 
initial row value and final row value representing fist 
region of a hand gesture is found, the mid-point for that 
the initial row value and final row value representing fist 
is to be calculated. Let (x, y) and (i, j) represents the 
mid-point coordinate value for initial row value and final 
row value representing fist of hand,

 

respectively. An 
imaginary line is drawn between points (x, y) and (i, j) 
and let H represents this line, which basically represents 
the deviation from imaginary vertical line. 
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Step 3: Calculating the deviation of hand: For 
calculating deviation, the angle between line H and an 
imaginary horizontal line (i.e. x-axis) is calculated. 
Consider an imaginary horizontal line along x-axis 
starting from coordinate (i, j). Now, from analysis, 
coordinate (x, y) and (x, j) represents the imaginary 
horizontal line. Let B represents this line. Now, it can be 
noted that line H and B meet at (x, y). Also, it is noted 
that by drawing a line from (x, y) of line H to (i, y) of line 
B forms a right angled triangle. Hence, a cosine law can 
be used to find an angle between line H and B. Let 
(theta) is the angle between line H and B.  

So,   
 
 
 
 
 
 
 
 
 

Figure 4
 
:
 
Imaginary Triangle for Rotation

 

Step 4:
 

Calculating deviation with respect to 
vertical y-axis:

 
Finally, the deviation of hand from vertical 

axis is calculated using following expression: 
Deviation= 90 –

 
(if is an acute angle). 

 

Step 5:
 
Performing rotation on the input gesture 

by an angle “Deviation”: Finally, the output of Step 4 is 
rotated using the rotating function of matlab with an 
angle ‘Deviation’. 

 

i.e.
 
Output= imrotate (Input Image, Deviation);

 

Step 6:
 
Repeat Step 4 to 6 from module 1: The 

outcome of this step is the distance matrix that gives the 
distance between active finger and the centroid. 

 

Step 7:
 

Extraction of Boolean pattern from 
output of step 6:

 
In this step, repeat the Step 2 of 

module 2 considering the output from above Step 
number 6, to extract the Boolean pattern. 

 

Step 8:
 

Repeat the Step 3 of Module 2 
considering the output from above step 7 and display 
the result. 

 

IV.
 

Results and Discussion
 

The result of
 

the hand gesture recognition 
system is very simple, but the paper aims at the efficient 
way of representing data or information for comparison 
and focuses on the method to reduce the complexity 
during comparison for a hand gesture image to be 
tested and hence to increase the correctness of the 
system. It not only follows a simple approach for 
recognition but also include a feature like rotation 
invariant and orientation independent. The figure 5 
shown below is the abstract view of result of the system. 

 

 
 
 

 
 
 
 
 Figure 5

 
:
 
Input Gesture and Output Gesture

 
The lots of task are carried out to design a 

system that will correctly classify and give the above 
sample output for its corresponding input. The first task 
after image acquisition was to extract only the hand 
portion from any complex or uniform background, which 
was accomplished with the help of skin color of hand 
and convert the resultant image to binary image. The 
thresholding technique was used to convert image into 
binary image. While working in real time, there exists 
some noise in an image. This appearance of noise may 
be due to low resolution cameras that it used during 
image acquisition step or due to the environmental 
factor. Hence, the image in which the hand portion is 
extracted also contain some

 
noises. So, the median 

filtering technique, followed by erosion morphological 
operation is used on the segmented image to remove 
noise and to remove un-necessary small sharp detail in 
an image, respectively. The outcome of these 
operations is the noise free regularized image, in which, 
the maximum area in an image is covered with the 
object of interest only. Finally, the resultant image is 
processed to determine the finger tips and store its co-
ordinate values. The Skeletonization technique is used 
to determine the finger tip. In the next step, the centroid 
of a hand region is calculated. The significance for 
calculating the centroid is to determine the actively 
raised finger. The actively raised fingers were 
determined by calculating the distance between the 
centroid and the finger tip. Visually, it can be determined 
that the distance between centroid and the different 
fingers of a hand are different. Hence, this concept is 
used to create a binary pattern for actively raised finger 
in an image. The deviation of 10% (approximately) is 
included in the system for distance to determine actively 
raised finger. The active raised finger is marked 1 and 
the in-active fingers is marked 0. These different 
combinations of 0’s and 1’s represent any one number 
between 0 and 9. Thus, a database is created for 
different hand gesture that represents number. The table 
1, table 2 and table 3 shown describes the result 
achieved for module 1(i.e. Repository Creation for each 
image representing gesture from number 1 to 9), 
gesture recognition without rotation and gesture 
recognition with rotation, respectively.
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Table 2 :
 

Sample Result for Module 1

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3

 

:

 

Sample Result for Module 2

 
 
 
 
 
 
 
 
 
 
 

   
 

 
 
 
 
 
 
 
 
 

Initially, the system is trained by extracting 
binary pattern for different hand gestures representing 
numbers and thus creating a repository that is used later 
in recognition phase. After the creation of database, the 
testing phase starts. In testing phase, any input image is 
taken that represent number. Same tasks are carried out 
for the input image, as described above, to extract the 
binary pattern. Finally, this binary pattern is matched 
with the repository to recognize it as correct gesture and 
hence display the result.

 

V.

 

Conclusion

 

The hand gesture recognition system designed 
is trained with different gestures and is able to classify it 
correctly. Some assumption are considered while 
designing a system, that is, the input image to be 
classified during testing phase has to be taken at same 
distance and at similar intensity as that of training 
phase. Initially, system classify the hand gesture 
representing number given at approximately upright 
position which is further extended to recognize gesture 
given at any angle between 0 to 180 degree, by 
considering the fact, that, the base of the fist is always 
coinciding with the horizontal x-axis. The system can be 
further extended as future scope to recognize 
alphabets, expressions, etc. Furthermore, the search 
procedure can be enhanced to increase the 
performance of the system. The designed system is 
able to classify only the static images which can be 
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Process Input Output

RGB to 

Binary

Noise 

Removal

Skeletoniz

ation

Repository 

Creation 11111

Process Input Output

RGB to 

Binary

Noise 

Removal

Skeletoniza

-tion

Pattern 

Extraction         

01100

Pattern 

Compariso

n

01100 2

Process Input Output

Calculate 

deviation

Rotate Input 

Image

Centroid 

and 

Fingertip 

Detection

Pattern 

Extraction

11111

Pattern 

Comparison
11111 5

Table 4 : Sample Result for Module 2
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extended more to recognize hand gesture in videos as 
well. There are lots of applications for gesture 
recognition system. For example, sometimes, it can also 
be used as communication device. There is a rapid 
growth on application development considering gesture 
recognition system. For example, now days, in smart 
T.V, gesture recognition system is included to change 
channel, increase volume, etc. Lots of research is still 
going on this related topic to ease the life of human 
being and to enhance the technology.
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred. 
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.



 

 

   

 

 
 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
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Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 



 

  

 
 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 
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12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  



 

 

   

 

sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically:  Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.



 

  

 
 

Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 
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Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 



 

 

   

 

shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

XV
© Copyright by Global Journals Inc. (US) | Guidelines Handbook

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 

                   



 

  

 
 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
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Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 



 

 

Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  
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Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    



 

Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  



 

 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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Bioinformatics · 8 
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Categorization · 20 
Clustering · 10, 12 
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Concavities · 39 
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Degraded · 36, 42 
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Flourishing · 36 
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Hindrance · 36 
Histograms · 4, 5 
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Inferential · 47 
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Microprocessors

 

· 45

 

Morphological
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O

 

Orientation

 

· 51

 

Outliers

 

· 38

 

P

 

Parameterized

 

· 18

 

Perceptual

 

· 10, 11, 14, 15, 18, 19

 

Pixels

 

· 1, 3, 15, 16, 18, 22, 24, 25, 28, 30, 48, 49

 

Precisely

 

· 12, 36

 

Predefined

 

· 1, 3, 46, 49

 

Probabilistic

 

· 11, 20

 

Psychologists
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R

 

Randomly

 

· 16

 

Recognition

 

· 1, 7, 10, 18, 19, 20, 21, 22, 24, 28, 30, 32, 33, 34, 
36, 39, 40, 41, 42, 44, 45, 47, 49, 51, 52, 53, 55

 

Reliably

 

· 19

 

Repository

 

· 49, 53
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Segmented

 

· 1, 22, 24, 26, 28, 30, 32, 38, 52

 

Semantically

 

· 14, 15, 21

 
 
 
 
 

Shoroborno · 32
Smoothened · 38
Symmetry · 39

T

Textonization · 12



  
  

  

 

  
  

V

 

Validationn

 

· 47

 

Vertical

 

· 39

 

Visualization

 

· 42

 



© Global Journals   I nc  .


	Global Journal of Computer Science and Technology
	Volume 13 Issue 2 (Ver. 1.0)
	Copyright Polices
	Honourable Editorial Board Members
	Chief Author
	Contents
	1. An Approach to Extract Features from Document Image for Character Recognition
	2. Two State of Art Image Segmentation Approaches for Outdoor Scenes
	3. Bangla Character Recognition System is Developed by Using Automatic Feature Extraction and XOR Operation
	4.
A Distance Based Hand Gesture Recognition Representing Numbers
	Fellows
	Auxiliary Memberships
	Process of submission of Research Paper
	Author Guidelines
	Index

