
Volume 12         |         Issue 12          |         Version 1.0

Stationary Wavelet Transform

Robust Watermarking Method

Peak Signal Noise Ratio

Anisotropic Diffusion Method

Online ISSN : 0975-4172
Print ISSN : 0975-4350



 

 

 

 

 

Global Journal of Computer Science and Technology: F 
Graphics & Vision 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 
Global Journal of Computer Science and Technology: F 
Graphics & Vision 

Volume 12 Issue 12 (Ver. 1.0) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Open Association of Research Society 
 

 



Cambridge (Massachusetts)

 

 

 

 

 

 Incorporation No.: 0423089
License No.: 42125/022010/1186 

Registration No.: 430374 
Import-Export Code: 1109007027 

Employer Identification Number (EIN): 
USA Tax ID: 98-0673427 

Global Association of Research, Marsh Road,
Rainham, Essex, London RM13 8EU
United Kingdom.

http://globaljournals.us/terms-and-condition/
menu-id-1463/



John A. Hamilton,"Drew" Jr.,  
Ph.D., Professor, Management 
Computer Science and Software 
Engineering 
Director, Information Assurance 
Laboratory 
Auburn University 

Dr. Wenying Feng 
Professor, Department of Computing & 
Information Systems 
Department of Mathematics 
Trent University, Peterborough, 
ON Canada K9J 7B8 

Dr. Henry Hexmoor 
IEEE senior member since 2004 
Ph.D. Computer Science, University at 
Buffalo 
Department of Computer Science 
Southern Illinois University at Carbondale 

Dr. Thomas Wischgoll 
Computer Science and Engineering,  
Wright State University, Dayton, Ohio  
B.S., M.S., Ph.D. 
(University of Kaiserslautern) 

Dr. Osman Balci, Professor

 

Department of Computer Science 
Virginia Tech, Virginia University 
Ph.D.and M.S.Syracuse University, 
Syracuse, New York 
M.S. and B.S. Bogazici University, 
Istanbul, Turkey 

Dr. Abdurrahman Arslanyilmaz 
Computer Science & Information Systems 
Department 
Youngstown State University 
Ph.D., Texas A&M University 
University of Missouri, Columbia 
Gazi University, Turkey 

Yogita Bajpai 
M.Sc. (Computer Science), FICCT 
U.S.A.Email: 
yogita@computerresearch.org

 

Dr. Xiaohong He 
Professor of International Business  
University of Quinnipiac  
BS, Jilin Institute of Technology; MA, MS, 
PhD,. (University of Texas-Dallas) 
 

Dr. T. David A. Forbes 
Associate Professor and Range 
Nutritionist 
Ph.D. Edinburgh University - Animal 
Nutrition  
M.S. Aberdeen University - Animal 
Nutrition

 

B.A. University of Dublin- Zoology 

Burcin Becerik-Gerber 
University of Southern California 
Ph.D. in Civil Engineering  
DDes from Harvard University 
M.S. from University of California, Berkeley 
& Istanbul  University 

  

Editorial Board Members (HON.)



Dr. Bart Lambrecht 
Director of Research in Accounting and 
FinanceProfessor of Finance 
Lancaster University Management School 
BA (Antwerp); MPhil, MA, PhD 
(Cambridge) 

Dr. Söhnke M. Bartram 
Department of Accounting and 
FinanceLancaster University Management 
SchoolPh.D. (WHU Koblenz) 
MBA/BBA (University of Saarbrücken) 

 
Dr. Carlos García Pont 
Associate Professor of Marketing 
IESE Business School, University of 
Navarra 
Doctor of Philosophy (Management),  
Massachusetts Institute of Technology 
(MIT) 
Master in Business Administration, IESE, 
University of Navarra 
Degree in Industrial Engineering, 
Universitat Politècnica de Catalunya 

Dr. Miguel Angel Ariño 
Professor of Decision Sciences 
IESE Business School 
Barcelona, Spain (Universidad de Navarra) 
CEIBS (China Europe International Business 
School). 
Beijing, Shanghai and Shenzhen 
Ph.D. in Mathematics 
University of Barcelona 
BA in Mathematics (Licenciatura) 
University of Barcelona 

 
Dr. Fotini Labropulu 
Mathematics - Luther College 
University of ReginaPh.D., M.Sc. in 
Mathematics 
B.A. (Honors) in Mathematics 
University of Windso 

Philip G. Moscoso  
Technology and Operations Management 
IESE Business School, University of Navarra 
Ph.D in Industrial Engineering and 
Management, ETH Zurich 
M.Sc. in Chemical Engineering, ETH Zurich 

 
Dr. Lynn Lim 
Reader in Business and Marketing 
Roehampton University, London 
BCom, PGDip, MBA (Distinction), PhD, 
FHEA 

Dr. Sanjay Dixit, M.D. 
Director, EP Laboratories, Philadelphia VA 
Medical Center 
Cardiovascular Medicine - Cardiac 
Arrhythmia 
Univ of Penn School of Medicine 

 
Dr. Mihaly Mezei 
ASSOCIATE PROFESSOR 
Department of Structural and Chemical 
Biology, Mount Sinai School of Medical 
Center 
Ph.D., Etvs Lornd University 
Postdoctoral Training,  
New York University 

 
Dr. Han-Xiang Deng 
MD., Ph.D 
Associate Professor and Research 
Department Division of Neuromuscular 
Medicine 
Davee Department of Neurology and Clinical 
NeuroscienceNorthwestern University 
Feinberg School of Medicine 



Dr. Pina C. Sanelli 
Associate Professor of Public Health 
Weill Cornell Medical College 
Associate Attending Radiologist 
NewYork-Presbyterian Hospital 
MRI, MRA, CT, and CTA 
Neuroradiology and Diagnostic 
Radiology 
M.D., State University of New York at 
Buffalo,School of Medicine and 
Biomedical Sciences 

 
 
 
Dr. Roberto Sanchez

 
Associate Professor 
Department of Structural and Chemical 
Biology 
Mount Sinai School of Medicine 
Ph.D., The Rockefeller University 

 
 
 

Dr. Wen-Yih Sun

 

Professor of Earth and Atmospheric 
SciencesPurdue University Director  
National Center for Typhoon and 
Flooding Research, Taiwan 
University Chair Professor 
Department of Atmospheric Sciences, 
National Central University, Chung-Li, 
TaiwanUniversity Chair Professor 
Institute of Environmental Engineering, 
National Chiao Tung University, Hsin-
chu, Taiwan.Ph.D., MS The University of 
Chicago, Geophysical Sciences 
BS National Taiwan University, 
Atmospheric Sciences 
Associate Professor of Radiology 

 

Dr. Michael R. Rudnick 

M.D., FACP 
Associate Professor of Medicine 
Chief, Renal Electrolyte and 
Hypertension Division (PMC)  
Penn Medicine, University of 
Pennsylvania  
Presbyterian Medical Center, 
Philadelphia 
Nephrology and Internal Medicine 
Certified by the American Board of 
Internal Medicine 

Dr. Bassey Benjamin Esu 
B.Sc. Marketing; MBA Marketing; Ph.D 
Marketing 
Lecturer, Department of Marketing, 
University of Calabar 
Tourism Consultant, Cross River State 
Tourism Development Department 
Co-ordinator , Sustainable Tourism 
Initiative, Calabar, Nigeria

 
Dr. Aziz M. Barbar, Ph.D. 
IEEE Senior Member 
Chairperson, Department of Computer 
Science 
AUST - American University of Science & 
Technology 
Alfred Naccash Avenue – Ashrafieh



 

Dr. George Perry, (Neuroscientist) 
Dean and Professor, College of Sciences 

Denham Harman Research Award (American Aging Association) 

ISI Highly Cited Researcher, Iberoamerican Molecular Biology Organization 

AAAS Fellow, Correspondent Member of Spanish Royal Academy of Sciences 

University of Texas at San Antonio 

Postdoctoral Fellow (Department of Cell Biology) 

Baylor College of Medicine 

Houston, Texas, United States 

Dr. R.K. Dixit  
M.Sc., Ph.D., FICCT 
Chief Author, India 
Email: authorind@computerresearch.org 

Vivek Dubey(HON.) 
MS (Industrial Engineering), 

MS (Mechanical Engineering) 

University of Wisconsin, FICCT 

Editor-in-Chief, USA 

editorusa@computerresearch.org 

Er. Suyog Dixit 
(M. Tech), BE (HONS. in CSE), FICCT 
SAP Certified Consultant 
CEO at IOSRD, GAOR & OSS 
Technical Dean, Global Journals Inc. (US) 
Website: www.suyogdixit.com 
Email:suyog@suyogdixit.com 

 Pritesh Rajvaidya 
(MS) Computer Science Department 
California State University 
BE (Computer Science), FICCT 
Technical Dean, USA 
Email: pritesh@computerresearch.org

 

Sangita Dixit
 M.Sc., FICCT 

Dean & Chancellor (Asia Pacific)  
deanind@computerresearch.org  

Luis Galárraga 
J!Research Project Leader 
Saarbrücken, Germany

 

President Editor (HON.)

Chief Author (HON.)

Dean & Editor-in-Chief (HON.)

Suyash Dixit

(B.E., Computer Science Engineering), FICCTT 
President, Web Administration and 

Development CEO at IOSRD 
COO at GAOR & OSS

,



 

Contents of the Volume 

 
i. Copyright Notice 
ii. Editorial Board Members 
iii. Chief Author and Dean 
iv. Table of Contents 
v. From the Chief Editor’s Desk 
vi. Research and Review Papers 

 
 
1. 3D Interfaces for Real Time Monitoring of Radwaste Storage. 1-5 
2. 3D Wavelet Transformation for Visual Data Coding with Spatio and Temporal 

Scalability as Quality Artifacts: Current State of the Art. 7-21 
3. Performance Analysis of Intensity Averaging by Anisotropic diffusion Method 

for MRI Denoising Corrupted by Random Noise. 23-29 
4. Robust Watermarking Method for Color Images Using DCT Coefficients of 

Watermark. 31-34 
5. An Impressive Method to Get Better Peak Signal Noise Ratio (PSNR), Mean 

Square Error (MSE) Values Using Stationary Wavelet Transform (SWT).     
35-40 

6.  
 

 
 

vii. Auxiliary Memberships 
viii. Process of Submission of Research Paper 
ix. Preferred Author Guidelines 
x. Index 

 

Performance Analysis of Modified Lifting Based DWT Architecture and FPGA 
Implementation for Speed and Power. 41-50



© 2012. Gianfranco Vecchio & Paolo Finocchiaro. This is a research/review paper, distributed under the terms of the Creative 
Commons Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-
commercial use, distribution, and reproduction inany medium, provided the original work is properly cited. 
 

  
Global Journal of Computer Science and Technology 
Graphics & Vision  
Volume 12 Issue 12 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

3D Interfaces for Real Time Monitoring of Radwaste Storage 
                   By Gianfranco Vecchio & Paolo Finocchiaro                                                         

Istituto Nazionale di Fisica Nucleare 

Abstract - This paper describes the design and development of a 3D interface in the framework of an 
application for the monitoring of a radioactive waste storage. It focuses on the description of software 
solutions by integrating different technologies. We used only free and open-source libraries to 
develop the 3D environment that were subsequently integrated into the existing web application 
developed used Java Server Faces. In order to implement 3D graphics we used Away3D, an open 
source 3D graphics engine for Adobe Flash, written in ActionScript 3 and runnable in every browser 
that utilizes Adobe Flash Player. 

Keywords : Radiation monitoring, Radioactive waste, Interactive systems, Graphics Animation, 
Graphical models. 

GJCST-F Classification:  I.2.10 
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3D Interfaces for Real Time Monitoring of 
Radwaste Storage 

Gianfranco Vecchio α & Paolo Finocchiaro σ 

Abstract - This paper describes the design and development 
of a 3D interface in the framework of an application for the 
monitoring of a radioactive waste storage. It focuses on the 
description of software solutions by integrating different 
technologies. We used only free and open-source libraries to 
develop the 3D environment that were subsequently integrated 
into the existing web application developed used Java Server 
Faces. In order to implement 3D graphics we used Away3D, 
an open source 3D graphics engine for Adobe Flash, written in 
ActionScript 3 and runnable in every browser that utilizes 
Adobe Flash Player.  
IndexTerms : Radiation monitoring, Radioactive waste, 
Interactive systems, Graphics Animation, Graphical 
models. 

I. INTRODUCTION 

his document wants to show a new useful way to 
display information from data collected in a harsh 
environment. An electronic system for radioactive 

waste monitoring was developed at INFN-LNS 
laboratory, as part of DMNR project [1]. It consists of a 
network of sensors deployed around radwaste drums 
for the continuous detection of radiation [2]. The 
sensors employed so far, specially developed for this 
case, are made of plastic scintillating fibers whose light 
is readout by means of pairs of Silicon Photomultipliers 
(SiPM). A counting system based on FPGA boards 
handles the data flow coming from groups of these 
sensors and sends it to the front-end of the application. 
A relational database system is used to store the 
historical data, and a dynamical web application was 
developed to explore the database and display the 
corresponding data in graphical form.  

To improve the view of the storage following a 
database query we developed a 3D scene that shows 
the status of the whole plant at a glance [3], [4]. We 
developed two kinds of 3D scenes: a representation of 
the whole plant with the possibility to navigate through 
the drums, and the detailed view of a single structure of 
three drums with fiber sensors around them. In this 
document we are going to describe a setup with up to 
three drums inside tower-like structures and arranged in 
chessboard fashion. 

The first scenario is used to investigate the 
status of the repository  in  a  user-selected  time  range, 
 

Author α σ : INFN Laboratori Nazionali del Sud, via S. Sofia 62, 95125 
Catania, Italy. 

E-mail α :  vecchio@lns.infn.it 

E-mail σ :  finocchiaro@lns.infn.it 

and to inspect every single drum by virtual navigation 
through the plant using mouse and keyboard, as shown 
in Fig. 1. 

 

Fig. 1 :  3D view of radioactive waste repository 

Once the user fills the date textboxes data 
coming from the database will color the drums in red, 
orange or green according to the corresponding alarm 
condition (Fig. 2). 

Should there be no data in the database for the 
chosen time range, the drum will be drawn as grey. The 
colored drums can be clicked on by the user, in order to 
have a detailed view of its status (i.e. of all the sensors 
surrounding it). 

The second scenario represents the detail of a 
single box containing the drum clicked in the previous 
scenario. It also draws the fiber sensors around each 
drum (four horizontal fibers in this sample case), and the 
interactivity consists on the possibility to rotate the tower 
to gain visual access to all the fibers and their alarm 
status. Clicking on a fiber one can get the plot of its 
counting rate in the time range selected. If one clicks on 
a drum the collective plot for the four fibers of that drum 
is shown in the same chart  (Fig. 3). 

Moreover, clicking on a drum a polar chart of 
the counting rate for each sensor will be shown, along 
with a chart indicating maximum, minimum and average 
counting rate values.  

T 
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Fig. 2 :  3D view of radioactive waste plant after 
database query 

II. AWAY 3D, A LIBRARY FOR ADOBE FLASH TO 

CREATE THE STORAGE PLANT 

In order to simulate the environment that we 
have to monitor as well as possible, we chose Adobe 
Flash for its powerfulness in the creation of complex 
interactive animations. Away3D [5]-[8] is a 3D graphic 

 
  

 
 

The navigation inside the nuclear repository is 
done by means of a camera, defined by Away3D, 
moved using mouse and keyboard. Away3D offers 
several different types of camera, that represent the 
viewer’s position in space relative to the rest of the 
scene. For the scene representing the whole storage we 
used the default Camera3D that produces a standard 
front-facing perspective projection of the scene. Thanks 
to event handles and objects like MouseEvent3D and 
Keyboard Event , we were able to add  some interactivity 
and better user experience. Hence, like in a computer 
game, by using the mouse and the arrow keys (or W-A-
S-D keys) one can walk and look around every drum 
inside the environment. 

As for the scene regarding the single tower box, 
which can be rotated using the mouse, we employed a 

different camera, the Hover Camera  3D,  that allows the 
user to navigate each side of the box only changing 
some properties like distance and rotation angles. 

 

Fig. 3 :  3D view of a box with detail of the four sensors. 
Clicking on a fiber or on a drum one can view the global 

counting rate chart 

Each object rendered to the scene was built 
from geometric elements like triangles and line 
segments. To make this mesh more realistic we had to 
build images to be set in the material property of each 
element. To make towers, drums and fibers we used the 
same Away3D primitive, the Cylinder, and then we used 
different material for every type of element. 

Fig. 4 shows the result of the storage plant 
before the application of materials in each element. We 
can see only the mesh that was used to build every 
object made by triangles and line segments, showed by 
default in different color by the 3D graphic engine. 
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Furthermore, we were able to write text inside 
the interactive scenes, embedding the font inside an 
SWF object. We used text for orientation purposes and 
to view the ID of each element.

Finally, the possibility to pass some parameter 
to external resources, was achieved thanks to flash 
class ExternalInterface that enables straightforward 
communication between ActionScript and SWF 
containers, that in our case consisted of the XHTML 
page with JavaScript:
ExternalInterface.call("javascript_function_to_cal

l", parameters_to_pass_to_javascript);

engine written for Adobe Flash platform in ActionScript 3 
[9] originally derived from Papervision3D. It was 
designed to be fast and extensible and allows the easy 
creation of various 3D objects with the use of its 
graphics primitives. Working on 3D coordinates and 
leveraging the object oriented nature of the language, 
we were able to build a realistic scene of our plant. We 
developed our project with Flash Develop [10], an open-
source Integrated Development Environment to write 
and to compile Action Script code and to create 
Shockwave Flash objects (SWF).
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Fig. 4 :  Mesh of elements inside the storage plant 

 

The most complex task was represented by the 
encapsulation of the flash object inside the existing Java 

composite components, introduced after 2.0 version of 
JSF. These allow to create reusable components and to 
embed external objects easily. 

In our application we defined two composite 
components, one for each SWF object. They are simply 
XHTML files, implemented in JSF fashion, containing an 
interface and an implementation. JSF uses namespaces 
to include new tags to be used in the XHTML page, and 
for composite components the namespace is: 

xmlns:cc="http://java.sun.com/jsf/composite" 

The interface contains configurable features, 
like input and output data, whereas the implementation 
contains JSF tags needed to build the new component. 

Inside the interface we declared variables that 
are needed to pass parameters between applications 
through the attribute tag: 

<cc:attribute name=”drums”> 

In the implementation, instead, we embedded 
the flash object thanks to JavaScript and the open 

 
flash contents in HTML and XHTML pages, using only a 
small JavaScript file. It is more optimized and flexible 

than any other currently available method for the 
insertion of flash content and it is easy to use. Indeed, 
we need to use only this function to embed our SWF 
object: 

swfobject.embedSWF(swfUrl, “800”, “600”, “11.1.0”, 

flashvars); 

This method accepts as parameters the URL of 
an SWF file, the size of the window that will show the 
flash content, the flash player version, and the flashVars 
variables that include data from Managed Bean. 

Fig. 5 shows the schematic approach of this 
integration, describing the use and the configuration of 
composite components.  

In order to use a composite component we only 
need to declare a namespace with the name of the 
directory that contains it: 

xmlns:cc=”http://java.sun.com/jsf/composite/flash” 

and just a line is needed to embed it in our code and to 
pass the parameters in the classic JSF notation: 

<cc:plant id=”plant” drums=”#{event3d.drums}” 

camera=”#{event3d.cameraCoordinates}”>

 

Fig. 5

 

:  Scheme of the use and configuration of 
composite components

 

The flash object needs dynamic data to work 
that come from the database. As seen before, they will 
be passed to the flash object by means of flashVars

 

variables. The attributes drums

 

and camera, in the code 
shown above, are declared in the interface section of 
composite component and they will be used in the 
implementation code and inside the definition of 
flashVars variable:

 

var

 

flashVars = {drums: “${cc.attrs.drums}”, 

camera: “${cc.attrs.camera}”};

 

 

In order to retrieve these data, on the flash 
application side, we need to use only the LoaderInfo

 

class from flash.display

 

package:

 

   

 

var

 

data : Array = input ? input.split(/[^a-zA-Z0-

9\-]+/) : [];

 

source script SWFObject [14]. It offers methods to insert 

Server Faces [11], [12] project and the data exchange 
between the two different technologies [13]. The 
elements in the storage plant have to change according 
to the data coming from the database. Our web 
application contains a Java classes (the Managed 
Beans) that encapsulate the state of an object, and then 
stores all the data coming from the database after a 
user query. To pass data between Managed Beans and 

var input:String = LoaderInfo(this.root.loader

Info).parameters.drums;
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 Hence, the data structure coming from 
flashVars variable, will be decrypted as a string, that we 
changed into an array structure for convenience. 
 To interact with the flash object, clicking on a 
fiber or on a drum, we needed the implementation of a 
bidirectional communication system, then of parameter 
passing between a flash object and a managed bean. 
For this reason we used JavaScript like an interface 
between the two different technologies. As seen in the II 
Chapter, with ActionScript 3 we only need to use the 
ExternalInterface class to call the JavaScript function 
that resides in the implementation section of composite 
component: 

ExternalInterface.call(”clickPlant”, drums, camera 

Coordinates); 

We pass two parameters to the JavaScript 
function: the ID of the clicked drum and the current 
camera coordinates to retain the position and orientation 
of the camera after navigation. Finally, these parameters 
will be associated to managed bean attributes through 
hidden input text called by JavaScript: 

clickPlant = function(drum, camera){ 

 document.getElementById(“${cc.clientId}:for

m:drumSelected”).value=drum; 

 document.getElementById(“${cc.clientId}:for

m:cameraCoordinates”).value=camera; 

} 

<h:form id=”form” style=”display:none”> 

 <h:inputHidden id=”drumSelected” 

value=”#{event3d.drumSelected}”/> 

<h:inputHidden id=”cameraCoordinates” 

value=”#{event3d.cameraCoordinates}”/> 

</h:form> 

 At this point, with managed bean attributes set, 
we can show the charts related to the clicked drum or 
fiber in the traditional manner in JSF paradigm. 

 

In this paper we presented a new candidate 
system to show and to monitor a radioactive waste 
storage plant with 3D graphics interactions. It is useful to 
have a simulated perception of the waste storage at a 
glance, and a realistic way to see the elements that 
belong to the repository.   

We investigated how to take advantage of new 
features in JSF 2.0, as composite components, and 
integrate Flash into our JSF application. These new 
capabilities in JSF free us from the need to take care 
about data encoding and decoding for transfer. 
Furthermore, to pass variables and parameters we used 
JavaScript variables and methods, that allow an easy 
way to exchange data between JSF and Flash. 

 

Finally, to embed the flash content we used 
SWFObject, that detects the Flash Player version and 
determines whether Flash content or alternative content 
should be shown, to prevent outdated Flash plugins to 
break Flash content. It offers a simple way to embed 

Flash content and it is more optimized and flexible than 
any other Flash Player embed method around. 

The future work will consist of the graphic 
representation of different sectors of larger repositories, 
to be shown dynamically depending on the user 
selection. Moreover, we will investigate about additional 
graphical improvements, especially with the use of the 
new release of Away3D, the version 4.0, which will 
completely support the release 11 of Adobe Flash 
Player. Indeed, the latest version of this plugin allows to 
take full advantage from graphic acceleration of the 
Graphics Processing Unit, releasing the CPU from such 
a heavy computational task.  

A possible improvement will consist in 
correlating the virtual navigation procedure with a real 
inspection performed by means of a robotic arm, 
currently under development, equipped with a CCD 
color camera and a spectroscopic gamma ray detector 

 
A pilot DMNR system, which will include the 3D 

virtual navigation interface described in this paper, is 
going to be installed soon for tests in a real radioactive 
waste storage site.  

 

We are indebted with L. Cosentino, A. 
Pappalardo and S. Scirè for their constant support and 
encouragement.  Special thanks to S. Cavallaro, S. 
Pulvirenti, E. Furia and B. Diana for the fruitful 
discussions.  

1. P. Finocchiaro, et al., “DMNR: a new concept for 
real-time online monitoring of short and medium 
term radioactive waste” in Radioactive Waste: 
Sources, Types and Management, Nova Science 
Publishers, in press. 

2. Predisposal Management of Low and Intermediate 
Level Radioactive Waste, IAEA Safety Guide, WS-G-
2.5.  

3. Chengjie Gu, Shunyi Zhuang, Zailong Zhang, and 
Pan Wang, “Virtual Interactive Online Exhibition 
Architecture in E-Commerce based on Flash 3D and 
Flex”, 2nd International Conference on e-Business 
and Information System Security, May 2010. 

4. Wenshan Hu, Hong Zhou, and Qijun Deng, “Design 
of web-based 3D control laboratory”, 2nd 
International Conference on Intelligent Control and 
Information Processing (ICICIP), July 2011. 

5. Away3D. Available: http://away3d.com 
6. R. Bateman, R. Olsson, “The Essential Guide to 3D 

in Flash”, Friends of ED, June 2010. 
7. M. Casperson, “Away3D 3.6 Essentials”, PACKT, 

February 2011. 
8. M. Ivanov, “Away3D 3.6 Cookbook”, PACKT, June 

2011. 

[15]. 



 

 

  
   
 

 
 

 
 

 
 

  
 

   
 

 
 

 

 
 

 
 

 
   

 
 

 

 
 
 

© 2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 

  
  
 

  

5

  
 

(
DDDD
)

F
  

20
12

Y
e
a
r

 

9. Adobe, “Adobe Flex 3 Programming ActionScript 3”, 
2008. Available: http://livedocs.adobe.com/flex/3/ 
progAS_flex3.pdf 

10. FlashDevelop. Available: http://www.flashdevelop. 
org/ 

11. D. Geary, C. Horstmann, “Core JavaServer Faces 
(3rd ed.)”, Prentice hall, June 2010. 

12. Java Server Faces Technology. Available: 
http://www.oracle.com/technetwork/java/javaee/java
serverfaces-139869.html 

13. Re Lai, “Using Adobe Flex and JavaFX with 
JavaServer Faces 2.0”, March 2011. Available: 
http://www.oracle.com/technetwork/java/lai-flex-java 
fx-jsf-301278.html 

14. SWFObject. Available: http://code.google.com/p/ 
swfobject/ 

15. Carlotta Scirè Scappuzzo, “Studio di un sistema 
robotizzato per il monitoraggio di depositi di scorie 
radioattive”, unpublished. Available: http://www. lns. 
infn.it/index.php?option=com_docman&task=doc_
download&gid=244&Itemid=143 

 
 



 
 

 
 

 

 
 
 
 
 
 
 
 
 
 

This page is intentionally left blank 

©  2012 Global Journals Inc.  (US)

  
  
   

  
  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 

6

  
 

(
DDDD

)
F

  
20

12
Y
e
a
r



© 2012. Shaik. Jumlesha & Dr.Ch.Sathyanarayana. This is a research/review paper, distributed under the terms of the Creative 
Commons Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-
commercial use, distribution, and reproduction inany medium, provided the original work is properly cited. 
 

  
Global Journal of Computer Science and Technology 
Graphics & Vision  
Volume 12 Issue 12 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

3D Wavelet Transformation for Visual Data Coding with Spatio 
and Temporal Scalability as Quality Artifacts: Current State of 
the Art 

                   By Shaik. Jumlesha & Dr.Ch.Sathyanarayana                                                         
Jawaharlal Nehru University - Hyderabad 

Abstract - Several techniques based on the three–dimensional (3-D) discrete cosine transform (DCT) 
have been proposed for visual data coding. These techniques fail to provide coding coupled with 
quality and resolution scalability, which is a significant drawback for contextual domains, such 
decease diagnosis, satellite image analysis. This paper gives an overview of several state-of-the-art 
3-D wavelet coders that do meet these requirements and mainly investigates various types of 
compression techniques those exists, and putting it all together for a conclusion on further research 
scope. 

Keywords : Discrete Cosine Transform, Discrete Wavelet Transform, Image Compression, spacio 
scalability, temporal scalability. 

GJCST-F Classification:  I.2.10 

 

3D Wavelet Transformation for Visual Data Coding with Spatio and Temporal Scalability as Quality Artifacts Current State of the Art 
 
 
 
 Strictly as per the compliance and regulations of:

 
 

 

 



3D Wavelet Transformation for Visual Data 
Coding with Spatio and Temporal Scalability as 

Quality Artifacts: Current State of the Art 
Shaik. Jumlesha α & Dr.Ch.Sathyanarayana σ

Abstract - Several techniques based on the three–dimensional 
(3-D) discrete cosine transform (DCT) have been proposed for 
visual data coding. These techniques fail to provide coding 
coupled with quality and resolution scalability, which is a 
significant drawback for contextual domains, such decease 
diagnosis, satellite image analysis. This paper gives an 
overview of several state-of-the-art 3-D wavelet coders that do 
meet these requirements and mainly investigates various 
types of compression techniques those exists, and putting it 
all together for a conclusion on further research scope. 

 

I. Introduction 

n various image and video applications compression 
is indispensable to guarantee interactivity during the 
streaming and consultation in particular about huge 

volume of medical images, for probing context-
dependent full visual structures and/or quantitative 
analysis of the measurements. As a consequence, 
trading-off visual quality and/or implementation difficulty 
against bit-rate introduces exact constraints. On one 
hand, it is unbearable to drop any information when 
handling context exact visual data such as medical 
data. 
 On the other hand, a model likes progressive 
data transmission [52] and, thus, naturally support for 
lossy coding is equally important. This methodology 
allows for example to prioritize low-resolution edition of 
the requested motion based or still visuals and to 
increasingly filter the resolution of the visualized data by 
move additional data. This scalability mode is often 
referred to as resolution scalability. In a quality 
scalability scheme, the visual media is decoded 
instantaneously to the complete resolution but with a 
reduced visual quality. Additionally, by choose regions 
that are applicable for the context such as diagnosis—
i.e., the regions-of-interest (ROIs)—parts of the image 
can be assess in a very early transmission stage at full 
quality. Meanwhile, the background information will be 
further developed.  
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Moreover, it should be clear that we target best rate-
distortion presentation over the complete range of bit-
rates that is demanded by the application. For example, 
JPEG2000 [53] (based on the wavelet transform) clearly 
outperforms its predecessor PEG [based on the 
discrete cosine transform (DCT)] [54] at low bit-rates 
and has as a significant property its lossy-to-lossless 
coding functionality; that is the ability to start from loss 
density at a very high density ratio and to increasingly 
refine the data by sending detail information, finally up to 
the stage where a lossless decompression is obtained.  
          Systems based on technologies other than the 
wavelet transform have been proposed, but they only 
partially assist the requested set of functionalities. 
Nonetheless, those techniques do superb for the 
subclass of applications they are designed for. 
Examples are context-based predictive coding (CALIC) 
[55] for lossless compression and region-based coding  
for very low bit-rate coding. Although these coders are 
competitive in their application domain, they lack 
support for the other functionalities.  
 Additionally, the increasing use of three-
dimensional (3-D) imaging modalities, like magnetic 
resonance imaging (MRI), computerized tomography 
(CT), ultrasound (US), single photon emission computed 
tomography (SPECT), and positron emission 
tomography (PET) triggers the require for capable 
techniques to transport and store the associated 
volumetric data. In the classical approach, the image 
volume is careful as a set of slices, which are 
consecutively compressed and accumulate or 
transmitted. Since modern transmission techniques 
need the use of concepts like rate scalability, quality 
scalability, and resolution scalability, multiplexing 
mechanisms require to be introduced to select from 
each slice the right layer(s) to support the actually 
essential quality-of-service (QoS) level. However, a 
disadvantage of the slice-by-slice mechanism is that 
potential 3-D correlations are ignored. 

II. Quality artifacts for visual data 
coding 

 In the applications of distributing motion based 
visuals such as video streaming or still visuals such as 
volumetric image sets over networks, distributing server 

I 
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has to deal with different network environments and 
client devices. The very diverse connection in mixed 
networks, ranging from hundreds of mega-bps to a 
number of tens of kilo-bps, and the fluctuations in 
bandwidth, need that video bit-streams are flexible in 
adapting itself to dynamic channel during transmission. 
The different client devices, with their different display 
capabilities and their computational and memory 
limitations, also need that bit-streams are flexible in 
decoding resolution and complexity. For these reasons, 
in recent years, apart from continuously improving the 
density effectiveness of non scalable video coding, a lot 
of research efforts have been paid to providing different 
scalabilities as quality artifacts in compressed bit-
stream, including spatial resolution, frame rate, quality 
and temporal scalabilities. 
 Among several scalable video coding 
schemes, some based on three-dimensional wavelet 
transform have concerned much attention [56],[57],[21], 
[20], [60]. In these schemes, wavelet filtering is useful in 
both spatial and temporal directions. The multi 
resolution property of wavelet representation makes it a 
nature solution for spatial-temporal resolution scalability. 
The resolution scalability is usually realized by dropping 
needless sub bands. Hence the fallowing two 
considered as quality artifacts for 3D wavelet based 
coding strategies. 
1. Spatial scalability 
2. Temporal scalability 

III. Spatial Scalability as Quality 
artifact for 3D wavelet coding 

  Spatially scalable or hierarchical video coders 
generate two bit-streams: a base layer bit-stream, which 
represents low-resolution pictures, and an improvement 
layer bit-stream, which provides additional data wanted 
for reproduction of pictures with full resolution. A 
significant feature is that the base- layer bit-stream can 
be decoded separately from an enhancement layer. 
Therefore, low-resolution terminals are capable to de-
code only the base-layer bit-stream in order to display 
low-resolution pictures. Such density techniques are of 
great interest recently, because of growth of 
communication networks with different transmission bit 
rates [62]-[65]. Moreover, scalable transmission is 
useful in error-prone environments where base-layer 
packets are well secluded against transmission errors 
and losses, while the security of the enhancement layer 
packets is lower. In such a system, a receiver is able to 
copy at least low-resolution pictures if quality of service 
decreases. 

There were several attempts to develop spatially 
scalable coding of video. The proposed schemes were 
based on pyramid decomposition [61] or sub-
band/wavelet decomposition [62], [63], [65]. Among 
different proposals, the latter approach should be 

considered especially promising. The idea is to divide 
each image into four spatial sub-bands. The sub-band 
of lowest frequencies comprises a base layer, while the 
other three sub-bands are jointly transmitted in an 
improvement layer (Fig. 1). Nevertheless, this approach 
often leads to allotment of much higher bit rates to a 
base layer than to an improvement layer, which is 
disadvantageous for practical applications. Recently, 
Benzler [66] has proposed to keep away from this 
problem by combining spatial and SNR scalability and 
abandon the obligation of the full MPEG-compatibility in 
the base layer. Here, our goal is to use a fully MPEG-
compatible coder in the base layer. For the essential 
codecs, spatio-temporal scalability is proposed [67], 
[68]. Here, a base layer corresponds to the bit-stream of 
the pictures with compact both spatial and temporal 
resolutions. Therefore, in the base layer, the bit rate is 
decreased as compared to a encoder with spatial 
scalability only. Now, it is easy to get the base layer bit 
rate equal or even less than that of the development 
layer. The development layer is used to transmit the 
information required for restoration of the full spatial and 
temporal resolution. 

Embedding of sub-band decomposition into a 
motion-compensated encoder leads to in- or out-band 
motion reparation performed on individual sub-bands or 
on the whole image, respectively. The latter will be used 
here, because some experimental results show that it is 
more capable [62], [63], [65]. 

Here, the term of spatio-temporal scalability is 
proposed for a functionality of video compression 
systems where the base layer corresponds to pictures 
with compact both spatial and temporal resolution. An 
improvement layer is used to transmit the information 
required for return of the full spatial and temporal 
resolution. 

The authors have already considered two basic 
approaches related to spatio-temporal scalability [67], 
[68]. The first approach exploits 3-D sub-band analysis 
while the second approach is based on B-frame data 
partitioning.

 

a)
 

First Approach
 

The input video sequence is analyzed in a 3-D 
separable filter bank, i.e., there are three successive 
steps of analysis: temporal, horizontal, and vertical. For 
temporal analysis, very simple linear-phase two-tap 
filters are used similarly as in other papers on three-
dimensional sub-band coding [69], [70]

 

1( ) 0.5.(1 )H z z−= ±
 

Where “+” and”-“correspond to low-

 

and high 
pass filters, respectively. This filter bank has a very 
simple implementation, wants to store one frame only 
and exhibits small group delay.
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Temporal analysis results in two sub-bands tL
and tH of low and high temporal frequencies, 

respectively. In both sub-bands, the temporal sampling 
frequency is compact by factor two. Therefore, these 
two sub-bands correspond to two video sequences with 
compact frame frequency. The two sub-bands are 
separated into four spatial sub-bands (LL, LH, HL, and 
HH) each. For spatial analysis, both horizontal and 
vertical, independent FIR filters are used. The 3-D 
analysis results in eight spatio-temporal sub-bands (Fig. 
2). Three high-spatial-frequency sub-bands (LH, HL and 
HH) in the high-temporal-frequency sub-band tH are 

discarded, as they correspond to the information being 
less applicable for the human visual system. 

 

Fig. 2 : 3-D sub-band analysis 

According to the experimental authors’ tests for 
720 x 576 progressive 50-Hz test sequences, it reduces 
PSNR often to about 32-33 dB, and has unimportant 
control on subjective quality of the decoded video. Thus, 
five sub-bands are encoded: 

• In a base layer—the spatial sub-band LL of the 
temporal sub-band tL ; 

• The improvement layer includes the spatial sub-
bands LH, HL, and HH from the temporal sub-band

tL and the spatial sub-band LL of the temporal sub-

band tH . 

b) Second Approach 

In the second alternative, the technique 
employs data structures already designed for standard 
MPEG-2 coding. Reduction of temporal resolution is 
obtained by elimination of each second frame. It is 
unspecified that groups of pictures (GOPs) consist of 
even number of frames. Moreover, it is unspecified that 
each second frame is a B-frame, i.e., it can be removed 
from a sequence without moving the decoding of the 
remaining frames. 

Reduction of spatial resolution is obtained by 
use of sub-band decomposition. Suitable design of the 
filter bank results in negligible spatial aliasing in the LL 
sub-band, which constitutes the base layer. 
Unfortunately the technique does not provide any 
means to suppress temporal aliasing. The effects of 
temporal aliasing are like as those related to frame 
skipping in hybrid encoders. 

The base-layer data are used to create low-
quality images; therefore, it is sensible to perform more 
rough quantization here than in the improvement layer. 
On the other hand, quality of the sub-band LL is strongly 
related to the quality of the full sized picture. The small 
quality of the LL sub-band restricts the full-sized picture 
quality to a relatively low level, in spite of the amount of 
information in the remaining sub-bands. Therefore, it is 
important to transmit additional information LL∆ in the 
improvement layer. This information is used to get better 
quality of the sub-band LL when used to synthesize full-
sized images in the improvement layer. 

IV. Temporal Scalability as Quality 
artifact for 3D wavelet coding 

Temporally scalable video coders can be 
classified intone of two types depending on the manner 
in which temporal redundancy is exploited. The first is 
the motion-compensated analytical coder (e.g. MPEG, 
[71]), and the second is the sequential sub band coder 
both without ([72], [73]) and with ([74], [75]) motion 
compensation (MC). The coding competence and the 
degree of temporal scalability are a function of size of a 
group-of-frames (GOF), defined as the number of 
successive frames that can be decoded separately from 
the rest of the video sequence. Temporal scalability is 
achieved by decoding subsets of the GO consisting of 
equally-spaced frames. 

MCP exploits temporal redundancy by forming 
a(closed loop) prediction of the current frame via MC 
from a reference frame. The coding competence of MCP 
is needy on the success of the MC. Good MC 
considerably increases the association coefficient 
among pixels, which then yields less energy in the 
residual. Temporal scalability from MCP video is 
provided by strategic placement of orientation frames 
and selective decoding of frames. Recursive prediction 
with a GOF of length allows lower frame rates of   ½, ¼, 
1/2v. The result is a simple temporal sub sampling of the 
original sequence. 

Temporal sub band coders and motion-
compensated TSB coders exploit redundancy by 
applying a sub band or wavelet analysis in time. The 
most usually used filters are the 2-tap Haar wavelet 
filters applied hierarchically, which result in GOFs with 
lengths that are powers of 2.Temporal scalability is 
provided by decoding and synthesizing chosen 
temporal sub bands. 

© 2012 Global Journals Inc.  (US)
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To include block-based motion recompense 
with TSB, MC is performed on individual blocks prior to 
each application of the low-pass filter and therefore local 
motion of different objects in a scene can be 
compensated well. To make sure inversion ability of the 
wavelet transform, MC must be full-pel. The resulting 
scene-aligned pixels are temporally sub band filtered. 
However, regions of pixels can now be precious by the 
occlusion problem which occurs when a one-to-one 
correspondence among pixels in two frames does not 
exist in the MC operation. These regions must be 
especially coded. The standard solution issue analytical 
coding to maintain reconstruct capacity for these pixels 
[4]. Regions in the prior frame not found in the present 
frame are placed in the low-pass sub-band and coded 
directly. Regions in the current frame not found in prior 
frame are subtracted from a prediction and placed in the 
high-pass sub band. Since quantization occurs after 
forming the temporal sub band representation, such 
coding is efficiently an open-loop prediction system. 

An important difference between MC-TSB and 
MCPc ding is the effects of full- pel and half-pel MC. MC 
can be considered as preprocessing previous to 
temporal sub-band filtering. While the temporal sub band 
filtering (and predictive coding for covered/uncovered 
pixels) is invertible, the preprocessing step must also be 
invertible to allow exact synthesis of the original frames in 
the absence of quantization. Inverting capacity is only 
provided by full-pel motion compensation. 

V. Nomenclature of 3-d wavelet 
coding 

a) 3-D DCT Coding  
 The first coder introduced in the 3-D test bed is 
a JPEG-alike, 3-D DCT-based coder. This coder was 
designed in order to have a good reference for DCT-
based systems. The 3-D JPEG-based coder is 
composed of a DCT, followed by a scalar quantize and 
finally a combination of RLC and adaptive arithmetic 
encoding. The basic principle is simple: the volume is 
separated in cubes of 8x 8 x 8 pixels (N=8) and each 
cube is separately3-D DCT-transformed, similar to a 
classical JPEG-coder. 
 Thereafter, the DCT-coefficients are quantized 
using a quantization matrix. In order to derive this matrix, 
one has to consider two options. One option is to 
construct quantization tables that create an optimized 
visual quality based on psycho-visual experiments. It is 
valuable mentioning that JPEG uses such quantization 
tables, but this approach would need complicated 
experiments to come-up with sensible quantization 
tables for volumetric data. The simplest solution, 
adopted in this work, is to create a uniform quantization 
matrix—as reported in[76], [77], and [78]. This option is 
motivated by the fact that uniform quantization is 
optimum or quasi-optimum for most of the distributions 

[79]. Actually, the uniform quantizer is optimum for 
Laplacian and exponential input distributions; otherwise 
the differences with respect to an optimal quantizer are 
marginal [79]. A second option involving quantizes that 
are optimal in rate-distortion sense is discussed 
elsewhere [80]. 

             

 With 
1 0

( )
2 0
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 The quantized DCT-coefficients are scanned 
using a 3-Dspace-filling curve, i.e., a 3-D instantiation of 
the Morton-curve[81], to allow for the alignment of zero-
valued coefficients and, hence, to get better the 
performance of the RLC. This curve was opted for, due 
to its simplicity compared with that of 3-D zigzag curve 
[82]. The nonzero coefficients are encoded using the 
same classification system as for JPEG. The coefficient 
values are grouped in 16 main magnitude classes 
(ranges), which are subsequently encoded with an 
arithmetic encoder [83]. Finally, the remaining bits to 
refine the coefficients within one range are added 
without further entropy coding.  
 The adopted entropy coding system is partially 
based on the JPEG architecture [54], although the 
Huffman coder is replaced by an adaptive arithmetic 
encoder [83]. Consequently, the big look-up tables 
mentioned in annex K of the standard [54] are extra and 
moreover, adaptive arithmetic encoding tends to have a 
higher coding efficiency. The dc coefficients are 
encoded with a predictive scheme: apart from the first 
dc coefficient, the entropy coding system encodes the 
difference between the current dc coefficient and the 
previous one. For this distinction, the range is 
determined and encoded with an arithmetic encoder 
that has a dc model supporting16 ranges. Simply 
transmitting the remaining bits of the coefficient refines 
the range specification without any further entropy 
coding. The latter is possible since the probability 
distribution of all possible values can be seen as 
uniform, hence, entropy coding will not be capable to 
further reduce the bit consumption. 
 The ac coefficients are encoded by specifying 
first the amount of zeros preceding the encoded 
symbol, i.e., the run. The runs of zeros are encoded 
using an arithmetic encoder with a separate model. 
Runs of up to 15 zeros are supported. Note that to 
indicate the situations in which 16 or more zeros 
precede a important coefficient, an extra symbol “OVF” 
(overflow) is used. After encoding this symbol, the 
remaining zeros are directly encoded to avoid confusing 
situations involving a succession of several OVF 

©  2012 Global Journals Inc.  (US)
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encodings. Finally, the range of the encountered 
important symbol is encoded, using an arithmetic 
encoder with a similar (AC) model as in the case of the 
dc coefficients, followed by the essential refinement bits. 

b) The 3-D Wavelet Transform 
 Before describing in the following sections the 
proposed 3-Dwavelet-based techniques, it is significant 
to notice that these techniques support lossless coding, 
all the necessary scalability modes as well as ROI 
coding and this is a important variation with respect to 
the 3-D DCT-technique presented above, which is not 
able to provide these features. 
 For all the 3-D wavelet-based coders included 
in this study, a common wavelet transform module was 
designed that supports lossless integer lifting filtering, 
as well as finite-precision floating-point filtering. A mixed 
selection of filter types and a different amount of 
decomposition levels for each spatial direction (x-, y-, or 
z-direction) are supported by this module. This allows 
for adapting the size of the wavelet pyramid in each 
spatial way in case the spatial resolution is limited.  
 For example, fewer levels will be required 
along the slice axis if the amount of slices or the 
resolution along the axis is limited. The supported 
lossless integer lifting filters include the (S+P), (4,2), 
(5,3), and (9,7) integer wavelet transforms. This 
selection is based on current publications [85], [86], as 
well as investigations performed in the context of the 
JPEG2000 compression standard. 
 

A typical problem encountered with 3-D 
lossless integer wavelet transforms is the complexity 
wanted to make them unitary, which is not the case for 
floating-point transforms. This property is essential in 
order to achieve a good lossy coding performance. By 
calculating the L2 norm of the low-

 
and high-pass filters, 

the normalization factors can be determined. In two 
dimensions, this is not a problem, since the typical 
scaling factors to obtain a unitary transform are about 
powers of two [87].

 
 

However, in three dimensions, the problem 
pops up again and it only disappears if one takes care 
that the sum of all decompositions influencing each 
individual wavelet coefficient (i.e., decompositions in 
both slice directions and in the axial direction) is an even 
number. Hence, some proposals have been formulated 
[88], [89] that make use of a wavelet packet transform 
[90] to achieve this goal, while assuming that the L2-
based normalization factors for the supported kernels 

scale-up 2 with for the low-pass and
1
2

 
for the high-

pass kernels. In practice this seems to be an acceptable 
approximation. Nevertheless, in the presented study, 
whenever possible, unitary transforms will be used (and 
it will be explicitly mentioned if not).

 
 

c) 3-D SPIHTs  
 In the test set of wavelet coders, a 3-D SPIHT 
encoder [91] was included as a reference. An early 
version of this coder [89] has already established to 
beat the performance of a context-based octave zero-
tree coder [85]. The source code was made presented 
by the authors so it could be equipped with the 
proposed wavelet transform front-end.  
 The SPIHT implementation in this study uses 
balanced 3-Dspatial orientation trees. Therefore, the 
same number of recursive wavelet decompositions is 
necessary for all spatial orientations. If this is not 
respected, several tree nodes do not refer to or be 
linked with the same spatial location and, as a result, the 
dependencies among different tree-nodes are 
destroyed and, hence, the compression performance is 
reduced. Thus, a packet-based transform is not working 
to obtain a unitary transform with this embedded coding 
system. Therefore, the SPIHT coder was equipped with 
a no unitary transform. It is, however, worthwhile 
mentioning that solutions have been proposed utilizing 
unbalanced spatio-temporal orientation trees in the 
context of video coding [92]. 
 The examined 3-D SPIHT algorithm [91] 
follows the same procedure as its 2-D homologous 
algorithm, with the exception that the states of the tree 
nodes—each embracing eight wavelet coefficients are 
encoded with a context-based arithmetic coding system 
during the significance pass. The selected context 
models are based on the significance of the individual 
node members, as well as on the state of their 
descendents. Consequently, for each node coefficient 
four state combinations are possible. In total 164 
different context models are used. 

d)
 

Cube Splitting (CS)
 

 
The CS technique is derived from the 2-D SQP 

coder proposed in Section II-C. In the context of 
volumetric encoding, the SQP technique was 
comprehensive to a third dimension: from square 
splitting toward CS. CS is applied on the wavelet image 
in order to isolate smaller entities, i.e., sub cubes, 
possibly containing important wavelet coefficients. 

 

 
During the first significance pass maxSp

 
, the 

significance of the wavelet image (volume) W is tested 

for its highest bit plane maxp with the significance 

operator pσ
 
. If

maxpσ (W)=1, the wavelet image  W is 

spliced in eight sub cubes (or octants),
max

( , / 2),1 8,p q q
bQ k v q≤ ≤

 
with top-left coordinates  

1 2 3( , , )q q q qk k k k= and of size 2 2 2 2
1 2 3( , , )

q q q q

v v v v=
 

. The 

descendent “significant” cube (or cubes) is (are) then 
more spliced until the significant wavelet coefficients 
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maxpσ (w(k)) =1are isolated. Thus, the significance pass 
maxSp  registers sub cubes and wavelet coefficients, 

newly identified as important, using a recursive tree 
structure of octants. The result is an octtree-structured 
description of the data meaning against a given 
threshold. As might be noticed, equal significance 
weights are given to all the branches. When a important 
coefficient is isolated, also its sign for which two code 
symbols are conserved is immediately encoded. When 
the complete bit-plane is encoded with the significance 

pass maxSp , p is set to max
p -1 and the refinement pass R

max
p -1 is initiated for this bit-plane, refining all 

coefficients marked as significant in the octtree. 
 Thereafter, the significance pass is restarted to 
update the octtree by identifying the new significant 
wavelet coefficients for the present bit-plane. During this 
stage, only the before non significant nodes, i.e.,

1( ( , / 2 )) 0,0p q q jQ k v j Jσ + == < ≤  , are checked for 

significance and the important ones, i.e.
1( ( , / 2 )) 1p q q jQ k vσ + == ,are unnoticed since the 

decoder already received this information. The 
described procedure is frequent, until the complete 
wavelet image W is encoded, i.e., p=0 or until the 
desired bit-rate is obtained. 
 To encode the generated symbols 
professionally, a context-based arithmetic encoder was 
integrated. The context model is simple. For the 
significance pass four context models are distinguished, 
namely one for the symbols generated at the 
intermediate cube nodes, one for the pixel nodes having 
no significant neighbors for the earlier threshold, one for 
the pixel nodes having at least one significant neighbor 
for the earlier threshold and finally one for encoding the 
sign of the isolated significant pixel nodes. Only two 
contexts are used for the refinement pass: one for the 
pixel nodes having no significant neighbors for the 
earlier threshold, one for the pixel nodes having at least 
one important neighbor for the previous threshold. 
 Other 2-D techniques, like NQS [84] and sub 
band block(SB) SPECK [59], have been proposed that 
use similar quadtree decomposition techniques. These 
coders divide the wavelet space in blocks and activate 
for each block disjointedly a quad-tree coding 
mechanism. In case of SB-SPECK, the block sizes are 
also depending on the sub band sizes, forcing each 
block to reside in one sub band. Each block is 
individually encoded and thereafter an EBCOT-alike 
rescheduling takes place to restore the scalability 
functionality. SB-SPECK was also partially extended to 
3-D i.e., 3-D SB-SPECK coding [59] by equipping the 
coder with a 3-D wavelet transform front-end. The 
transform is activated on discrete chunks of slices 
[groups of frames (GOFs)], to maintain the accessibility 

of the data (typical GOF sizes are 8, 16, or 32 planes). 
The option is not implemented in the coders we 
designed. SB-SPECK does not use arithmetic encoding. 
However, the 3-D SB-SPECK coder delivers competitive 
results and we will refer to it whenever possible. 

e) Three-Dimensional QT-L 
 The QT-L coder has also been extended 
toward 3-D coding. The octtrees corresponding to each 
bit-plane are constructed following a similar strategy as 
for the CS coder. However, the partitioning process is 
limited in such a way that once the volume of a node

3

1
/ 2 ,0q j

n i
V v j J

=
= < ≤∏ , becomes smaller than a 

predefined threshold thV , the splitting process is 

stopped and the entropy coding of the coefficients 
within such a significant leaf node 

( ( , / 2 )) 1p q q jQ k vσ = is activated. Similar to the 2-D 

version, the octtrees are scanned using depth-first 
scanning. In addition, for any given node, the eight 
descendant nodes are scanned using a 3-D 
instantiation of the Morton-curve [81]. For every bit-
plane, the coding procedure consists of the non 
significance, importance and modification passes 
adapted for 3-Dcoding; also, for the maximum bit-plane, 
the coding process consists of the significance pass 
only. Notice that the sum number of neighbors totN  in 

(2) is set to 26 in 3-D coding. 

 
 The CS-EBCOT coding [58] join the principles 
utilized in the CS coder with a 3-D instantiation of the 
EBCOT coder [43]. In the next paragraphs the 
interfacing of the CS coder with a edition of EBCOT 
modified to 3-D is discussed. 
 

To begin with, the wavelet coefficients are 
separation EBCOT-wise in separate, uniformly sized 
cubes, called code-blocks. Normally, the first size of the 
code-blocks is 64x64x64 elements. Additional sizes 
(even different ones for every dimension) can be 
chosen, depending on the image

 
characteristics and the 

request requirements. The coding module CS-EBCOT 
again consists of two major units, the Tier 1 and Tier 2 
parts.

 
 

The Tier 1 of the proposed 3-D coding 
architecture is a hybrid module joins two coding 
techniques: CS and fractional bit-plane coding by 
context-based arithmetic encoding. The Tier 2 part is 
equal to the one used in the 2-D coding system.

 

1.
 

CS: The CS pass S is resulting from the CS 
technique presented in Section III-D. In the 
proposed coding system, the CS is useful on the 
individual code-blocks in arrange to separate 
smaller entities, i.e., sub cubes, possibly containing 
major wavelet coefficients. The least sub cube size 

©  2012 Global Journals Inc.  (US)

  
  
   

  
  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 

12

  
 

(
DDDD

)
F

  
20

12
Y
e
a
r

f) 3-D CS-EBCOT



that is supported is 4x 4 x 4.We will refer to these 
least sub cubes as the leaf nodes. 

 During the initial CS pass max
iSp  , the 

importance of code-block iB is tested for its maximum 

bit-plane max
ip with the significance operator pσ . If 

max
ipσ ( iB ) = 1, the code-block iB  is join until the 

important leaf nodes
max

( , / 2 )ip q q G
bQ k v  are isolated, 

where G state the highest total of CS levels. When every 
significant leaf nodes are isolated, the fractional bit-
plane coding part is activated for the present bit-plane 
and only for the important leaf-nodes. 
 When the total bit-plane is encoded utilizing 

the fractional bit-plane coding, ip is set to max
ip -1 and 

the succeeding CS pass, max
is -1 is activated. The 

explain procedure is repetitive, until the total block is 
encoded, i.e., ip =0 . Due to the limited quantity of 

code-symbols and their allocation, arithmetic coding is 
not useful. 
2. Fractional Bit-Plane Coding: The fractional bit-plane 

coder encodes just those leaf nodes that have been 
recognized as important throughout the CS pass. 
Three passes are defined per bit-plane like in the 2-
D case: the importance transmission pass, the 
magnitude refinement pass and the normalization 
pass. Moreover, these coding passes call numerous 
coding operations (primitives), i.e., the ZC, SC, MR, 
and RLC primitives. These primitives enable the 
choice of suitable3-D situation models for the 
successive arithmetic coding or RLC stages. The 
chosen adaptive arithmetic encoder is based on an 
implementation by Said and Pearlman of the 
algorithm proposed by Witten et al. [45], which is 
equal to those utilized in the earlier state encoders. 

 The data exist in in each leaf-node is scanned 
applying as lice-by-slice scanning pattern. Inside one 
slice the pattern is equal to the JPEG2000 scanning: the 
vowels are read in-groups of four vertically associated 
voxels. When a total slice is stripe-wise processed, the 
subsequent segment is processed. 
 The fractional coding passes perform in an 
equal way as for the original EBCOT execution. 
However, the chosen neighborhood kΘ  refers now to 

the twenty-six voxels approximately the voxel being 
coded (i.e., the immediate neighbors). For every bit-
plane, sequentially the significance propagation pass, 
the MR pass, the CS pass and the normalization pass 
are called, excluding for the first bit-plane where the 
initial two passes are discarded. 
3. Coding Primitives: As for EBCOT, four coding 

primitives are defined to support the encoding 
procedure in the dissimilar coding passes: the ZC 

primitive, the RLC primitive, the SC, and the MR 
primitive. For arithmetic encoding, the context-
model choice is based on the condition of the 
adjacent voxels of the voxel being encoded, i.e., the 
preferred neighborhood and the sub band type in 
which the voxel is situated. The preferred 
neighborhood kΘ  is separated in 7 orthogonal 

subsets according to their position to the voxel [58], 
[80]. Every coding primitive has got its individual 
look-up table to identify the probability model that 
has to be utilized by the arithmetic coder for a 
identified situation state [58], [80]. Additionally, we 
have to state that the complexity of this part of the 
coding engine increases heavily compared with the 
original 2-D implementations, appropriate to the 
enlarged preferred neighborhood (from 8 to 26 
neighbors)and, consequently, the augmented 
complexity of the look-up tables[58]. 

4. Tier 2—Layer Formation: The followed process, i.e., 
PCRD optimization [43], is equal to the original one. 
However, we have to state one feature that is of key 
importance. The PCRD routine allocates 
compensating for the fact that a no unitary 
transform has been used. By accurate the 
calculated distortions for each pass in  with a 

scaling factor ibζ , the coding method will execute 

as if a unitary transform was used (or approximated 

when using integer powers of  2 ).Hence, the 
distortion will be currently described by: 

2( [ ] [ ])i i

i

n n
i i i i

k B
D b S t k s kζ

∈

= −∑
                           

 
Where [ ]is k indicate the magnitude of element 

k in code-block iB
 
and [ ]in

iS k
 
provide the quantized 

illustration of that element connected with truncation 
point in

 
. This improvement allows support for a unitary 

transform without obstructing the possibility of lossless 
coding, a difficulty that does occur with classical zero 
tree-based coders. The original 2-D algorithms maintain 
multiple components (e.g., color), but this feature is not 
retained in the future 3-D implementation. Hence, only 
gray-scale images (volumes) are supported. 
Nevertheless, the dissimilar bit-stream chunks are 
currently grouped into separate packets, every packet 
contributing to one quality layer and one resolution level. 
The code-block addition information is again encoded 
by means of the tag-tree concept. The only alter that has 
been complete was extending the tag-tree idea to the 
third dimension, i.e., moving from a quad tree structure 
to an octtree structure.
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VI. Current state of the art 

Matching Pursuits (MP) has been recognized as 
an useful technique of over entire transform coding for 
2D images, originally for 2D motion compensated 
residuals by Neff and Zakhor [12], and additional 
recently extended to still images by the application of a 
spatial wavelet transform [13] and the utilize of 
additional effective dictionaries and embedded coding 
[14]. The addition of MP to three dimensions is natural, 
as has been established [15]. However MP is a 
computationally strong method and the utilize of 3D 
bases increases this cost significantly. In this context 
Yuan Yuan[1] proposed a novel 3D WAVELET VIDEO 
CODING WITH REPLICATED MATCHING PURSUITS. 
The model can be briefed in figure 1 and description 
follows 

 

Figure 1 : 3D Replicated Matching Pursuits Scheme for 
Video Coding 

Replicated MP coding is shown in Figure 1. For 
a group of 16 input frames, the motion compensated 3D 
DWT is implemented subsequent the scheme of 
Taubman and Secker [5A, 6A]. The related motion 
vectors are coded as side information by a Variable 
Length Code (VLC). This movement overhead affects 
the low down bit rate performance of all video coded by 
related schemes. The MP algorithm is useful to the 3D 
Group of Temporal Pictures (GOTP) using the Intra 8 
Codebooks of Monro [14]. The benefit of 3D RMP is that 
the collection of Child atoms related with a Parent can 
provide up to three times the image power of the Parent 
alone, but expenses on average less than 30% of the 
bits to code in this implementation. MP is a 
computationally costly algorithm, with the best inner 
product over the entire data set with all bases in the 
dictionary essential for selecting each atom. 

Sun et al[2] proposed a novel content adaptive 
rate-distortion optimization scheme, which might 
effectively differentiate texture region, edge region and 
flat region by means of directional field technique. There 
have been numerous efforts in the past trying to include 
perceptual procedures into video encoding. In [16], the 
focus was mostly on determination of suitable 
quantization steps with sub-band Just Noticeable 
Distortion (JND). In recent H.264/MPEG-4 advanced 
video coding standard, maximum coding efficiency is 
achieved by introducing the rate distortion optimization 
(RDO) procedure to provide the best coding outcome 
by maximizing image quality and minimizing data rate at 
the same time. In [17], a new adaptive RDO scheme 

has been proposed which exploits motion and texture 
masking property to correct the Lagrangian multiplier 
and achieves generally bit rate reduction by allowing 
additional distortion in the less noticeable background 
random texture area. The RDO technique is also an 
significant part in wavelet-based scalable video coding 
(SVC) scheme that is presently under examination by 
MPEG-21, Part 13 [18]. The SVC scheme requires an 
embedded bit stream to be formed from which bit 
streams with different bit rate, resolution and frame rate 
could be extracted with reasonably fine quality. Here in 
this job sun et al proposed an effective directional field 
based visual significance map in the context of 
capturing the features associated to pre attentive 
processing such as edges and curves. Based on the 
visual significance map, the regions with additional pre-
attentive features are likely to get more distortion-
reduction by assigning a smaller Lagrangian multiplier. 
Rate balance was also measured as a factor and 
attempted to attain by assigning a relatively larger 
Lagrangian multiplier to the random texture area so that 
additional distortion is permitted without noticeable 
visual degradation to the image. Since HVS is also 
sensitive to distortions in flat regions, a little Lagrangian 
multiplier was also used for flat regions. 

Seran et al[3] proposed a 3D BASED VIDEO 
CODING to carry out the two-dimensional spatial 
filtering initial and then perform motion-compensated 
temporal filtering by lifting in the Over total Discrete 
Wavelet Transform domain. In practice essentially the 
three-dimensional wavelet decomposition can be 
performed in two ways: two-dimensional spatial filtering 
followed by temporal filtering (2D+t) [19, 20, 21] or, 
temporal filtering followed by two-dimensional spatial 
filtering (t+2D) [22, 23, 24]. In this work, Seran et al[3] 
proposed a new temporal filter set to reduce delay in 3D 
wavelet based video coding, that attempted to increase 
performance at par with existing longer filters. In this 
proposal the filter set haven't include any boundary 
effects at the group of frames (GOF). The length of the 
GOF can differ from five to any number of frames 
depending on interruption requirements. This proposed 
model also illustrated a novel technique of assigning 
priorities to temporal sub-bands at dissimilar levels to 
manage distortion fluctuation inside a GOF. 

Mavlankar et al[4] considered a multiple 
description (MD) video coding scheme based on the 
motion compensated (MC) lifted wavelet transform, 
which is to carry out the temporal decomposition of a 
collection of pictures and then make multiple 
descriptions for every temporally transformed frame. The 
benefit of basing MD video coding on motion-
compensated lifted 3D wavelet decomposition is that it 
does not need any difference control similar to in a 
hybrid codec which was earlier achieved by distribution 
drift compensation data. Earlier to this proposal an 
important number of MD coding schemes for video have 
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been proposed (e.g., [25], [26], [27]). Most of the 
proposals for MD video believe the usual hybrid video 
coding structure with motion compensated prediction 
and DCT as their major building blocks. In difference the 
model proposed by Mavlankar et al a multiple 
explanation video coding scheme that is based on a 
video encoder that uses the recently emerging motion 
compensated lifted 3D wavelet change as its basis [27], 
[28], [29], [30]. Since recursive temporal prediction is 
restoring by a motion-compensated transform, it also 
remove the dependency quantization framework which 
is an inherent part of hybrid video codecs. In usual 
hybrid codecs quantization is fixed in the recursive 
prediction loop, whereas in 3- D wavelet codecs 
quantization and spatial encoding are applied following 
the temporal decorrelation of a group of pictures (GOP). 
Figure 2 shows our proposed MD video codec which is 
based on MC lifted wavelet change. This scheme 
expands the Drift Compensation Multiple Description 
Video Codec (DC MDVC) proposed for a hybrid video 
codec in [31] to MC-lifted 3-D wavelet coding. 

 

Figure 2 : Overview of the proposed MD coding scheme 

  A huge benefit of employing the 3-D wavelet 
scheme is that there is not require to send additional 
drift compensation data. DC MDVC has to send the drift 
compensation data to compensate for difference 
between the recursive predictions loops at the encoder 
and the decoder in case of loss. In fact the number of 
drift compensation streams rose exponentially with the 
total amount of descriptions. It is (2N − 2), where N is 
the total number of descriptions. This can be simply 
understood by considering that a drift compensation 
stream has to be formed for each scenario excluding 
when all or no descriptions are received. 

Seran et al[5] focused on the difficulty of 
controlling unpredictable variation of distortion in 3D 
coders, which aimed at exploring the MCTF filter 
properties and we present an entire analysis of the filter 
and mathematical derivations. The temporal wavelet 
filter properties are recognized to be a main factor 
contributing to distortion variation. The problem of 
controlling the temporal distortion fluctuations has been 
addressed in a little design [32], [33]. In [32], distortion 
variation control is considered for the bi-directional 
unconstrained motion compensated temporal filtering 
and the distortion in the decoded frame is expressed as 
a function of the distortions in the reference frames at 

the equal temporal level. In [33], the association among 
the distortion in temporal wavelet subbands and the 
reconstructed frames are study for the modified 5/3 filter 
(ignoring sqrt(2)). Based on the association, a distortion 
ratio model is theoretically developed and an easy rate 
control algorithm is used to place priorities for the 
temporal subbands according to the distortion ratio. 

The association among the distortion in the 
reconstructed frames and the filter coefficients study by 
seran et al[5]. On this foundation, scaling coefficients for 
the filter are calculated to control the distortion 
fluctuation. In this circumstance the model proposed by 
seran et al [5] considered the mainly popular bi-
orthogonal 5/3 filter and quoted that this model can be 
directly extended for additional longer filters. 

Zefeng Ni et al[6] proposed and develops a 3D 
wavelet codec based on MCTF and JPEG2000 for a 
novel advance for stable quality aimed bit allocation 
between T-bands for the applications of adaptive stored 
video streaming. The reconstructed structure is divided 
into dissimilar groups according to the types of their 
related temporal bands. We suggest an estimated 
mathematical model to describe the relationship 
between the T-band distortions and the distortions of the 
reconstructed frames. Since we consider stored video in 
this investigation, we can offline produce the model 
parameters. Throughout the online transmission period, 
given the existing network bandwidth, we initial perform 
the conventional JPEG2000-like optimum truncation. 
After that, a two-step process is used for reducing the 
PSNR fluctuation, where the fundamental idea is to alter 
the energy gains to balance the dissimilar contributions 
from diverse types of T-bands and then more or less 
equally allocate distortion among the Tbands at the 
identical level. Along with model proposed by Zefeng Ni 
et al[6], little of the articles[34], [35], [36], [37] in latest 
literature have looking into that how to assign bits to 
every temporal band (T-band) so that definite degree of 
stable quality can be achieved. Although the difficulty of 
stable quality aimed bit distribution has been well 
calculated for conventional hybrid codecs [38, 39], it is 
still an open question for MCTF based codecs. In the 
popular MC-EZBC codec [34], the authors suggest to 
discontinue bit plane scanning of every the GOPs at the 
identical fractional bit plane. However, it can only help 
accomplish similar distortion among T-bands, which 
does not lead to stable quality in reconstructed frames. 
This is because the distortion in T-bands propagates 
unequally into reconstructed frames, which is hard to 
model mathematically. In [35, 36], in order to smooth 
PSNR performance, an optimized quantization step is 
obtained by analyzing the motion performance 
throughout the temporal filtering. In [37], the authors 
suggest to utilize an adaptive update step for the 
temporal filtering. Compared with conventional 
implementation, these technique indeed help dropping 
the serious PSNR fluctuation in reconstructed frames. 
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However, they did not clearly address the problem of bit 
allocation among T-bands. 

Yongjian Man et al[7] presented a new 3D-WT 
algorithm for video coding, which can considerably 
decrease the processing memory and attain a high 
coding presentation. This paper is organized as follows: 
in section 2, we explain the traditional 3D-WT algorithm 
and its shortage. According to the decomposition 
structure, the model proposed is dissimilar from 
traditional 3D wavelet coding. As the input sequence for 
the proposed new 3D wavelet decomposition structure 
is based on numerous groups, for every group, only the 
little frequency frame is remained in processing memory 
for the final temporal decomposition. According to the 
analysis of the proposed model, only the high frequency 
frames are exported following temporal decomposition, 
while the low frequency frame remains in memory for 
every group. 

Yu Liu et al [8] projected an expansion to the 
lifting-based activity threading procedure from the 
frame-based coding to the object-based coding, 
involved by the inimitable compensation of the object-
based coding that do not survive in other coding 
proposal.  Object-based coding allows convenience 
and impressionability of object within a video series, and 
allows the organization of video content to endure the 
process of attainment, editing and allocation, which is 
useful for content-based search and recovery in MPEG-
7. As an substitute to established video coding normal, 
3D wavelet video coding has conventional much 
awareness recently. A main benefit of 3D wavelet video 
coding is that it can supply complete spatio-temporal-
quality scalability with non-redundant 3D sub-band 
disintegration. In 3D wavelet video coding, action 
reimbursement is regularly integrated into the sequential 
wavelet make over to accomplish competent coding 
routine, leading to a class of algorithms normally called 
as activity rewarded sequential sieve (MCTF). Previous 
to this occupation, Xu et al. [40] projected a motion yarn 
(MT) technique that employs longer wavelet filter to 
develop the long-term association across border along 
movement route. The aim of MT is to shape as lots of 
long clothes as likely since too much small gear will 
considerably augment the figure of reproduction 
borders. Luo et al. [41] planned an advanced MT 
method to reduce the numeral of many-to-one drawing 
pixels and non-referred pixels in the innovative MT. 
though the trouble of frontier effects grounds by the 
truncation of many-to-one drawing case in the inventive 
MT can be well explain by the advanced MT, the non 
referred pixel case, which is allocate to use the action 
vector from neighboring movement strand in the higher 
MT, is not well resolve since the allocate movement 
vector may be not precise or even mistaken for non-
referred pixel and may source some poverty on coding 
presentation. 

Due to the boundary effects in spatial and 
sequential wavelet reconstruction, these artificial 
limitations will mortify greatly the coding recital. 
Consequently, it is improved to solve the problem of 
border line property, which survive in spatial and 
sequential makeover of object-based system 
concurrently, in a unified structure. 

 

Fig.
 
3

 
:
 
The object-based motion threading technique 

with lifting structure
 

To obtain more accurate proposal trajectory of 
each pixel and the functionality of object-based coding 
with illogical province of support, the object-based 
action threading with the exciting structure is projected, 
as shown in Fig.3. The object-based motion yarn using 
exciting structure aims to condense boundary 
possessions of synthetically terminating/emerging outfit 
in the preceding MT procedure.

 

Chen-Wei Deng et al[9] projected a new 
structure for scalable video convention. A mesh-based 
activity inference model is calculated and functional in 
this proposal, which engender a continuous proposal 
field. The earthly relationship is broken by Barbell 
thrilling [42]. In 3D wavelet video coding, wavelet 
change are exploit temporally across frames, and 
straight and up and down with each border, 
correspondingly. [34], [44] perform motion-
compensated sequential strain (MCTF) in the inventive 
spatial field pursue by a spatial change on each 
sequential sub band. This is typically denote as a t+2D 
scheme. This preceding work was principally in the 
framework of a slab activity model, which poorly 
represent complex motion in real video sequences. Y. 
Andreopoulos et al [45] pertain spatial convert before 
the sequential one, which is typically referred to as 2D+t 
method. 2D+t can answer the spatial scalability concert 
issues of t+2D, but it experience from the shift-variant 
natural history of the DWT. [46] is a 2D+t+2D scheme. 
In such structure, spatial balance description of video 
succession are acquire opening from the superior 
resolution, while the coding system include inter scale 
prediction (ISP) machine in organize to develop the 
multiscale symbol idleness [8A]. These formats have 
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archetypal inadequacy of over absolute change [47], the 
regulations competence is hard to achieve. 

With reference to the limits claimed touching the 
representation [34], [44], [45], [46], [48] Chen-Wei Deng 
et al [9] projected a novel scalable 3D wavelet video 
coding support, which is a t+2D scheme. A mesh-
based motion model is incorporated into the planned 
scaffold, which is helpful to perk up solidity concert. In 
totaling, due to the fact that different temporal sub 
bands have different characteristics, two different 
wavelet system algorithms were planned for the low and 
high-pass activist sub bands, correspondingly. 

Ke Xu[10] planned a novel scheme that is 
forced by circulated cause system to correct the errors 
of momentous division in 3D wavelet video tributary. In 
this projected replica Extra in rank is engender by 
Wyner-Ziv codec and is throw to the decoder. While 
errors occur, the relevant parts in the same frames from 
EZBC decoder are used as side in sequence to 
decipher the Wyner-Ziv bits to construct a refined 
substitution of the dishonored ones. to terminate the rest 
parts of these border are shared with superior parts from 
the Wyner-Ziv portrayal to yield a correct succession. 

Later to this application Sehoon Yea et 
al[49]planned a motion reimbursement entrenched 
zero-block coder (MC-EZBC) and shows that MC-EZBC 
can achieve higher concert evaluate with H.264 at a high 
rate. Furthermore, it is easy to extract the various rates, 
declaration and eminence succession from the raw 
video succession in decoder. However, MC-EZBC is still 
disposed to errors and encodes the variously 
noteworthy parts uniformly. A number of scheme, such 
as Auto Repeat demand (ARQ) or Forward Error 
improvement codes (FEC) or grouping of both can be 
used to truthful errors in conjecture. 

FEC methods are shaped by adding together 
extra ensure bits in the facade of the packet to check 
the error bits and moderate the likelihood of error. While, 
they can neither acceptable the fracture errors nor 
inefficiently adapt to the guide. ARQ scheme can 
progress the quality of decode movies by a response 
guide to send the lost packet again. Nevertheless, it is 
very disposed to time stoppage. Time delay will be 
engorged if the waterway is concerned by noises more 
commonly. 

Both FEC and ARQ applied in established 
codec can be engaged in MC-EZBC shielding the bit 
tributary supposedly. Nevertheless, the decoder of MC-
EZBC can work well within at least 4 frames indoors, so 
the importance is more time delay. Recently, Wyner-Ziv 
coding has been planned on error rigidity [50], [51]. 
They encode the source using established codec and 
Wyner-Ziv codec, which is used to suitable the errors in 
other report in that order. Ke Xu[10]extensive the same 
idea to 3D wavelet coding. 

Nobuhara et al[11] planned A video coding 
method using max-plus algebra based three 

dimensional wavelet convert (3DMP-Wavelets) . The 
recompense of MP wavelets those definite by max-plus 
algebra are 
a. Since no hovering point calculation is requisite, the 

addition speed of MP-Wavelets is high. 
b. Since no duplication operation is required, 

MPWavelets are hardware implementation oriented. 
c. Since the problem of round-off errors is completely 

eliminated, MP-Wavelets are appropriate for digital 
watermarking, i.e., they be applied to exclusive 
rights fortification. 

Hence 3DMP-Wavelets computational charge is 
very small since no balanced point calculations are 
done, max is computationally less expensive than the 
sum, and sum is computationally less costly than the 
product. The projected 3DMP-wavelets do better than a 
three dimensional linear wavelet in terms of velocity of 
the computation. Also, 3DMP-wavelets are hardware 
accomplishment oriented. This stimulates their study, 
mostly in view of some watch applications. It is easy to 
observe that in observation request it is important to 
have cheap strategy that can program a video 
succession at a low cost with rational eminence. 

VII. Conclusion 

This paper has provided a picture of various 
tools that have been designed in recent literature for 
visual data compression, in particular 3D wavelet 
transformation and coding. It has focused on multi-
resolution representations with the use of the wavelet 
transform and its extensions to handle motion and ROI 
in visual sequences. For image compression, WT based 
approaches are showing quite competitive performance 
due to the energy compaction ability of the WT to handle 
piecewise polynomials that are known to well describe 
many natural images. In video sequences, the 
adequacy of such model falls apart unless a precise 
alignment of moving object trajectories can be 
achieved. This might remain only a challenge, since as 
for any segmentation problem; it is difficult to achieve it 
in a robust fashion, due to the complex information 
modeling which is often necessary. Most of the models 
studied in this paper are not generalized in the context 
of quality artifacts. Hence it remain an issue and 
providing research scope to identify the effective lifting 
schemes and 3D wavelet coding models in the context 
various contextual parameters such as region of 
interest, motion in streaming visuals and quality artifacts 
such as spatial scalability and temporal scalability.
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Performance Analysis of Intensity Averaging by 
Anisotropic diffusion Method for MRI Denoising 

Corrupted by Random Noise  
Ms. Ami vibhakar α, Mukesh Tiwari σ, Jaikaran singh ρ & Sanjay rathore Ѡ 

Abstract - The two parameters which plays important role in 
MRI (magnetic resonance imaging), acquired by various 
imaging modalities are Feature extraction and object 
recognition. These operations will become difficult if the 
images are corrupted with noise. Noise in MR image is always 
random type of noise. This noise will change the value of 
amplitude and phase of each pixel in MR image. Due to this, 
MR image gets corrupted and we cannot make perfect 
diagnostic for a body. So noise removal is essential task for 
perfect diagnostic. There are different approaches for noise 
reduction, each of which has its own advantages and 
limitation. MRI denoising is a difficult task as fine details in 
medical image containing diagnostic information should not 
be removed during noise removal process. In this paper, we 
are representing an algorithm for MRI denoising in which we 
are using iterations and Gaussian blurring for amplitude 
reconstruction and image fusion, anisotropic diffusion and FFT 
for phase reconstruction. We are using the PSNR(Peak signal 
to noise ration), MSE(Mean square error) and RMSE(Root 
mean square error) as performance matrices to measure the 
quality of denoised MRI .The final result shows that this 
method is effectively removing the noise while preserving the 
edge and fine information in the images. 
Keywords :  MRI, Random noise, iteration, Gaussian blur, 
image fusion, anisotropic diffusion, PSNR, MSE, Image 
denoising. 

I. Introduction 

RI Stands for Magnetic Resonance Imaging; 
once called Nuclear Magnetic Resonance 
Imaging. The "Nuclear" was dropped off about 

15 years ago because of fears that people would think 
there was something radioactive involved, which there is 
not. MRI is a way of getting pictures of various parts of 
your body without the use of x-rays, unlike regular x-rays 
pictures and CAT scans. A MRI scanner consists of a 
large and very strong magnet in which the patient lies. A 
radio wave antenna is used to send signals to the body 
and then receive signals back. These returning signals 
are converted into pictures by a computer attached to 
the scanner. Pictures of almost any part of your body 
can be obtained at almost any particular angle. 

Medical information, acquired from MRI and 
composed    of    clinical    data,    images    and    other 
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physiological signals, has become an essential part of a 
patient’s care for diagnosis in medical field. Over the 
past three decades, there is a vast development in 
information technology (IT) & Medical Instrumentation, 
which has improved the level of medical imaging. This 
development are Computed Tomography (CT), 
Magnetic Resonance Imaging(MRI), the different digital 
radiological processes for vascular, cardiovascular and 
contrast imaging, mammography, diagnostic ultrasound 
imaging, nuclear medical imaging with Single Photon.  

Emission Computed Tomography (SPECT) and 
Positron Emission Tomography (PET). All these 
methods generate good quality of medical image [1] 
and each has its own specific features corresponding to 
the physical and physiological phenomena studied, as 
shown in “Fig.1  

 

Figure 1 :  Sagittal slices of the brain by different 
imaging modalities: a) magnetic resonance imaging 

(MRI), b) computed tomography (CT), c) positron 
emission tomography (PET), d) ultrasound (US) 

All medical images contain Random noise. The 
presence of noise gives an image a mottled, grainy, 

M 
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textured, or snowy appearance. Image noise comes 
from a variety of sources. No imaging method is free of 
noise, but noise is much more prevalent in certain types 
of imaging procedures than in others. Noise is also 
significant in MRI (Medical Resonance Imaging), CT, 
and ultrasound imaging. In comparison to these, 
radiography produces images with the least noise. 
Fluoroscopic images are slightly noisier than 
radiographic images. The presence of noise degrades 
the image quality and decreases visibility of lower 
contrast image. So there is a need for noise removal 
technique to improve the image quality and to recover 
the fine details of image which is required for perfect 
diagnostic. This paper is divided into seven sections. 
Section one gives idea about MRI and denoising. 
Section two shows a literature survey .Section three 
defines implementation of algorithm .Section four and 
five gives idea about Gaussian blur and anisotropic 
diffusion. Section six defines pproposed algorithm for 
denoising while section seven is conclusion 

II. RELATED WORK 

Various algorithms for image denoising are 
discussed in [2]. The de-noising of Magnetic Resonance 
Images using wave atom shrinkage is proposed in [3] 
and also proved that this approach achieves a better 
SNR compared to wavelet and curvelet shrinkages. A 
NL-Denoising method for Rician noise reduction is 
proposed in [4 & 5].In [6], Total Variation Wavelet-Based 
technique is used to remove a noise from MR image. 
The method to improve image quality using adaptive 
threshold based on contourlet transform is given in [7]. 
A new filter to reduce random noise in multicomponent 
MR images by spatially averaging similar pixels and a 
local principal component analysis decomposition using 
information from all available image components to 
perform the denoising process is proposed in [8]. An 
estimator using a priori information for devising a single 
dimensional noise cancellation for the variance of the 
thermal noise in magnetic resonance imaging (MRI) 
systems called ML estimator has been proposed in [9]. 
A noise removal technique using 4th order PDE is 
introduced in [10] to reduce noise in MRI images.. A 
phase error estimation scheme based on iteratively 
applying a series of non-linear filters each used to 
modify the estimate into greater agreement with one 
piece of knowledge, until the output converges to a 
stable estimate is introduced in [11]. 

III. IMPLEMENTATION 

Fig. 3 shows the block diagram, gives general 
idea for MRI denoising using intensity averaging 
method. 
 

 
Fig. 3 : Block diagram of intensity averaging algorithm 

In proposed algorithm we have taken the image 
of [fig.2] for evaluating our method. First we will apply 
amplitude correction on noisy MR image by finding 
forward and backward difference of intensity of pixels in 
X and Y direction. This gives average type of value to 
each pixel and then image is blurred by   Gaussian filter 
and convolution. After completion of this amplitude 
correction, we apply a phase correction algorithm. Here, 
we are splitting amplitude corrected image into its red, 
green and blue band and then we are rotating each 
band by appropriate amount to correct the phase of MR 
image. After this, we are applying anisotropic diffusion 
and FFT to remove the noise from image. 

 

Fig. 2 : MRI of knee 
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IV. GAUSSIAN BLUR 

Gaussian blur is also known as Gaussian 
smoothing used to blur (smooth) the image. Typically it 
is used to reduce a random noise from the image. 
Mathemetically, Gaussian blur is equivalent to applying 
a convolution between image and Gaussian function 
[12, 13]. Gaussian distribution in 1-D is given as, 

𝐺𝐺(𝑥𝑥) =
1

√2𝜋𝜋
𝑒𝑒−

𝑥𝑥2

2𝜎𝜎2  

 

𝐺𝐺(𝑥𝑥,𝑦𝑦) =
1

2𝜋𝜋𝜎𝜎2 𝑒𝑒
−𝑥𝑥

2+𝑦𝑦2

2𝜎𝜎2  

Here, we are producing a discrete 
approximation of the Gaussian function before we 
perform the convolution as image is considered as a 
collection of pixels. Ideally we require an infinitely large 
convolution kernel because the Gaussian distribution is 
non-zero everywhere, but in practice we can truncate 
the kernel as Gaussian distribution in it is effectively 
zero, more than about three standard deviations from 
the mean. The degree of smoothing depends on the 
value of standard deviation. The Gaussian outputs a 
`weighted average' of each pixel's neighborhood, with 
the average weighted towards the value of the central 
pixels. So, 

I (x,y) = I0 (x,y) * G(x,y)                      (1) 

I(X,Y)=Gaussian blurred image 
I0 (x,y)= Noisy image 
G(x,y,t)=Gaussian filter function 

This is in contrast to the mean filter's uniformly 
weighted average.[14] Because of this, a Gaussian 
provides gentler smoothing and preserves edges better 
than a similarly sized mean filter. The main problem with 
Gaussian filter is, 
• Loss of fine detail 
• Smoothing across boundaries  as shown in fig.3. 

 
  
(a) 

   
(b)

 

Fig. 3
 
:
 
(a) Before Gaussian blur (b) After Gaussian blur

 

This problem can be solved by anisotropic 
diffusion as discussed below.

 

V. IMAGE FUSION AND ANISOTROPIC DIFFUSION 

Image fusion describes the concept of 
combining multiple images into one image which gives 
more information compared to individual one [15]. 
Linear diffusion provides over smoothing of image as 
shown in fig. 3, we will use non-linear smoothing in 
which each pixel is treated with varying intensity 
depending on its neighboring value. In general, 

if (x,y) is a part of an edge  apply little smoothing 
 if not a part of an edge   apply full smoothing  

This idea can be implemented by using a 
gradient function as given below. 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝐼𝐼) = �
𝜕𝜕
𝜕𝜕𝜕𝜕

,
𝜕𝜕
𝜕𝜕𝜕𝜕
� 

So non linear smoothing gives good intraregion 
smoothing as well as doesn’t do much with interregion 
smoothing (edges and lines) as shown in fig.4 [16] 

 
   (a)                                               (b) 

 

(c)
 

Fig. 4
 
:
 
(a) Original image (b) image after linear 

smoothing (c) image after Non-linear smoothing
 

This problem can be solved with anisotropic 
diffusion

 
[17] when equation

 
no.1 can be viewed as heat 

equation as shown below,
 

It = ∆I = (Ixx,Iyy)
 

The matter in an image is not heat, but 
brightness level. So, an image could be generalized to 
be a surface, where bright spots are “hot” and dark 
spots are “cold”. So the idea is to use a varying size of 
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Where is the standard deviation of distribution.
In 2-D, an isotropic Gaussian has the form,

σ



kernel. Comparison of linear, non-linear and anisotropic 
diffusion is shown in fig.5 

 
(a)                       (b) 

 
(c)                              (d)  

Fig. 5 : (a) original image (b) image after linear fusion (c) 
image after non-linear fusion (d) image after anisotropic 

fusion 

VI. PROPOSED ALGORITHM 

1. I/P Image. 
2. Add Random noise 
3. Find PSNR between Original and Noisy Image. 
4. Steps for applying Magnitude Reconstruction   

using iteration method on MR image: 
a. Enter iteration value. 
b. Find the backward difference of intensity of 

pixels in X and Y direction till the iteration ends. 
c. Find the forward difference of intensity       of   

pixels in X and Y direction till the iteration ends. 
d. Find PSNR between Original and Denoisy 

Image after iteration process [psnr2]. 
e. Apply Gaussian filters to blur the image. 
f. Perform convolution. 
g. Find PSNR between Original and Denoisy 

image after Gaussian blurring. [psnr3]. 
5. Steps for applying Phase Reconstruction on Noisy 

MR image. 
a. Apply anisotropic diffusion. 
b. Find PSNR between   Original  and Denoisy 

image after  iteration Process    for Smoothing    
[psnr4] 

c. Apply FFT on Diffused Image. 
d. Perform the Filtering over Fourier transform. 
e. Find PSNR between Original and Denoisy   

image after FFT on filtering [psnr5]. 
f. Apply Image Sharpening Using Filtering. 

6. Denoised Image 

Now, we will evaluate the algorithm by taking 
different values of iterations (A). 

 
Fig. 6 : (a) Input image               (b) Noisy input image 

Now apply different values of “A” (no. of 
iterations) on noisy MR image as shown in fig.6 (b). As 
the value of “A” increases, we are getting more and 
more noise removal from noisy image as shown in fig. 
(7), (8) and (9). We are taking following parameters to 
evaluate the algorithm. 
− Psnr2:- PSNR between Original and Denoisy image 

after iteration process 
− psnr3:- PSNR between Original and Denoisy image 

after Gaussian blurring Image. 
− Psnr4:- PSNR between Original and Denoisy image 

after iteration process for Smoothing using 
anisotropic diffusion. 

− Psnr5:- PSNR between Original and Denoisy image 
After FFT on filtering 

− Mse2:-Difference between Original and Denoisy 
image after iteration process 

− Mse3:-Difference between Original and Denoisy 
image after Gaussian blurring Image. 

− Mse4:- Difference between Original and Denoisy 
image after iteration process for Smoothing using 
anisotropic diffusion. 

− Mse5:-Difference between Original and Denoisy 
image After FFT on filtering. 

FOR A=10:- 

 
 

(a)                                       (b) 
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(c)                          

    (d)  

 

(e)                  
   

    (f)
 

 
  

(g)
   

   (h)
 

Fig.
 
7

 
:
 
Denoised image after (a) iterations (c) Gaussian 

blur (e)iteration process for smoothing using anisotropic 
diffusion (g) FFT on filtering

 

 

 

 

 

Table 1 : Obtained Result for A=10 

Psnr2=25.98 Mse2=15.51 
Psnr3=28.35 Mse3=17.86 

Psnr4=24.37 Mse4=17.95 

Psnr5=28.81 Mse5=18.2 

FOR A=15:- 

 

(a)  
        

(b)
 

 

(c)   

        

(d)

 

 

(e)

      

(f)
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(g)     (h) 

Fig. 8 : Denoised image after (a) iterations (c) Gaussian 
blur (e)iteration process for smoothing using anisotropic 

diffusion (g) FFT on filtering 

Table 2 : Obtained Result for A=15 

Psnr2=27.10 Mse2=16.63 
Psnr3=28.53 Mse3=18.06 

Psnr4=27.60 Mse4=18.07 

Psnr5=28.73 Mse5=18.25 

FOR A=20:- 

 
(a)               (b) 

 

(c)    
      

(d)
 

 
(e)         (f) 

 
(g)        (h)  

Fig. 9 : Denoised image after (a) iterations (c) Gaussian 
blur (e)iteration process for smoothing using anisotropic 

diffusion (g) FFT on filtering 

Table 3 : Obtained Result for A=20 

Psnr2=27.75 Mse2=17.28 
Psnr3=28.69 Mse3=18.22 

Psnr4=28.70 Mse4=18.23 

Psnr5=28.75 Mse5=18.29 

VII. CONCLUSION 

From the above result we conclude that, our 
algorithm is efficiently removing the noise from MR 
image. As number of iterations increases (“A”), we are 
getting more and more improved image. Experimental 
results show that, we are getting good Result in terms of 
PSNR and image quality. This algorithm is capable of 
removing noise from images and at the same time it is 
preserving fine details of images too. We also conclude 
that, for large value of iteration (A>25), increment in 
PSNR is less compared to small values of iterations 
(A<25). 
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Robust Watermarking Method for Color Images 
Using DCT Coefficients of Watermark 

R.Eswaraiah α & E.Sreenivasa Reddy σ 

Abstract - Digital technologies are playing a vital role in the 
present communication system. This paper presents a robust 
and secure watermarking method to protect the copyright 
information of multimedia objects. In the proposed method, 
Discrete Wavelet Transform and Discrete Cosine Transform 
are applied on the cover image and then Discrete Cosine 
Transform coefficients of watermark image are embedded into 
transformed cover image.  The experimental result shows the 
performance evaluation of the proposed method by the quality 
metrics as PSNR for watermarked image and NC for extracted 
watermark image and we have compared the results with the 
existing transformation methods in frequency domain based 
on attacks.  
Keywords : Discrete Wavelet Transform (DWT);Discrete 
Cosine Transform (DCT);PSNR(Peak Signal to Noise 
Ratio);NC (Normalized Correlation) 

I. INTRODUCTION 

ow days the rapid growth of the technology is a 
cause for the requirement of the protection of 
copyright information from unauthorized access. 

Hence an advanced authentication method is essential 
to the data security. Digital watermarking is one such 
method that offers data security. At present various kinds 
of digital watermarking methods are in use to protect the 
information from unauthorized access. Any security 
method come under either spatial [1] like LSB or 
frequency domain [2] like Discrete Wavelet Transform 
(DWT) [5], Discrete Cosine Transform (DCT) [3], Discrete 
Fourier Transform (DFT) [6] and the combination of them 
[7, 8] as well as any method can come under either blind 
or non blind watermarking. In blind watermarking the 
cover image is not used to decipher the watermark [3]. 
The cover image is used to decipher the watermark in 
the non-blind watermarking [4]. This paper proposes a 
non blind watermarking method based on the frequency 
domain. This method uses the transformations to 
improve the robustness of the system. The necessary 
features are perceptual quality and robustness to 
determine the quality of watermarking scheme. 

In the frequency domain, DWT decomposes an 
image into multi-resolution components i.e. horizontal, 
vertical and diagonal [5] and DCT segregate each block 
into three frequency sub-bands: low, mid and high [3]. 
DFT requires an input image that is discrete. Such inputs 
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are often created by sampling a continuous function. 
But, in this correspondence, DWT- DCT combination [7] 
and DCT coefficients of watermark are used in the 
proposed method. It improves all security factors in the 
data transfer. The strength of this paper is, analysis of 
the proposed scheme based on the standard metrics 
such as PSNR and NC and it sustains the general 
attacks like Gaussian noise, salt & pepper noise, Poisson 
noise, Gaussian blur, sharpening and common image 
processing operations like cropping, JPEG compression. 
The rest of the paper is organized in the following way. 
Section 2 consists of proposed method. Section 3 holds 
the description of performance metrics. Results and 
analysis are illustrated in Section 4. 

II. PROPOSED METHOD 

The main aim of the proposed method is to 
improve the quality of watermarked image and 
robustness of the watermark. This approach consists of 
two major processes.  
• Applying DWT and DCT on RGB cover image to get 

transformed image. 
• Embed DCT coefficients of watermark image into 

transformed image. 

a) Watermark Embedding Algorithm 
In watermark embedding process, till now 

researchers are using either DWT or DCT or both 
transformations. Here, we are using both DWT and DCT 
to transform the cover image as transformed image and 
a new and efficient embedding algorithm which embeds 
DCT coefficients of watermark image into transformed 
image to get the watermarked image as shown in Fig 1. 
It is elucidated in the following way. 

Algorithm  
Step 1: Consider any color image as cover 

image denote it by ‘I’. Get R, G, B channels of cover 
image ‘I’.  
 Step 2: Apply DWT to blue channel ‘B’ to get the 
multi-resolution sub-bands LL1, HL1, LH1, and HH1. 
When compared to red and green channels blue channel 
is more resistant to changes. 

Step 3:  Apply DWT again to HL1 sub-band of B 
channel and choose HL2 sub-band. 

Step 4: Divide the HL2 sub-band into blocks of 
size 8×8. 

Step 5: Apply DCT to the blocks obtained in step 
4. 

N 
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Step 6: Consider any gray scale image as 
watermark, denote it by ‘w’ and then apply DCT to the 
watermark ‘w’. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 :    Watermark embedding process 

Step 7: To embed the watermark, select any four 
coefficients in the mid frequency band of each DCT 
block of HL2 sub-band. 

Step 8: Four DCT coefficients of watermark are 
stored in each DCT block of HL2 sub-band. 

Step 9: The DC component from the DCT 
coefficients of watermark is normalized before 
embedding. 
Step 10: Apply IDCT to the blocks of HL2 sub-band. 
Step 11: Apply IDWT for 2 levels. 

Step 12: Combine R, G, B channels to get 
watermarked image ‘WI’. 

It helps to improve the copyright protection of 
the cover image and robustness of the watermark in the 
watermarked image.  

b) Watermark Extraction Algorithm 
Extraction of watermark image from 

watermarked image is explained as follows and it is 
shown in Fig 2. 

Algorithm 
  

 
 

 
 

 
 

 
 

 

 
 

 

III.
 

PERFORMANCE EVALUATION METRICS
 

To measure the quality of the watermarked 
image peak signal to noise ratio (PSNR) is

 
used. The 

quality of extracted watermark is measured using 

Normalized Correlation (NC) between the extracted and 
the original watermark. 
 
 
 
 
 
 
 
 
 
 

Figure 2 :    Watermark extraction process 

a) Peak Signal to Noise Ratio  
It is a metric which is used regularly to find the 

quality of the watermarked image. It is calculated by 
considering the following formula  

PSNR=log (2n−1)2

MSE
 

Where n denotes the number of bits used for 
color representation and MSE refers to the Mean Square 
Error between original and water marked image and is 
calculated with the formula. 

MSE =
∑ ∑ ∑ (I[i, j] − I′ [i, j])2𝑁𝑁

𝑗𝑗=1
𝑀𝑀
𝑖𝑖=1𝑅𝑅,𝐺𝐺 ,𝐵𝐵

3MN
 

Here, M and N are the height and width of 
image respectively. I[i, j] denotes the (i, j)th pixel value of 
the original image and I’[i, j] denotes the (i, j)th pixel 
value of watermarked  image.  

b) Normalized Correlation (NC) 
It is one of the metrics used to find the quality of 

extracted watermark image with respect to the original 
watermark image. It is found by using the following 
formula. 

NC =
∑ ∑ w(i, j)w′(i, j)N

j=1
M
i=1

�∑ ∑ w(i, j)^2N
j=1

M
i=1 �∑ ∑ w′(i, j)^2N

j=1
M
i=1

 

Here, w(i, j) is the original watermark, w’(i, j) is 
the extracted watermark. 

IV. RESULTS AND ANALYSIS 

As per this proposed method, a Lena color image 
of size 512×512 is considered as cover image as shown 
in Fig. 3 and Fig. 4 is a gray scale image of skeleton with 
size 32×32 is chosen as watermark.  
 
 
 
 
 
 

Figure 3
 
:  Original Image      Figure 4

 
:
 
Watermark image
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Step 1: Get R, G, B channels of watermarked 
image ‘WI’.

Step 2: Apply DWT to blue channel ‘B’ to get the 
multi-resolution sub-bands LL1, HL1, LH1, and HH1.

Step 3: Apply DWT again to HL1 sub-band of B 
channel and choose HL2 sub-band.

Step 4: Divide the HL2 sub-band into blocks of 
size 8×8.

Step 5: Apply DCT to the blocks obtained in step 
4

Step 6: Obtain four DCT coefficients of 
watermark from the four selected coefficients of mid 
frequency band of each DCT of HL2 sub-band.

Step 7: To get the watermark apply IDCT on the 
set of DCT coefficients obtained from previous step.



 
 
 
 
 
 
 

Figure 5 :  Watermarked image 

After applying the proposed method the 
resultant watermarked image is shown as Fig.5.  
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  Table 1 summarizes PSNR value of 
watermarked image and NC value of extracted 
watermark image when the watermarked image is not 
attacked and undergoes

 
any attack like Gaussian noise, 

salt & pepper noise, Poisson noise, Gaussian blur, 
sharpening and image manipulation operations like 
cropping, JPEG compression are applied.

 
Table I

 
:
 
   PSNR and NC values

 
 

 
 
 
 
 
 
 
 
 Table 2 shows comparison results of the 

proposed method with the existing transformation 
methods such as DWT [5], DWT-DCT [9] and Bior [10] 
based on the NC value between original and extracted 
watermark when the watermarked image undergoes any 
attacks.

 
Table II : Comparison Results 

 

This robust watermarking method is proposed 
for increasing the security of data hiding as well as 
quality compared with the existing algorithms. 
Authenticity is incorporated by embedding the DCT 
coefficients of watermark image into the transformed 
image. Experimental results based on attacks confirm 
that the proposed algorithm performs better than the 
DWT, DWT-DCT and Bior based scheme and robustness 

is achieved by hiding DCT coefficients of watermark 
image in transformed image by the frequency 
transformations as DWT and DCT. 
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An Impressive Method to Get Better Peak Signal 
Noise Ratio (PSNR), Mean Square Error (MSE) 

Values Using Stationary Wavelet Transform 
(SWT) 

  N. Naveen Kumar &    Dr.S.Ramakrishna 

Abstract - Impulse noise in images is present because of bit 
errors in transmission or introduced during the signal 
acquisition stage. There are two types of impulse noise, they 
are salt and pepper noise and random valued noise. In our 
proposed method, first we apply the Stationary wavelet 
transform for noise added image. It will separate into four 
bands like LL, LH, HL and HH. The proposed algorithm 
replaces the noisy pixel by trimmed median value when other 
pixel values, 0’s and 255’s are present in the selected window 
and when all the pixel values are 0’s and 255’s then the noise 
pixel is replaced by mean value of all the elements present in 
the selected window. This proposed algorithm shows better 
results than the Standard median filter (MF), decision based 
algorithm (DBA). The proposed method performs well in 
removing low to medium density impulse noise with detail 
preservation up to a noise density of 70% and it gives better 
Peak signal-to-noise ratio (PSNR) and mean square error 
(MSE) values. 
Keywords : Peak signal-to-noise ratio (PSNR), mean 
square error (MSE) values.standard median filter (MF), 
decision based algorithm (DBA). 

I. Introduction 

n the transmission of images over channels, images 
are corrupted by impulse noise, due to faulty 
communications. The objective of filtering is to 

remove the impulses so that the noise free image is fully 
recovered with minimum signal distortion. Noise removal 
can be achieved, by using a number of existing linear 
filtering techniques which are popular due to their 
mathematical simplicity and the existence of the unifying 
linear system theory. A new and efficient algorithm 
Jayaraj etal[1] proposed high-density salt and pepper 
noise removal in images and videos. The non-linear filter 
like standard median filter (SMF), adaptive median filter 
(AMF), decision based algorithm (DBA) and robust 
estimation algorithm (REA) shows better results at low 
and medium noise densities. At high noise densities, 
their performance is poor.  

Salt and pepper impulse noise is one 
commonly encountered noise type during image and 
video communication. So far the state of the art 
methods can reasonably restore images corrupted by 
salt and pepper noise whose level is up to 90%. A novel 

quadratic type variation formulation of this noise removal 
problem is reported by wanetal [2]. This approach first 
uses a simple yet fast method to eliminate all salt-and-
pepper noise pixels as well as possibly some clean 
pixels, then the clean image is efficiently reconstructed 
from the remaining clean pixels by minimizing a carefully 
designed functional. Because the functional is quadratic 
type, fast unconditional convergence is guaranteed. 

Recently a new adaptive weight algorithm 
Jianetal[3] for the removal of salt and pepper noise in. It 
consists of two major steps, first to detect noise pixels 
according to the correlations between image pixels, then 
use Different methods based on the various noise 
levels. For the low noise level, neighborhood signal 
pixels mean method is adopted to remove the noise, 
and for the high noise level, an adaptive weight 
algorithm is used. A switching bilateral filter (SBF) with a 
texture and noise detector for universal noise removal is 
proposed by Tsaietal [4].  Here the operation was 
performed in two stages: detection followed by filtering. 
For detection, the sorted quadrant median vector 
(SQMV) scheme, this includes important features such 
as edge or texture information. This information is 
utilized to allocate a reference median from SQMV, 
which is in turn compared with a current pixel to classify 
it as impulse noise, Gaussian noise, or noise-free. The 
SBF removes both Gaussian and impulse noise without 
adding another weighting function. The range filter 
inside the bilateral filter switches between the Gaussian 
and impulse modes depending upon the noise 
classification result. 

To remove salt and pepper noise in video a new 
algorithm is proposed by Esakkirajan etal [5]. This 
proposed adaptive decision algorithm first checks 
whether the selected pixel in the video sequence is 
noisy or noise free. Initially the window size is selected 
as 3 × 3. If the selected pixel within the window is 0's or 
255's, and some of other pixels within the window are 
noise free, then the selected pixel value is replaced by 
trimmed median value. If the selected pixel is 0 or 255 
and other pixel values in a selected window (3 × 3) all 
are 0's and 255's, then change the selected window size 

I 
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as 5 × 5, then the selected pixel value is replaced by 
trimmed median value. In the selected new window (5 × 
5), all the elements are 0's or 255's then the processing 
pixel is replaced by the previous resultant pixel. 

A modified simple edge preserved de-noising 
algorithm to remove salt and pepper noise in digital 
color images is discussed in [6]. This proposed 
algorithm has three steps: noisy pixel detection, 
replacement of noisy pixels, and confirmation by 
comparing with a threshold. In addition a median 
filtering is added to improve the quality of the image. It 
prevents the smoothing of edges in the noise removal 
process, by predicting the possible edges and taking 
the mean value from the predicted edge.  Furthermore, 
Rahaman etal. [7] reported a new algorithm to remove 
Salt and Pepper noise from grayscale images. This is an 
enhanced adaptive median filtering algorithm which 
initially calculates median without considering noisy 
pixels in the processing window. If the noise-free median 
value is not available in the maximum processing 
window, the last processed pixel value is used as the 
replacement. However, in extreme situations such as 
noise corrupted pure black and white images, a 
threshold value is used to determine the pixel value. 

A new wavelet-based de-noising method for 
medical infrared images was reported by Rabbani etal 
[8]. Since the dominant noise in infrared images is 
signal dependent utilize local models for statistical 
properties of (noise-free) signal and noise. In this base, 
the noise variance is locally modeled as a function of the 
image intensity using the parameters of the image 
acquisition protocol. In the next step, the variance of 
noise-free image is locally estimated and the local 
variances of noise-free image and noise are substituted 
in a wavelet-based maximum a posterior (MAP) 
estimator for noise removal. 

A methodology based on median filters for the 
removal of salt and pepper noise by its detection 
followed by filtering in both binary and gray level images 
has been proposed by sarath etal [9]. Linear and 
nonlinear filters have been proposed earlier for the 
removal of impulse noise; however the removal of 
impulse noise often brings about blurring which results 
in edges being distorted and poor quality. Therefore, the 
necessity to preserve the edges and fine details during 
filtering is the challenge faced by researchers today. It 
consists of noise detection followed by the removal of 
detected noise by median filter using selective pixels 
that are not noise themselves. The noise detection is 
based on simple thresholding of pixels. 
 Impulse noise removal is one of the important 
image preprocessing techniques since the noise will 
lead the image processing procedures into an 
unexpected direction. The candidate-oriented strategy 
that detects the corrupted pixels (noise candidates) and 
then updates the intensity value of those pixels can 

achieve better performance than the brute-force 
strategy. Recently a novel region feature is presented in 
Ref.[10] to avoid the misclassification problem. In this 
method the noise pixels are treated as the small-sized 
regions, and labeled by the multi-scale connected 
component labeling algorithm. In this way, the region 
size can be considered as a clue during the noise 
detection procedure. This newly developed region 
feature can be easily utilized to the current noise 
removal algorithms.  

II. Methodology 

The proposed image denoising corrupted by 
salt and pepper noise is built on Stationary wavelet 
transform. The following section described the 
Stationary Wavelet Transform (SWT) and Proposed 
Algorithms. 

a) Stationary Wavelet Transform 
The SWT provides efficient numerical solutions 

in the signal processing applications. It was 
independently developed by several researchers and 
under different names, e.g. the un-decimated wavelet 
transform, the invariant wavelet transforms and the 
redundant wavelet transform. The key point is that it 
gives a better approximation than the discrete wavelet 
transform (DWT) since, it is redundant, linear and shift 
invariant. These properties provide the SWT to be 
realized using a recursive algorithm. Therefore, the SWT 
is very useful algorithm for analyzing a linear system. A 
brief description of the SWT is presented here. Figure 
shows the computation of the SWT of a signal x(k), 
whereW_jk, and V_jk are called the detail and the 
approximation coefficients of the SWT. The filters H_j 
and G_j are the standard low pass and high pass 
wavelet filters, respectively. In the first step, the filters 
H_1 and G_1 are obtained by up sampling the filters 
using the previous step (i.e. H_j-1 andG_j-1). 

III. Proposed method 

The Proposed method shown in Figure 1. In 
order to overcome the above mentioned difficulties, a 
new two-stage cascaded filter is proposed in this paper 
which removes the noise as high as possible, without 
blurring and retains the fine edge details. The proposed 
algorithm removes these drawbacks at high noise 
density. This algorithm processes the corrupted images 
by first detecting the impulse noise. The processing 
pixel is checked whether it is noisy or noisy free. That is, 
if the processing pixel lies between maximum and 
minimum gray level values then it is noise free pixel, it is 
left unchanged. If the processing pixel takes the 
maximum or minimum gray level then it is noisy pixel. It 
gives better Peak signal-to-noise ratio (PSNR) and 
image enhancement factor (IEF) values than the existing 
algorithm. 

©  2012 Global Journals Inc.  (US)
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In adaptive modified filter the pixels are 
processed using 5 X 5 windows.  During processing if a 
pixel is ‘0’ or ‘255’ then it is processed else it is left 
unchanged. In decision based algorithm (DBA) the 
corrupted pixel is replaced by the median of the window. 
At higher noise densities the median itself will be noisy, 
and the processing pixel will be replaced by the 
neighborhood processed pixel. This repeated 
replacement of neighborhood pixels produces streaking 
effect. To overcome the above drawbacks, the adaptive 
modified decision-based unsymmetric trimmed median 
filter is proposed. The corrupted processing pixel is 
replaced by a median or mean value of the pixels in the 
5 X 5 window after trimming impulse values. The 
corrupted pixel is replaced by the median or mean of 
the resulting array. In this, the median value is replaced 
only when both the processing pixel and all the 
neighboring pixels are noisy pixels. In other case, if the 
processing pixel is noisy and all the neighboring pixels 
are not noisy pixel then the mean value is used for 
replacement. If the processing pixel itself is not a noisy 
pixel, then it does not require further processing. Thus 
the processing pixel value can be modified as median or 
mean value according to the cases and hence named 
as adaptive modified decision based unsymmetric 
trimmed median filter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
  
  
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure
 
1

 
:
 
Block diagram of proposed method

 

For all higher bands (LH, HL and HH) the de-
noising can be achieved by applying a thresholding 
operator to the wavelet coefficients in the transform 
domain followed by reconstruction of the signal to the 
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original image in spatial domain. In the proposed 
method, soft shrinkage and median absolute difference 

(MAD) are used. The scaled MAD noise estimator is 
calculated by (6). 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (|𝑋𝑋|)
0.6745

                                                                        (1)

Where X is the high frequency sub-bands 
coefficients. From the estimated noise, the non linear 
threshold T is calculated by equation (2) 

𝑇𝑇 = 𝑀𝑀𝑀𝑀𝑀𝑀 ∗ �2𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙                                                                    (2)

Where N is the size of the high frequency sub-
band array. Then the soft thresholding is applied to 
remove the noise and the soft shrinkage rule is defined 

by equation (3). Finally, the noise free image is obtained 
by taking the inverse SWT. 

𝜌𝜌𝑇𝑇(𝑥𝑥) = �
𝑥𝑥 − 𝑇𝑇, 𝑖𝑖𝑖𝑖 𝑥𝑥 ≥ 𝑇𝑇
𝑥𝑥 + 𝑇𝑇, 𝑖𝑖𝑖𝑖 𝑥𝑥 ≤ −𝑇𝑇 

0, 𝑖𝑖𝑖𝑖 |𝑥𝑥| < 𝑇𝑇
                                                    �(3)

The noise free sub-bands are extracted using 
adaptive thresholding. Finally, the noise free image is 
obtained by taking the inverse SWT using the modified 
high frequencies sub-bands and the low frequency sub 
band of SWT. 

IV. Algorithm 

Step 1: Select 2 -D window of size 5 X 5. 
Assume that the pixel being processed is Pij. 

Step 2:: If 0<Pij<255then Pij
 is an uncorrupted 

pixel and its value is left unchanged.  

Step 3:: If Pij=0 or Pij=255 then Pij
 is a corrupted 

pixel then two cases are possible. 

Case i:: If the selected window contain all the 
elements as 0’s and 255’s. Then replace Pij

 
with the

 

mean of the element of window.
 

Case ii:: If the selected window contains not all 
elements as 0’s and 255’s. Then eliminate 255’s and 0’s 
and find the median value of the remaining elements. 
Replace Pij

 
with the median value.

 

Step 4:: Repeat steps 1 to 3 until all the pixels in 
the entire image are processed.

 

Move the window by one step and repeat from 
step 1 to step 4. The above steps are repeated, until the 
processing is completed for the entire image.

  

a)
 

Algorithm  description
 

Each and every pixel of the image is checked 
for the presence of salt and pepper noise. Different 
cases are illustrated in this Section. If the processing 
pixel is noisy and all other pixel values are either 0’s or 
255’s is illustrated in Case i. If the processing pixel is 
noisy pixel that is 0 or 255 is illustrated in Case ii. If the 
processing pixel is not noisy pixel and its value lies 
between 0 and 255 is illustrated in Case iii.

 
If the 

processing pixel value is 0 or 255, then it is a corrupted 
pixel and it is processed by two cases:

 

Case (i):

 

If the selected window contains salt or 
pepper noise as processing pixel (i.e., 255/0 pixel value) 

and neighboring pixel values contains all pixels that 
adds salt and pepper noise to the image. Consider the 
matrix [0 255 0 0 255 255 0 0 255 0 0 255 255 0 255 0 
255 0 0 0 255 0 255 255 0 255]. Since all the elements 
surrounding Pij are 0’s and 255’s. If one takes the 
median value it will be either 0 or 255 which is again 
noisy. To solve this problem, the mean of the selected 
window is found and the processing pixel is replaced by 
the mean value. 

Case (ii): If the selected window contains salt or 
pepper noise as processing pixel (i.e. 255/0 pixel value) 
and neighboring pixel values contains some pixels that 
adds salt (i.e. 255 pixel value) and pepper noise to the 
image. Now eliminate the salt and pepper noise from 
the selected window. That is, elimination of 0’s and 
255’s. The 1-D array of the matrix is [78 90 108 0 120 0 
255 97 255 73 112 95 0 83 75 56 180 0 78 0 55 43 255 
93 87]. After elimination of 0’s and 255’s the pixel values 
in the selected window will be [78 90 108 120 97 73 112 
95 83 75 56 180 78 55 43 93 87]. Here the processing 
pixel is replaced by median value of the remaining 
pixels. 

If the processing pixel (Pij) value is not 0 or 255, 
then it is an uncorrupted pixel and it is processed by 
following case. 

Case (iii): If the selected window contains a 
noise free pixel as a processing pixel, it does not require 
further processing. For example, 1-D array of the matrix 
is [43 67 70 55 75 108 112 143 164 85 97 45 80 95 100 
45 87 43 190 87 90 79 85 81 66]. Here the processing 
pixel is 80 then it is noise free pixel. Since “80” is a noise 
free pixel it does not require further processing. 

Repeat the steps until all the pixels in the entire 
image are processed. 

V.
 Experimental results

 

The proposed algorithm foe tested for 256x256 
images. It is tested for various levels of noise values and 
also compared with Standard median filter (SMF). 

©  2012 Global Journals Inc.  (US)
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Figure.2 shows the de-noising performance of the 
proposed algorithm. Table.1 show the PSNR values of 

the proposed method and based soft shrinkage and 
SWT method with different noise variance.  

    

    

(a)    (b)                                            (c)                                             (d) 

Figure 2 : (a) Input image, (b) Noise added Image, (c) Median filtered Image and (d) Our proposed method 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1
 
: PSNR value for the proposed method

 

Noise density 
in % 

PSNR in db 

Median filter PSMF DBA Our Proposed 
Method 

10 31.60 26.42 39.78 39.91 

20 31.38 26.42 37.29 37.31 

30 31.04 26.42 35.42 35.63 

40 30.64 26.42 34.09 34.42 

50 30.63 26.42 34.08 34.44 

60 29.59 26.42 32.06 32.54 

70 28.86 26.42 31.14 31.57 

80 28.21 26.42 30.14 30.54 

90 27.55 26.42 29.49 29.51 
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VI. Conclusion 

 In this work, image denoising based on 
Stationary wavelet transform (SWT) and soft threshold 
method are discussed. Experimental results show that 
the proposed method restore the original image much 
better than standard non linear median-based filters and 
some of the recently proposed algorithms. The 
proposed filter requires less computation time 
compared to other methods. The visual quality results 
clearly shows the proposed filter preserve fine details 
such as lines and corners satisfactorily. This filter can be 
further improved to apply for the images corrupted with 
high density impulse noise up to 90% and random 
valued impulse noise. 
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Performance Analysis of Modified Lifting Based 
DWT Architecture and FPGA Implementation for 

Speed and Power 
C.Chandrasekhar α & Dr.S.Narayana Reddy σ 

Abstract - Demand for high speed and low power architecture 
for DWT computation have led to design of novel algorithms 
and architecture. In this paper we design, model and 
implement a hardware efficient, high speed and power 
efficient DWT architecture based on modified lifting scheme 
algorithm. The design is interfaced with SIPO and PISO to 
reduce the number of I/O lines on the FPGA. The design is 
implemented on Spartan III device and is compared with lifting 
scheme logic. The proposed design operates at frequency of 
280 MHz and consumes power less than 42 mW. The pre-
synthesis and post-synthesis results are verified and suitable 
test vectors are used in verifying the functionality of the design. 
The design is suitable for real time data processing.  
Keywords : Lifting scheme, low power, high speed, 
FPGA implementation.  

I. Introduction 

iscrete wavelet transforms (DWT) decomposes 
image into multiple subbands of low and high 
frequency components. Encoding of subband 

components leads to compression of image. DWT along 
with encoding technique represents image information 
with less number of bits achieving image compression. 
Image compression finds application in every discipline 
such as entertainment, medical, defense, commercial 
and industrial domains. The core of image compression 
unit is DWT. Other image processing techniques such 
as image enhancement, image restoration and image 
filtering also requires DWT and Inverse DWT for 
transformations. DWT-IDWT is one of the prominent 
transformation techniques that are widely used in signal 
processing and communication applications. DWT-
IDWT computes or transforms signal into multiple 
resolution sub bands [1][2][3][4][5]. DWT is 
computationally very intensive and consumes power 
due to large number of mathematical operations. 
Latency and throughput are other major limitations of 
DWT as there are multiple levels of hierarchy [6][7][8]. 
DWT has traditionally been implemented by convolution. 
Digit serial or parallel representation of input data further 
decides the architecture complexity. Such an 
implementation demands a large number of 
computations and a large storage that are not desirable 
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for either high-speed or low-power applications. 
Recently, a lifting-based scheme that often requires far 
fewer computations has been proposed for the DWT. 
The main feature of the lifting based DWT scheme is to 
break up the high pass and low pass filters into a 
sequence of upper and lower triangular matrices and 
convert the filter implementation into banded matrix 
multiplications. Since DWT requires intensive 
computations, several architectural solutions using 
special purpose parallel processor have been 
proposed, in order to meet the real time requirement in 
many applications. The solutions include parallel filter 
architecture, SIMD linear array architecture, SIMD 
multigrid architecture, 2-D block based architecture, and 
the AWARE’s wavelet transform processor (WTP) 
[9][10][11]. Several versions of lifting scheme 
architecture have been compared and reported in 
literature. In terms of hardware complexity, the folded 
architecture in [12] is the simplest and the DSP-based 
architecture in [13] is the most complex. All other 
architectures have comparable hardware complexity 
and primarily differ in the number of registers and 
multiplexor circuitry. The control complexity of the 
architecture in [14] is very simple. In contrast, the 
number of switches, multiplexors and control signals 
used in the architectures of [15] is quite large. The 
control complexity of the remaining architectures is 
moderate. In terms of timing performance, the 
architectures in [14, 12, 16–18] are all pipelined, with the 
architectures in [17] having the highest throughput 
(1/Tm). The architecture in [19] has fewer cycles since it 
is RPA based, but its clock period is higher. The 
architecture in [17] has the lowest computation delay.  

In this paper, we propose, design, model, 
implement and compare the performances of three 
different DWT architectures. Section II briefly discusses 
the Lifting Scheme DWT algorithm for image processing, 
Section III discusses modified lifting base DWT and 
Section IV presents the FPGA implementation and 
compares the results of modified lifting algorithm. 
Conclusion is presented in Section VI.  

II. Dwt 

The influx of sophisticated technologies in the 
field of image processing is affiliated with that of 

D 
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digitization in the computers arena. Image Compression 
plays an important role of all the Image Processing 
techniques. The compression techniques are of two 
types: Lossless and Lossy. The most common image 
format that uses a lossy compression scheme is JPEG 
(Joint Photographic Experts Group) format. JPEG 2000 
structure is wavelet based compression methodology 
that provides a number of benefits over the Discrete 
Cosine Transformation (DCT) compression method, 
which was used in JPEG format. Wavelet compression 
converts the image into a series of wavelets that can be 
stored more efficiently than pixel blocks. The Wavelet 
compression is accomplished through the use of JPEG 
2000 encoder as shown in the figure 1.  

 

 

 

 

 

 

Figure 1 :  JPEG 2000 Block Diagram 

The problem statement in the present section deals  

 

 

 

 

 

 

Figure 2 : Two-level DWT decomposition [6] 

With the design of the modified two-level DWT 
architecture for decomposition. The Discrete Wavelet 
Transform (DWT), which is based on sub-band coding is 
found top yield a fast computation of Wavelet 
Transform. It is easy to implement and reduces the 
computation time and resources required. In DWT, a 
time-scale representation of the digital signal is obtained 
using digital filtering techniques [6]. The signal to be 
analyzed is passed through filters with different cut-off 
frequencies at different scales as shown in figure 2.  

Lifting Scheme:  
The Lifting Scheme is a well known method for 

constructing bi-orthogonal wavelets. The main 
difference with the classical construction is that it does 
not rely on the Fourier transform. The lifting scheme is 
an efficient implementation of a wavelet transform 
algorithm. It was primarily developed as a method to 
improve wavelet transform, and then it was extended to 
a generic method to create so-called second-generation 

wavelets. Second-generation wavelets are much more 
flexible and powerful than the first generation wavelets. 
The lifting scheme is an implementation of the filtering 
operations at each level [6]. The figure 3 represents the 
classical and lifting based implementations of DWT.  

 

 

 

 

 

 

 

 

 

Figure 3 : a) Classical Implementation, b) Lifting scheme 
based DWT [6] 

Lifting Scheme consists of three steps: SPLIT, 
PREDICT and UPDATE, as shown in the figure 3 (b).  
• SPLIT: In this step, the data is divided into ODD and 

EVEN elements.  
• PREDICT: The PREDICT step uses a function that 

approximates the data set. The differences between 
the approximation and the actual data, replace the 
odd elements of the data set. The even elements 
are left unchanged and become the input for the 
next step in the transform. The PREDICT step, 
where the odd value is "predicted" from the even 
value is described by the equation [6].  

   

• UPDATE: The UPDATE step replaces the even 
elements with an average. These results in a 
smoother input for the next step of the wavelet 
transform. The odd elements also represent an 
approximation of the original data set, which allows 
filters to be constructed. The UPDATE phase follows 
the PREDICT phase. The original values of the odd 
elements have been overwritten by the difference 
between the odd element and its even "predictor". 
So in calculating an average the UPDATE phase 
must operate on the differences that are stored in 
the odd elements [6]:  

    

The equations for the lifting based 
implementation of the bi-orthogonal wavelet are:  
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G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 

42

  
 

(
DDDD

)
F

  
20

12
Y
e
a
r

(a)

(b)

Oddj+1, i = oddj, i – P (evenj, i)

(oddj+1, i)Evenj+1, i = evenj, i + U 

Predict P1: di
1 = α (x2i + x2i+2) +x2i+1

Update U1: ai
1 = β (di

1+di-1
1) + x2i

Predict P2: di
2 = γ (ai1 + ai+1) +x2i+1

Update U2: ai
2 = δ (di

2+di-1
2) + ai

1



  
  

The figure 4 shows the lifting scheme 
architecture to realise the equations shown above.  

 

 

 

 

 

 

 

 

Figure 4 : Lifting Scheme Architecture 

The input data x is first split into even and odd 
samples and each of the samples are taken through 
predict and update stages as per the architecture 
shown above. As the data moves from first stage to the 
last stage, data switching occurs at the input and output 
of every stage. Every stage consists of multipliers and 
adders. For the given set of Predict and Update stages, 
assuming the value of i = 0, the equation can be 
finalized.  

III. Modified lifting scheme 

By re-arranging all the values and the constant 
co-efficient, the final equation can be derived.  

     
 

   

     
 

Being a dedicated DWT core for JPEG 2000, 
the filter coefficients are fixed. The filter coefficients are: 
α = 1.586134342, β = 0.05298011854, γ = 
0.8829110762, δ =0.4435068522, ζ = 1.149604398. By 
substituting the above values in the modified equation, 
the coefficient values obtained then are also decimals, 
by multiplying them with constants they form integers 
as: 1 * 32 = 57, 2 * 256 = 6, 3 * 64 = 30, 4 * 32 = 35, 
5 * 256 = 12, 6 * 32 = 26, 7 * 32 = 50.  

Thus the above integers are the values of the 
underlined coefficients in above equations. From the 
equations it is observed that there are common lifting 
coefficients to compute ai and di coefficients and there 
are input terms. The architecture realised by the above 
equations considering the constant coefficients is 
shown in the figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 : Modified Lifting Scheme Architecture for DWT 
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Scale G1: ai = ζ ai
2

Scale G1: di = di
2/ζ

ai= (3 * γ.β.δ.ζ + δ.ζ + β.ζ ) [ α ( x0 + x2) + x1 + α ( x0 + 
x-2) + x-1] + ζ.δ.β.γ [α(x2 + x4) + x3 + α( x-2 + x-4) 
+ x-3] + ζ.δ.γ ( x0 + x2 + x0 + x-2) + ζ * x0

di= 1/ζ [(2 * γ.β +1){ α ( x0 + x2) + x1} + γ.β { α ( x0 + 
x-2) + x-1 + α(x2 + x4) + x3} +γ( x0 + x2)].



The FPGA implementation of the modified lifting 
based DWT is designed based on the following:  
• The input data X should be of 8 bit signed data.  
• Output should be of 16 bit signed representation 

(including ai and di).  
• The lifting coefficients should be of 8 bit signed 

representation.  
• The architecture should work on the streaming input 

sequence (Serial input).  
• The intermediate outputs should be stored in a 

memory.  
• The input data flows into the architecture through 

one input line and the output should be read out 
through one output line.  

Thus by considering the above design 
specifications the architecture shown in the figure 5 is 
designed as per the requirements.  
 The blocks from X -4 to X +4 resemble the input 9 

samples designed in form of SIPO, each of 8-bit 
signed representation (serial in parallel out).  

 Here the input stream is given through the single 
input line to 9 SIPOs. The outputs of those are taken 
in parallel to perform the addition and multiplication 
operations.  

 The addition and multiplication operations are of 8 
bit signed operators.  

 The intermediate results of these addition and 
multiplication operations are stored in registers than 
preferring memory, as the data can be stored in 
registers with ease and in random, but in memory 
the storage (write operation in particular) should be 
done in orderly fashion.  

 These intermediate registers are of PIPO structure 
and of 8 bit signed representation.  

 Though final outputs ai and di are single bit, those 
are stored in the registers of PISO structure as the 
output should be taken for 8 bits.  

The inputs can be 8-bit signed at any point of 
time. But the outputs should not be a signed number 
and can be more than 8-bits as every time the adders 
create an extra bit and the multipliers create more than 
one bit of data. That might be the major cause for the 
failure of the hardware; the architecture might not work 
properly. In order to minimize the error, suitable 
modifications are carried out.  

Modifications to minimize the Errors:  

The few possible modifications that can be 
done for the calculations which can minimize the errors 
are:  

1.
 

An adder performs the addition of two 8-bit 
numbers and gives the result as a 9-bit number. 
Instead of a 9-bit number the LSB is discarded. As 
the Least Significant Bit is discarded the value of the 
number might not change drastically and the output 

still is an 8-bit data which is used for further 
operations.  

2. The multiplier performs multiplication of one 8-bit 
number and the other is coefficient numbers. For 
each multiplication the hardware will be different so 
the final architecture requires a lot of multipliers 
which are of different width and again gives different 
output values.  

3. The lifting co-efficient which should be of 8-bit 
signed number goes in decimal numbers like 0.458 
so that the computation will become very difficult. 
For multiplying this number multiplier takes more 
time to compute and the final output would be a 
decimal as 57.35.  

The lifting coefficient is multiplied with an integer 
as 57 so that representing it might be much easier. 
These coefficients should be multiplied such that the 
final values should be obtained as 8-bit signed number 
and it should not have any decimal value as 57.000. 
This can be achieved by taking only the positive values 
and discarding all other decimal point values 
(e.g.XY.xy). Thus the values of all the lifting coefficients 
have integer without any decimal values so that the 
calculations can be much easier. From the architectural 
calculations, the values of ai and di are 65 and 39 
respectively, and match with theoretical calculations.  

By comparing those values we can come to know that:  
1. The architecturally calculated values are of 8-bit 

singed representation while theoretically calculated 
are unsigned.  

2. The architectural values do not have any decimal 
values.  

3. The architectural values do not exceed more than 8-
bit.  

4. The intermediate calculations will be always 8-bit 
and signed instead of 9 or more bits.  

5. The outputs of the adder in architectural 
calculations are 8-bit by discarding the LSB than 
having 9-bits which will be continued to increase for 
next level of addition.  

Estimation of Power, Area and Delay of Sub-
Blocks of Architecture:  

The main sub-blocks of the modified lifting 
scheme architecture are:  
 Adders  
 Multipliers (Constant Coefficient-IP Cores)  
 Registers  

The table 1 represent the estimation of Power, 
Delay and Area of these sub blocks. 
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Table 1 : Estimation of Power, Delay and Area of sub 
blocks 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The table 1 represents the estimation of Power, 

Delay and Area of the Sub-blocks. Here every block is of 
8 bit signed representation from +127 to -128. As 
observed from the table there are one type of adder, 
multipliers of 7 types of constant coefficient type to 
reduce the complexity of multiplication the IP cores in 
XILINX are used. Of all the sub-blocks the Adder has the 
highest delay and the highest utilisation of the 
resources. Thus by instantiating these sub-blocks the 
area utilised by the DWT architecture is 12% and the 
delay is 3.313ns. From the table 1 the delays of 
individual blocks are known. Almost all work at different 
clock frequencies, as the delay mentioned in the table is 
the minimum period of the design clock. But the whole 
or the top level design should work at one clock 
frequency, thus the concept of synchronising the clocks

 arise. The clock frequency of top level architecture 
should synchronise with the sub modules, in general the 
problem of Synchronisation is addressed by any of 
these below: 

 •
 

Increase system clock period (usually not feasible). 
 •

 
Decrease tcomb (use no combinational logic). 

 •
 

Decrease tsu (use fast flip-flops) 
 •

 
Increase synchroniser clock period. 

 
The figure 6 represents the clock synchroniser. 

 

 

 

 

 

 

 

Figure 6
 
:
 
Clock Synchroniser

 

In applying the same for the implementation of 
the present top-level design architecture, the DCM is 
used. The Divide-by-N counter block in the figure 7 can 
be replicated by using DCM. The figure 2.8 represents 
how to configure the DCM.  

 

 

 

 

 

 

 

Figure 7 : Configuring DCM [2] 

Thus by configuring the DCM in the frequency 
mode the tool generates the instantiation template and 
thus that instantiation template is used in the design to 
make the design run on same clock. The operating 
frequency of the present design runs at 280MHz.  

Observations:  
• The equation of the lifting scheme for two-level DWT 

is simplified based on the basic equations 
mentioned.  

• The simplified equation is made into an architecture 
such that both the ai and di is implemented using 
the same architecture.  

• The mathematical and the architectural computation 
of the equation are computed and compared, and 
observed that the architectural computations are the 
modified version of the mathematical, where the 
discarding of the LSBs result to scaling down of the 
original values.  

• The power, area and the delay of the sub-blocks are 
observed and noticed that the Adder takes the 
maximum delay i.e. 3.39ns and maximum utilisation 
of resources i.e. 13%, and registers SIPO and PIPO 
takes the least delay and least utilisation of 
resources i.e. 1%  

IV. Hdl modeling and fpga 
implementation 

The top level module or block of the DWT 
architecture is shown in the figure 8. The figure explains 
the input and output ports. The input ports are clk, en, 
piso_load, rst and ser_in and the output ports are ai and 
di. The input 9 samples each of 8 bit signed data is 
entered into the design through the ser_in input. The rst 
signal is used to reset the design when the signal is 
high. When the en signal is high, loading of the input 
data in all the 9- 8 bit registers for 280 clock cycles is 
done. The piso_load signal is used to take the output at 
ai and di, and this signal is kept high for 8 clock cycles 
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Sl 
No

Sub Block Power
(W)

Area(no of 
slices,utiliz
ation of 
slice%)

Delay(n
S)

1) Adder 0.142 5(1%) 3.369
2) Multiplier(50) 0.007 9 (1%) 1.999
3) Multiplier(30) 0.037 7(1%) 0.881
4) Multiplier(12) 0.037 6(1%) 0.881
5) Multiplier(35) 0.037 13(1%) 0.881
6) Multiplier(57) 0.037 11(1%) 0.881
7) Multiplier(6) 0.037 6(0%) 0.881
8) Multiplier(26) 0.037 7(1%) 0.881
9) PISO 0.011 5(1%) 1.216
10) SIPO 0.037 36(1%) 0.915
11) PIPO 0.037 1(0%) 0.916



as the 8 bit is to be taken out through the single line. The 
HDL models of the sub-block can be understood from 
the internal hardware of the RTL schematic shown in the 
figure 9. The figure 9 represents the schematic of the 
DWT architecture where all the sub blocks can be 
viewed. Thus the sub blocks are modelled in such a way 
that the multipliers used are the IP cores from the XILINX 
library, and the adder that is designed for 8 bit signed 
addition is instantiated wherever necessary. The 
simulation of the top level module is shown in the figure 
10 where the intermediate signals gives the 
performance of the sub blocks in the total simulation.  

 

 

 

 

 

 

 

 

Figure 8
 
:
 
Top-level DWT architecture

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 : RTL schematic of DWT showing sub-block 

The figure explains the integration of the sub 
blocks in the main top level architecture. Initially the sub 
blocks are designed by considering the DWT equation, 
the multiplier used in the design is a constant coefficient 
multiplier as it is faster than any other for the application 
required. For the present design, the constant 
coefficient multipliers are taken as a IP core from the 
XILINX library for different coefficients. The adder is 8-bit 
signed operator designed or modelled in the HDL and 
instantiated where it is necessary. The registers that are 
used in the design covers all the types SIPO, PIPO, 

PISO. SIPO at the initial stage while giving the inputs, 
PIPO while performing the operations intermediately, 
and the PISO at the output stage to take the outputs 
serially i.e. one bit for 8 clocks, as the required is two 
outputs of 8 bits taking serially. From the figure 9, the 
top level ports are shown; the serial input data is given 
in a random way. This is loaded inthe registers (SIPO), 
when enable signal is high, after 72 clock cycles the 
enable is made low, and for four clock cycles the 
operation is performed and the output is taken when the 
piso_load signal is high for 8 clock cycles as the output 
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is taken for 8 bit. Thus the same procedure follows for 8 
(load)+ 4 (operation) + 8 (output) = 22 clocks. To 
program a single device using iMPACT, all needed is a 
bitstream file. To program several devices in a daisy 
chain configuration, or to program devices using a 

PROM, iMPACT is used to create a PROM file. iMPACT 
accepts any number of bitstream and creates one or 
more PROM files containing one or more daisy chain 
configurations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 10

 

:

 

Simulation results for the DWT architecture

 

 

 

 

 

 

 

 

 

 

 

 Figure 11
 
:
 
Program downloaded into FPGA

 
Comparison of Post and Pre- Synthesis results:  

The Post-synthesis result is that obtained after 
the place and route process has done. Here the delays 
of the LUTs and also the interconnection delay are 
added. But the Pre-Synthesis is nothing but the 
behavioral simulation. The comparison between the 
Post and Pre Synthesis results is shown in the figure 12 
and 13. 
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Figure 12 : Post-Synthesis simulation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13 : Pre-Synthesis Simulation 

Logic Utilization  
Number of Slice Flip Flops: 247 out of 1,536  
Number of 4 input LUTs: 295 out of 1,536  

Logic Distribution  

Number of occupied Slices: 245 out of 768  

Number of Slices containing only related logic: 
245 out of 245  

Number of Slices containing unrelated logic: 0 
out of 245  

Total Number of 4 input LUTs: 314 out of 1,536  
Number used as logic: 295  
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Number used as a route-thru: 19  
Number of bonded IOBs: 6 out of 140  
Number of GCLKs: 1 out of 4  

Number of GCLKIOBs: 1 out of 4  

Place and Route  
Placement and routing is performed by the PAR 

program. Place and route is the most important and 
time consuming step of the implementation. It defines 
how device resources are located and interconnected 
inside an FPGA. Placement is even more important than 
routing, because bad placement would make good 
routing impossible. In order to provide possibility for 
FPGA designers to tweak placement, PAR has a 
"starting cost table" option. PAR accounts for timing 
constraints set up by the FPGA designer. If at least one 
constraint can't be met, PAR returns an error. The output 
of the PAR program is also stored in the NCD format. 
The device utilization summary of the architecture is 
given below.  

Device Utilization Summary  
• Number of GCLKs: 1 out of 4 25%  
• Number of External GCLKIOBs: 1 out of 4 25%  
• Number of LOCed GCLKIOBs : 0 out of 1 0%  
• Number of External IOBs: 6 out of 140 4%  
• Number of LOCed IOBs: 0 out of 6 0%  
• Number of SLICEs: 245 out of 768 31%  

Table 2 : Performance comparison of DWT architecture 

 

 

 

 

 

 

 

 

 

V. Conclusion 

In this work a modified lifting based DWT 
architecture is proposed, designed, modeled and 
verified. The design is modeled using HDL and is 
implemented on FPGA. The interfaces requried for data 
processing are also designed and is used to 
synchronize the data transfer operation. The HDL 
models and simulation of the sub blocks have been 
done to model the top-level design architecture. The 
test-bench to verify the functionality and performance of 
the sub modules and the top level architecture have 
been done. Implemented the design on FPGA and 
verified and debugged through the Chip-Scope. The Pre 

and Post Synthesis have been done and compared. The 
design can be further optimized for video signal 
processing.  
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred. 
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 
 
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 
 
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 
 
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 
 
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
 
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 
 
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 
 
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 
 
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 
 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  
 
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 
 
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 
 
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 
 
To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 
· Use paragraphs to split each significant point (excluding for the abstract) 

 
· Align the primary line of each section 

 
· Present your points in sound order 

 
· Use present tense to report well accepted  

 
· Use past tense to describe specific results  

 
· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 
· Shun use of extra pictures - include only those figures essential to presenting results 

 
Title Page: 

 
Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
Abstract:  
 
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

 
An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  
 
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 
Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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